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Abstract
Cubesats, a colloquial term for small satellites approximately the size of a milk carton have become
popular over the past 20 years as a cost-effective method of putting a payload into space. With the
maturization of the market, the requirements for finer control over the satellite attitude drives the devel-
opment of higher performance Attitude Determination and Control Systems.

Attitude Determination and Control Systems consist of sensors such as: sun sensors, startrackers, gy-
roscopes, and actuators such as: magnetorquers, reaction wheels and thrusters. The performance of
an these systems is limited on both the sensing and actuation side and both need to function together to
accurately point the satellite. To improve over-all ADCS performance, each individual component must
be improved, which this research contributes to through improving the state estimation of the RW400
series of reaction wheels.

Brushless DC motors are a reliable option for reaction wheels. They make use of a separate rotor
and stator where the stator magnetic field is continuously rotated whilst the rotor attempts to chase it,
causing rotation. Brushless motors utilise a separate controller to rotate the stator field, as opposed
to physical brushes. This external controller observes the rotor position and appropriately rotates the
stator field such that the rotor will spin.
There are various control methods to rotate the stator magnetic field and the method selected affects
the performance of the reaction wheels. Hyperion has noted two main performance limitations with
their reaction wheels: a ripple on the output torque and poor control at low velocities. Both of these lim-
itations can be mitigated through improved control methods, which require more accurate knowledge
of the rotor position, also known as state estimation.

This MSc thesis presents the design of a capacitive sensing encoder which will improve the state
estimation of the reaction wheels and thus will allow for the reaction wheel controller to be improved,
improving reaction wheel performance. A prototype of this encoder was built and performance was
evaluated through measurements. The encoder performance was measured and has an accuracy of
0.101∘(1𝜎), which is a 300x improvement over the method of state estimation currently used by the
Hyperion Technologies reaction wheels.
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1
Introduction

Cubesats, a colloquial term for small satellites approximately the size of a milk carton have become
popular over the past 20 years as a cost-effective method of putting a payload into space. As of Au-
gust 2021 approximately 1600 cubesats have been launched, belonging to 76 different countries in the
world[24]. Hyperion Technologies, now part of AAC Clyde Space is a player in the global small-sat
market, providing everything from gyroscopes to fully fledged Attitude Determination and Control Sys-
tems. With the maturization of both the cubesat and cubesat payload markets the requirements for finer
control over the satellite attitude drive the development of higher performance Attitude Determination
and Control Systems.

The Attitude Determination and Control System (ADCS) is one of the core systems of any satellite. It
allows the satellite to orient itself, performing manoeuvrers such as payload-tracking, sun-tracking and
orbit maintenance. Without an ADCS a satellite would not be able to perform any tasks other than
transmitting omni-directional radio signals. Performance of these systems is driven by new payload
developments, such as for example laser-communication terminals, which are also being developed at
Hyperion Technologies.

Attitude Determination and Control subsystems, as the name implies have two main functions. Attitude
Determination, through the use of sun sensors, startrackers, gyroscopes and magnetometers, and At-
titude Control, through actuators such as reaction wheels, magnetorquers and thrusters.

The performance of an ADCS is limited on both the sensing and actuation side and both need to func-
tion together to accurately point the satellite in a desired direction. In order to improve the performance
of Hyperion ADCS systems, each individual component must be improved, which this research will con-
tribute to through improving the state estimation of the RW400 and RW200 series of reaction wheels.

This chapter will elaborate how reaction wheel performance can be characterised, highlight two main
influences on performance of the RW400 reaction wheels, followed up by a main research question
with five sub-questions.

Chapter 2 will provide a background on electric motors, which will analyse the performance of reaction
wheels from the perspective of the electric motor. This will explain what state estimation is, how it
affects reaction wheel performance and how it can be improved.

Chapter 3 will present a set of requirements provided by Hyperion Technologies, followed by a trade-off
between various sensor feedback methods.

Chapter 4 will present the design of a capacitive sensing amplifier specifically designed to be used
in RW400 class cubesat reaction wheels. This design is then realised through the development of a
prototype in Chapter 5. This prototype is used to verify whether the requirements specified in Chapter
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2 1. Introduction

3 are met. The result of this verification can be seen in Chapter 6.

Finally, the report is concluded in Chapter 7 and some recommendations are made and potential future
work is highlighted.

1.1. Performance of CubeSat Reaction Wheels
There are many ways to quantify the performance of an attitude determination and control system,
depending on the mission-specific requirements some are more important than others. The current
problems found with the range of Hyperion reaction wheels compound themselves in the pointing pre-
cision of the ADCS, which specifies how precisely the ADCS can point at a target. Due to the fact that
cubesats are small and have low inertia, small perturbations in the control actuators of the ADCS will
directly affect the spacecraft pointing precision. Hyperion Technologies has indicated two problems
with their current offering of reaction wheels that influence the performance of their ADCS. These two
problems are:

1. There is a ripple on the output torque produced by the reaction wheel.
2. The reaction wheel is unable to operate properly at near-zero velocities

This section will describe the principles behind both effects and elaborate how they affect reaction
wheel performance.

1.1.1. Commutation Torque Ripple
Commutation torque ripple in brushless motors is a well documented topic and is a major contributor
to vibrations in small reaction wheels. Torque ripple can occur due to inaccurate control, non-smooth
transient curves when commutating, cogging torque, discontinuities caused by dead-zone insertion and
variations in Lorentz force due to non-constant magnetic flux densities[34][41].

The amplitude of commutation torque ripple is directly proportional to the torque commanded to the
reaction wheel through equation (1.1). Where 𝑇𝑅 is the commutation torque ripple, 𝐶𝑅 the commutation
torque ripple coefficient, 𝑔 the commanded torque and 𝜙𝑅 an arbitrary phase angle. Due to the fact that
commutation torque ripple is directly related to command torque, it’s contribution is largest during ma-
noeuvres andminimal during inertial pointing [4]. The European Cooperation for Space Standardization
(ECSS) specifies that the torque ripple is typically 14.3% of the peak-to-peak nominal motor torque.[16]

𝑇𝑅 = 𝐶𝑅𝑔𝑠𝑖𝑛(𝑁𝑝𝑜𝑙𝑒𝑠𝑁𝑝ℎ𝑎𝑠𝑒𝑠𝜔𝑟𝑤 + 𝜙𝑅) (1.1)

Figure 1.1 plots the z-axis torque disturbances measured on the RW400 reaction wheel during a con-
stant acceleration ramp. This wheel has two pole pairs, thus 𝑁𝑝𝑜𝑙𝑒𝑠 = 4 and uses a three-phase motor.
This means that the frequency at which the torque ripple occurs is 12 times higher than the rotational
velocity. From this it can be concluded that the relatively flat white line represents the commutation
torque ripple, the others mostly represent different modes of bearing vibrations [17].
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Figure 1.1: Measured z-axis vibrations the RW400 reaction wheel [17]

Due to the fact that there are vibrations in the reaction wheel, the pointing precision of the ADCS is
affected.

1.1.2. Low-Velocity Operation
When operating, a reaction wheel controller requires knowledge of the current rotor position. Without
this knowledge the controller does not know which one of the Brushless DC (BLDC) phases to actuate
in order to make the wheel spin. Figure 1.2 highlights the torque box (maximum available reaction
wheel torque at a given wheel velocity/momentum) for the 10 mNms reaction wheel sold by Sinclair
Interplanetary[37]. From this torque box one can deduce that at low velocities (low momentum) the
controller is unable to accurately control the output torque of the reaction wheel.

Figure 1.2: Torque Box of the 10 mNms reaction wheel [37]

The inability to provide accurate output torque at low speeds is caused by a lack of information. At low
speeds the hall-effect sensors utilised in these motors simply do not update the controller often enough
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on the wheel position, meaning that extrapolation of previous data is required to keep this information
up to date. The lower the velocity becomes, the less accurate this extrapolation becomes due to varying
bearing friction coefficients, timing errors and noisy measurements. Feedback through sensored meth-
ods can solve this issue by providing constant, accurate position feedback, independent of rotor speed.

Traditionally this problem is circumvented by not operating reaction wheels near zero rpm. However
recent clients of Hyperion Technologies have requested such an operational mode to be possible,
further coupled by the fact that when low rpm operation is possible the momentum envelope effectively
doubles in size, because the wheel can go from +5000 rpm to -5000 rpmwithout issue, which is currently
not possible.

1.2. Research Objective & Questions
The introduction to the problem given in the previous section justifies the work to be performed in this
research. There are two highlighted issues with the reaction wheels, which this research will try to
provide a solution for. This work will present a common source for these issues (poor state estimation)
and provide a solution in the form of sensored feedback. Why this common source exists and why
sensored feedback is a solution will be elaborated upon in Chapter 2. In order to define this research
a main research question is proposed:

MQ: How can reaction wheel state estimation be improved in order to improve reaction wheel
performance?

In order to answer this research question, five sub-questions are defined:

RQ1 Can improving the state estimation improve the performance of the reaction wheel?

RQ2 Does sensor feedback improve reaction wheel state estimation?

RQ3 What type of sensor feedback can be implemented within the constraints of a CubeSat reaction
wheel?

RQ4 What would a design of sensor feedback on the reaction wheel entail?

RQ5 What is the resulting improvement of state estimation?

Answering these research questions will occur throughout the rest of this work.Chapter 2 will provide
background information on the operating principles of reaction wheels and electric motors in order to
provide answers to research questions RQ1 and RQ2.

Chapter 3 will provide the requirements of the sensor feedback as requested by Hyperion Technologies
and with these requirements a trade-off is made between the various sensored feedback methods, an-
swering question RQ3.

Chapter 4 will elaborate upon the design cycle of the sensor feedback and show the final design, an-
swering RQ4.

Finally, Chapter 6 will verify the output of the design and determine the improvement of the reaction
wheel state estimation and answer RQ5.



2
Electric Motors

Electric motors date back to the 1740s[27]. Contrary to internal combustion engines, electric motors do
not use fuel, but rather use electrical energy to produce rotational energy. This chapter will cover the
topic of electric motors. The general working principle is explained, the concepts of state estimation
and actuation are covered and finally, two research questions are answered.

2.1. Working principle of electric motors
When treating the subject of electric motors one can distinguish between two types of motors, AC (al-
ternating current) motors, requiring alternating current to run and DC (direct current) motors, running
on direct current. On Earth alternating current motors are common and are used in products such as
compressors, pumps, conveyor systems and lifting gear. This is due to the fact that AC power is read-
ily available and these motors are rugged [14]. In space however DC power is more readily available
because batteries naturally produce direct current and all other spacecraft components such as micro-
controllers, sensors etc. also use DC power. Thus for reaction wheels DC motors are the dominant
kind.

Figure 2.1: Different types of Electrical Motors [14] Figure 2.2: Brushed DC Motor Commutation [33]

The left branch of Figure 2.1 shows the types of DC motors that are available. In general two types
are distinguished, brushed and brushless. In brushed DC motors the commutation (generation of alter-
nating currents through the armature coils) is achieved through mechanical brushes that alternate the
conducting path between terminals. These brushes touch positive and negative terminals of the com-
mutator in an alternating fashion, keeping the rotation going.(Figure 2.2) The fact that these brushes
slip over the surface of the commutator causes mechanical wear and is thus not a long-term solution.

Brushless motors alleviate this issue by not having brushes that can wear out, resulting in a longer
lifespan, making them ideal for applications such as reaction wheels. For brushless DC motors there
is no physical commutator and current commutation is achieved by a controller. Figure 2.3 shows the
internal workings of a brushless DC motor. The rotor contains permanent magnets and its field has a
certain direction. The stator consists of coils that generate magnetic fields based on currents flowing
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through them. The controller will continuously alternate the stator field between the coils shown. The
rotor will chase this stator field and thus the motor starts rotating.

Figure 2.3: Brushless DC Motor Operation [28] Figure 2.4: Brushless DC Motor Schematic & Controller [32]

There are many possible topologies for a brushless DC motor controller. The most commonly used
one makes use of three half-bridges, seen in Figure 2.4. The stator phase currents are controlled
by triggering the inverter switches 𝑇1 − 𝑇6 sequentially[32]. Due to the fact that there are three stator
phases in a brushless DC motor there are six total commutation modes. These can be found in Table
2.1. By rotating through these six modes the magnetic field is spun.

𝜃 T1 T2 T3 T4 T5 T6 Active Phases
0 − 60∘ C - - C - - ab
60 − 120∘ C - - - - C ac
120 − 180∘ - - C - - C bc
180 − 240∘ - C C - - - ba
240 − 300∘ - C - - C - ca
300 − 360∘ - - - C C - cb

Table 2.1: Block Commutation logic for a three phase diode bridge inverter (C = Conducting, - = closed)

The timing of this commutation sequence and its exact implementation will be elaborated upon in Sec-
tions 2.2 and 2.3.

2.2. State Estimation in Electric Motors
The commutation of the currents in a brushless DC motor is based on the current state (angular posi-
tion) of the rotor. Due to the requirement of knowing the rotor position the topic of state estimation is
broad and many published works attempt to develop better methods. In general one can divide state
estimation into two categories. Sensored and Sensorless.

2.2.1. Sensorless State Estimation
Sensorless control strategies are very sought after due to the fact that they greatly reduce design com-
plexity. Sensorless control strategies perform rotor state estimation based on the back electromotive
forces (or back-emf)[18]. In star-wound motors the back-emf is sensed in the currently non-conducting
phase. (see Table 2.1) Methods for detecting this back-emf signal can be separated into several cate-
gories [18].

• Direct back-emf detection methods

– Back-EMF Zero Crossing Detection/ Terminal Voltage Sensing
– PWM Strategies

• Indirect back-emf detection methods

– Back-EMF Integration
– Third Harmonic Voltage Integration
– Free-wheeling diode conduction/ Terminal Current Sensing
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Throughout the years many researchers have made attempts at improving these estimation methods.
For example using flux linkage based algorithms [32] or signal injection at lower speeds [45]. Whilst
the results of these developments is promising, there is still a large ripple in the output torque and at
low speeds there is not sufficient information available to make proper estimates of the rotor position
at any time.

2.2.2. Sensored State Estimation
Opposed to sensorless methods, sensored methods utilise separate sensors to measure the rotor po-
sition, which has the downside of added complexity, but the upside of getting much finer knowledge of
the rotor position. Two types of sensors are generally used, encoders and hall-effect sensors.

2.3. Actuation of Electric Motors
When positional knowledge of the rotor is available, either through sensored or sensorless methods,
the next step is to commutate the current between the coils in the motor. Three methods of current
commutation will be treated in this section: block commutation, sinusoidal commutation and Field Ori-
ented Control.

2.3.1. Block Commutation
Block commutation is the simplest form of commutation and was described in Table 2.1. The advantage
to this method is the simplicity. Switches simply need to be opened or closed to drive the motor. For this
reason brushless DC motors were developed with a trapezoidal back-emf shape. (will be elaborated
upon in Section 2.4) The ideal switching mode for these types of motors is with square block waves.
Figure 2.5 shows the perfect block commutation scheme for a typical BLDC motor.

Figure 2.5: Block Commutation and Trapezoidal Back-EMF[5]

In reality the phase inductance of the stator coils slow down the rise and fall of the phase currents,
meaning a perfect square wave is not possible, introducing imperfections in the output torque of the
motor.
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2.3.2. Sinusoidal Commutation
Given that the back-emf shape of some motors is sinusoidal it is beneficial to develop a method of
controlling the phase current in a sinusoidal manner. This is not only beneficial for pure sinusoidal mo-
tors. Some trapezoidal motors are only trapezoidal on paper, in reality their emf shape is much more
sinusoidal. Particularly at higher speeds the difference between the two types of back-emf becomes
smaller. Bertoluzzo [5] demonstrated that it is possible to reduce the torque ripple in trapezoid-ally
shaped motors by utilising a sinusoidal controller.

Sinusoidal drive is generated by utilising a microcontroller that is capable of generating PWM signals.
These signals can then be input into the H-bridge shown in Figure 2.4, allowing for more complex
signals to be created. One example involves the utilisation of a look-up table for a very simplified
sinusoidal control algorithm [3]. Figure 2.6 demonstrates how sinusoidal commutation can be applied
to a BLDC motor.

Figure 2.6: Sinusoidal Commutation[3]

2.3.3. Field Oriented Control
The output of field oriented control is, similarly to sinusoidal control a sinusoidally shaped control signal.
The method of generating these signals however is very different. Controlling the sinusoidal shape is
typically done by a PI controller. These controllers have limited gain and frequency response, which
causes the control to break down at higher rotation speeds [10].

In order to solve this problem Field Oriented Control uses smart transformations (Clarke and Park) to
modify the parameter being controlled by the PI controller to one that is time invariant and much more
stable. This makes it simpler to control the motor at higher speeds[10].

Field Oriented control works under the assumption that the motor is a balanced system, meaning 𝑖𝑎 +
𝑖𝑏 + 𝑖𝑐 = 0, which is true for the motor seen in Figure 2.4. By first utilising the simplified Clarke
transformation, seen in equation (2.1), the three-phase system is transformed into a two-phase system
in the [𝛼, 𝛽] reference frame, which is attached to the stationary stator. (Figure 2.8)

[𝑖𝛼𝑖𝛽] =
2
3 [
1 −12 −12
0 √3

2 −√32
] [
𝑖𝑎
𝑖𝑏
𝑖𝑐
] (2.1)
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Figure 2.7: Clarke Transformation[11] Figure 2.8: Clarke Transformation[11]
The Clarke transformation has simplified the equation from a 3-phase system to a 2-phase system.
By applying a fictitious AC signal to this two-axis system and performing the inverse Clarke transform
one will obtain the currents through the stators to get the motor running. This however still requires
an AC current to be controlled, suffering from the problems highlighted earlier. That is why the Park
transform is utilised to convert the system into a rotating reference frame attached to the rotor [11].

The Park Transform can be seen in equation (2.2). This transformation is dependent on the current
rotor position 𝜃. Figure 2.10 demonstrates the Park transformation. The phases 𝐼𝑑 and 𝐼𝑞 have become
constant DC currents. This means that these are much simpler to control than the highly time variant
AC signals.

[𝑖𝑑𝑖𝑞] = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃] [

𝑖𝛼
𝑖𝛽] (2.2)

Figure 2.9: Park Transformation[11] Figure 2.10: Park Transformation[11]
The Quadrature Current 𝑖𝑞 controls the amount of torque generated by the motor and is typically opti-
mised to maximize efficiency and performance of the motor. The Direct Current 𝑖𝑑 is oriented perpen-
dicular to the quadrature axis and is the current that does not contribute to torque. By utillising a PI
controller to control the quadrature and direct currents it is possible to control a BLDC or Brushless AC
(BLAC) motor with higher efficiency and at higher speeds. The trade-off is that detailed information of
the rotor position 𝜃 is required, which is not true for for example block commutation.



10 2. Electric Motors

2.4. RQ1: Can improving the state estimation improve the perfor-
mance of the reaction wheel?

In Chapter 1 two main topics were covered which were to be improved in order to improve the reaction
wheel performance: commutation torque ripple and low-velocity operation. This section will elaborate
why improved state estimation will affect both topics and how they will be improved.

Firstly, low-velocity control will be improved greatly due to the fact that the controller currently has very
poor state estimation at low speeds. The hall-effect sensors only update the rotor position every 30
degrees, meaning at low velocities the state estimator has to do a lot of interpolation to ’guess’ the cur-
rent rotor position. By improving the reaction wheel state estimation a more complex driving scheme
can be implemented, even at lower velocities.

Second, torque ripple will be reduced by improving the control scheme of the reaction wheels, which
requires better state estimation. This is elaborated below.

The following sources of torque ripple in BLDC motor drives can be distinguished:[41]

1. Cogging torque

2. Phase current vs back-EMF waveform mismatch

3. Dead-time insertion

4. Commutation of phase currents

Each of these will be briefly covered in this section in order to answer why state estimation could reduce
commutation torque ripple.

Cogging Torque
Cogging torque describes the variation in output torque of a BLDC motor due to a change in magnetic
conductivity due to stator teeth or poles. The cogging torque can be mathematically determined using
Equation (2.3) [41]. In this equation 𝜑𝛿 represents the magnetic flux crossing the airgap and R is the
total reluctance through which it passes, finally 𝜃𝑟 is the rotor position.

𝑇𝑐𝑜𝑔𝑔 = −
1
2𝜑

2
𝛿
𝑑𝑅
𝑑𝜃𝑟

(2.3)

Due to the fact that the Hyperion Technologies reaction wheels (purposely) do not use a ferromagnetic
stator material 𝑑𝑅𝑑𝜃𝑟 will be very small, as such cogging torque will not be further considered.

Phase Current vs Back-EMF Mismatch
In order to maximise efficiency and minimise torque ripple the shape of the currents passing through
the armatures of an electric motor must match the shape of its back-emf [43]. The back-emf is gener-
ated by the induced current in the armature coils. (due to the spinning rotor) This voltage opposes the
driving voltage and thus lower the efficiency and torque output of the motor. If the controller signal and
back-emf shapes are mismatched the net (induced by controller - induced by back-emf) will fluctuate
and so will the output torque of the motor, which ripples the output.

The back-emf shape can be either sinusoidal or trapezoidal, depending on the air grap flux distribution
between the permanent magnet and the coils[36]. This difference is caused by either concentrated
winding or distributed windings on the stator. The difference in shape can be seen in figure 2.11. Sinu-
soidal back-emf motors are also often referred to as BLAC or Permanent Magnet Synchronous Motor
(PMSM) motors. Nomenclature however, has become confusing over the years due to different man-
ufacturers using different labels.

Figure 2.12 shows the torque ripple that can occur due to a mismatch in the control strategy. From it
it can be deduced that PMSM/BLAC motors should be controlled sinusoidally and BLDC motors using
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Figure 2.11: Idealised waveforms in BLDC motors. (a) Sinusoidal (b) Trapezoidal [36]

block commutation. Contrary to this, Sumega[41] highlights that the back-EMF shape for motors that
are sold as ’BLDC’ is very similar to that of a sinusoidal motor with additional harmonics. The back-
EMF is in no way perfectly trapezoidal as theoretical models would suggest. Due to this fact it can be
beneficial to utilise sinusoidal controllers for BLDC motors, such as demonstrated by Bertoluzzo [5].

Figure 2.12: Torque Ripple due to Waveform mismatch (left,center) & Back-EMF shape of BLDC motors (LD55WS-500 & Linix
45ZWN24-40) vs PMSM/BLAC (TGH2-0070) (right) [41]

Simulations show that a waveform mismatch can have an impact of 10-20% on the output torque (see
Figure 2.12), meaning it is a very large contributor to torque ripple. Shape matching of the control wave
to the back-emf thus seems to have a potential of improving reaction wheel performance. It should be
noted that this is under zero-load conditions. In reaction wheels there will be a load (heavy rotor) with
high inertia attached to the wheel that is capable of smoothing out these vibrations. Phuoc does not
even consider the ripple on the 5kgW18 wheels sold by Bradford.[34] These can be neglected because
comparatively the amplitude of torque ripple on these large wheels is much lower than the amplitude
of other vibrations.

In order to properly match the shape of the input signal to the back-emf shape, sufficient information on
the current rotor position is required. Currently the Hyperion Technologies reaction wheels only make
use of hall-effect sensors, meaning that the position of the reaction wheels is only updated every 30∘,
which is sufficient for a simple switching scheme like seen in Table 2.1, but generally insufficient to
implement other control schemes. Furthermore, Hyperion Technologies reaction wheels make use of
PMSMmotors, but currently utilise a block-commutation scheme due to the lack of positional feedback.
This mismatch can be solved through the implementation of improved state estimation.
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Dead-Time Insertion
In order to protect the controller in Figure 2.4 against a state where both transistors in one branch short-
circuit, dead-time is inserted between commutation cycles. This causes discontinuities in the driving
signal, and as such causes torque ripple. Due to the fact that dead-time is inherent to the system and
cannot be simply removed, this will not be considered further.

Commutation of Phase Current
Finally, the commutation of phase currents can cause ripples on the output current. This problem is
most prevalent in block-commutation schemes where the control signal switches immediately but the
current lags behind due to actual inductances of the phase coils. At low speeds the lack of back-emf
means the current is slow to ’rush out’ of the phase causing the end (falling edge) of a conduction
interval to become distorted. At high speeds the back-emf is very high and gives the controller great
difficulty of injecting a current at the beginning (rising edge) of the conduction interval [5].

Conclusion
Concluding, improving state estimation on the RW400 reaction wheel will allow for lower-velocity op-
eration due to the increased positional awareness of the rotor. Furthermore, for the four sources of
torque ripple the following statements can be made:

1. Cogging torque
This problem is already solved in Hyperion reaction wheels by not utilising a ferrous material for
the motor core.

2. Phase current vs back-EMF waveform mismatch This source of noise is great in the Hyperion
wheels due to the fact that the wrong switching scheme is utilised with lacking positional sensing.

3. Dead-time insertion
This problem cannot be overcome and is an inherent limit of real systems.

4. Commutation of phase currents
Similar to dead-time insertion, this is simply a fact of nature and cannot be solved.

Based on these four statements one can conclude that Hyperion Technologies already takes steps
to minimise the torque ripple through removing cogging torque, however the mismatch between the
phase currents and back-emf waveforms is still present. Without improving the state estimation it is
difficult to incorporate a more advanced controller, (particularly at lower velocities), hence improving
state estimation will yield improvements in reaction wheel performance.

2.5. RQ2: Does sensor feedback improve reaction wheel state es-
timation?

Section 2.2 highlighted two methods of state estimation: sensored and sensorless. Sensorless state
estimation is greatly dependant on the magnitude of the back-emf of the reaction wheel, which scales
with reaction wheel speed. This means that at lower speeds the Signal-to-Noise Ratio (SNR) of this
back-emf signal will go down, making the measurements unreliable. Furthermore, the update rate
of detecting the zero-crossings of the back-emf signal, similar to Hall-Effect sensors is dependant on
reaction wheel velocity and thus unreliable at low velocities.
By implementing sensored feedback a constant update rate, of which the accuracy does not depend on
reaction wheel velocity can be provided. Therefore, implementing sensor feedback, improves reaction
wheel state estimation.



3
Sensor Feedback: Requirements &

Selection
The purpose of this chapter is to answer the third research question:

What type of sensor feedback can be implemented within the constraints of a CubeSat reaction
wheel?

Section 3.1 will elaborate upon the constraints provided by Hyperion Technologies in the form of five
requirements, to which the reaction wheel sensor feedback must comply. Section 3.2 will elaborate
upon three methods of sensor-feedback and a trade-off is made in Section 3.3 to select the type of
sensor feedback that is suitable for implementation on the RW400 reaction wheel.

3.1. Requirements provided by Hyperion Technologies
In communication with Hyperion Technologies a series of requirements have been discovered and
set for the reaction wheel encoder. The purpose of this section is to present these requirements and
provide the reasoning behind them. An overview of the requiremenents is provided at the end of this
section.

3.1.1. HT_ENC_01: Accuracy
The encoder shall have an accuracy that is greater than the control accuracy of the controller imple-
mented by Hyperion Technologies. The controller has a 9-bit resolution with two electrical rotations per
mechanical rotation, meaning the system has an effective required resolution of 10-bit. In reality, 10-bit
Analog to Digital Converters (ADCs) often do not provide actual 10-bit accuracy due to non-linearities,
quantisation noise etc. In order to account for these factors an engineering margin of 2-bit is added.
This means that this requirement will be set to 12-bit (1 𝜎), which is 0.087∘.

3.1.2. HT_ENC_02: Update Frequency
The reaction wheel has a maximum rotational velocity of 5000 rpm, which is 83 Hz. In order for the
encoder to remain useful throughout the entire operational range of the reaction wheel, its update rate
must always stay above that of the Hall effect sensors. The Hall effect sensors update 12 times per
mechanical rotation, meaning the update frequency of the encoder must be greater than or equal to
996 Hz.

3.1.3. HT_ENC_03: Output Signal
The reaction wheel encoder makes use of digital signals to provide output to the current reaction wheel
controller.

13
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3.1.4. HT_ENC_04: Power Cycle Tolerant
Due to the harsh space environment it is not unthinkable that the controller/encoder sensing compo-
nents or power supply might suffer from an intermediate failure. Thus the encoder must be capable of
recovering from a power cycle quickly without losing its position.

3.1.5. HT_ENC_05: Space Components
Not all electronic components are tolerant to the space environment. The exact behaviour depends on
the technology, some components only occasionally fail, whilst others immediately stop functioning in
space. In order to ensure that the encoder will function in the space environment, components that are
known to have high failure rates and/or bad failure modes must be avoided.

3.1.6. Requirements Overview
HT_ENC_1 The reaction wheel encoder shall have an accuracy of 12-bit.

HT_ENC_2 The reaction wheel encoder shall have an update frequency of 996 Hz or greater.

HT_ENC_3 The signal output of the encoder shall be compatible with the reaction wheel controller.

HT_ENC_4 The reaction wheel encoder shall be tolerant to power cycles.

HT_ENC_5 The reaction wheel encoder shall not contain components that are known to fail in the
space environment.

3.2. Sensor Feedback
Providing external sensor feedback to an electric motor can be done in two ways. The first is utilising
Hall effect sensors to detect transitions of the rotor magnets. Currently, Hyperion Technologies already
utilises such a feedback mechanism on the reaction wheels. In Section 2.4 it was argued that such a
feedback mechanism is not sufficient for the RW400 reaction wheels due to the dependance on reac-
tion wheel velocity.

The second method of providing reaction wheels with sensor feedback is through the use an encoder.
Encoders function as fully separate devices from the electric motor. In general the distinction is made
between absolute and relative encoders. Where absolute encoders are capable of providing the in-
stantaneous position of the reaction wheel (e.g. 47∘) compared to a reference point and incremental
encoders are only capable of providing incremental updates (the wheel has moved 1∘).

The working principle behind an encoder depends on the type of encoder that is selected. In general
three types of encoders can be distinguished: Magnetic, Optical and Capacitive encoders. This sec-
tion will provide a short overview of all three and perform a trade-off between them to select the type
of encoder to be used on the Hyperion Technologies reaction wheel.

Figure 3.1: Reaction wheel encoder candidates[39]
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3.2.1. Magnetic Encoders
Magnetic encoders utilise either hall-effect sensors or magneto resistive sensors to measure variations
in the magnetic field. These variations are caused by an alternating evenly spaced north-south pole
disk that spins along with the motor shaft. These types of sensors are often very robust because they
are not subjective to contamination.[1] The simplest form of a magnetic encoder can be seen in Figure
3.2. Two hall-sensors are utilised so direction can be extracted from the output signals based on which
of the two curves lags behind the other.[30]

Figure 3.2: Magnetic Encoder Operating Principle [30]

If analog Hall-sensors were used it is theoretically possible to determine the absolute angular position
in Figure 3.2 based on the output signal. However in practice the noise is much too great to do this.
That is why digital outputs are more commonly used. In the setup visible there would be four different
possible positions, giving an angular resolution of 90 ∘. By increasing the number of magnetic poles
around the edge of the wheel the resolution will be increased.[30]

3.2.2. Optical Encoders
Optical encoders utilise a disk with a printed pattern and/or cut-out in combination with a light source.
The light source shines on the disk and while the disk spins the output is registered.
The output of an incremental optical encoder is in the form of pulses. The working principle of this
optical encoder can be seen in Figure 3.3. The light source shines onto a moving plate with slits in
it. These slits are ”compared” to a stationary plate with the same slits. By measuring the amount of
light coming through on the other side of the two encoder disks one can generate a triangular signal.
The peak of this triangular signal will occur when the two slits are exactly aligned. By placing a large
amount of slits on an encoder wheel one can obtain small incremental step information. [15]

Figure 3.3: Basic Incremental Encoder [15] Figure 3.4: Encoder Discs[35]
Absolute optical encoders are more advanced than incremental encoders and make use of optical
detectors registering a pattern on the encoder disc, such as Grey code. Figure 3.4 shows encoder
discs for both incremental and absolute optical encoders. By reading the unique combination of bits
for every position the encoder is capable of detecting the current orientation.

3.2.3. Capacitive Encoders
Capacitive encoders are a relatively new technology, offering resolution comparable to optical encoders
and similar ruggedness to magnetic encoders. [9] Combining some of the positives from both magnetic
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and optical encoders the capacitive encoder makes use of varying capacitance between plates to en-
code position. Figure 3.5 demonstrates the working principle of a capacitor [7]. The capacitor consists
of two conductive plates with a dieliectric material in the middle. The total capacitance between the
plates is determined by Eq. (3.1).

𝐶 = 𝜀𝐴
𝑑 (3.1)

In normal capacitors these factors are fixed beforehand, resulting in a capacitor of capacity 𝐶. However
by varying 𝐴,𝜀 or 𝑑 depending on position positional information can be encoded. That is the principle
upon which capacitive encoders are built.

Figure 3.5: Capacitor working principle [7] Figure 3.6: Simple Capacitive Encoder [12]
Using this method it is possible to construct both absolute and incremental encoders. Varying strategies
can be applied for the design of such an encoder. Figure 3.6 demonstrates a relatively simple encoder
based on the principle of varying 𝜀. The dielectric material labelled as 𝑅𝑃 is spun around with the motor
axis, whilst the other plates remain statically in place. This will vary the capacitances between 𝑇1−𝐵1,
𝑇2 − 𝐵2 and 𝑇3 − 𝐵3 from which the position of the rotor can be deducted.

Figure 3.7 demonstrates an encoder that makes use of varying 𝐴 in order to vary the capacitance. It
consists of four repeating pairs of transmitting electrodes (𝐴, 𝐵, 𝐶 and 𝐷). The reflecting electrode has
a sinusoidal shape drawn upon it. By injecting four signals with a 90 degree phase shift into the four
transmitters, by demodulating the resulting output signal on the receiving electrodes it is possible to see
the position of the reflecting electrode and thus the rotor. This concept has been further refined in 2019
[20], making changes to the rotor wheel and changing the direction of the signal from four excitation
signals reaching a common point to a common excitation point reaching four measurement points.

Figure 3.7: Quadrature Modulation
Encoder[46]
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3.3. Encoder Selection
Three candidates are identified as potential encoder types for the RW400: Magnetic, Optical and Ca-
pacitive encoding. The purpose of this section is to perform a trade-off between the three and select
the type of encoder that will be used for the RW400. In order to perform this trade-off four criteria are
defined based upon the requirements. (Section 3.1) Section 3.4 will perform the trade-off and conclude
this chapter by answering the third research question.

Accuracy
Comparing the accuracy of the three encoder technologies at a higher level is difficult, given that with
he right design all three can be made to be as accurate/inaccurate as possible. In general the opti-
cal encoder will be affected the least by EMI emitted from the motors, whilst magnetic encoders will
be affected the most [39]. Capacitive encoders can achieve similar levels of performance as optical
encoders [39].

Update Frequency
Due to the difference in operatingmodes of the three encoders a clear division can be created in regards
to update frequency. The optical and magnetic encoders both depend on the rotational velocity of the
rotor due to the fact that their patterns are incremental, meaning the output remains the same for short
instances of time. The capacitive encoder does not suffer from this problem due to the fact that the
output can be continuously sampled and the encoded pattern changes in a smooth manner.

Power Cycle Tolerance
Inherently the three technologies are all not power-cycle tolerant. However with the construction of an
absolute component to the encoder it becomes possible to regain the rotor position even after losing the
current position. For the capacitive and optical encoders this can be done through the implementation
of an absolute pattern. The magnetic encoder however has a low magnetic immunity, making absolute
measurements difficult. [39]

Space Environment Tolerance
Given the right component selection both the magnetic and capacitive encoders can be constructed to
be tolerant to the space environment. The optical encoder however will face many challenges due to
the requirements on a light source. The performance of Light Emitting Diodes (LEDs) in high-radiation
environments is a well-documented subject and generally LEDs degrade heavily in space, making an
optical encoder an unreliable option for the space environment [13].

3.4. RQ3: What type of sensor feedback can be implementedwithin
the constraints of a CubeSat reaction wheel?

In the previous sections, three encoder types were presented: capacitive, optical and magnetic and
trade-off criteria were defined. The results of the trade-off can be seen in Table 3.1. Given the re-
quirements provided by Hyperion Technologies and the information available on the different encoder
technologies the Capacitive Encoder is the most suitable encoder type to be used in the RW400 reac-
tion wheel. With this conclusion RQ3 is answered, capacitive encoding is the type of sensor feedback
that can be implemented within the constraints of a cubesat reaction wheel and meets the requirements
set the best.

Capacitive Optical Magnetic
Accuracy High High Low
Update Frequency Fast Velocity Dependant Velocity Dependant
Power Cycle Tolerance High High Low
Space Environment Tolerance High Low High

Table 3.1: Comparison of Capacitive, Optical and Magnetic Encoders
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Capacitive Encoder Design

Concluding from Chapter 3 a capacitive encoder was selected for the RW400 reaction wheel. This
chapter will elaborate upon the design process of such an encoder, answering RQ4.
Section 4.1 will explain the general concept behind a capacitive encoder that will fit in the design con-
straints of the RW400. Sections 4.2, 4.3 and 4.4 will focus on the capacitive sensing aspect of the
encoder, Section 4.6 will cover the AM demodulation method and Section 4.7 will present how the out-
put of the encoder is post-processed to generate the rotor position. In Section 4.8 a sensitivity analysis
is performed to determine how the encoder output is affected by irregularities. The chapter is concluded
by answering RQ4 in Section 4.9.

4.1. General Concept
Capacitive encoders work upon the principle of a constantly varying parallel plate capacitor. By varying
this capacitor as a function of the rotation angle 𝜃 of the reaction wheel it is possible to measure the
current position of the reaction wheel.

Figure 4.1: Capacitive sensing encoder. Rotor PCB (left) and stator PCB (right)

The encoder will consist of two Printed Circuit Boards (PCBs), a rotor PCB attached to the rotor of the
reaction wheel and a stator PCB attached to the housing, containing all the measuring electronics, both
can be seen in Figure 4.1.

The side view of this encoder can be seen in Figure 4.2. Capacitive sensing is performed through
injection of an excitation signal into the excitation electrode. This high-frequency signal is transferred
through to the sensitive electrode where it gets captured by the collection electrode and is fed through
an amplifier to produce an output signal. By constructing a circuit that can convert the capacitance of
the capacitor 𝐶𝑠 to an output voltage, the position of the reaction wheel can be determined.

The output of turning a hypothetical capacitive encoder 360 ∘can be seen in Figure 4.3. Equation
(4.1) describes the method in which the rotor angle can be determined based on four capacitance

19
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measurements, 𝐶 − 𝐴 represents the real component and 𝐷 − 𝐵 represents the imaginary component
of a rotating phasor.

𝜃𝑟 = 𝑎𝑡𝑎𝑛 (
𝐷 − 𝐵
𝐶 − 𝐴 ) (4.1)

Figure 4.2: Side View of Encoder

Figure 4.3: Illustrative example of converting four amplifier channels to an electrical reaction wheel angle

Reasoning from the point of view of a varying plate capacitor, there is only one general direction which
the encoder circuit can go into. In order to measure capacitances, some Alternating Current (AC) signal
will need to be injected, this signal will need to be converted to a voltage or current, which will eventually
need to be measured. Due to the requirement of removing this ”carrier” signal, AM demodulation will be
required. The block diagram of a circuit which can perform this capacitance-to-reaction-wheel-position
conversion can be seen in Figure 4.4. This diagram is spread out into three sections: Capacitive Sens-
ing, AM Demodulation and Post-Processing.

Due to the fact that requirement HT_ENC_04 calls for power loss redundancy the encoder must have
some form of absolute positional awareness in order to survive power cycles. For this reason an
absolute component as well as a relative component on the encoder are used. The reasoning behind
using both, instead of just an absolute component is presented in Section 4.5.
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Figure 4.4: General Concept of the Encoder

Capacitive Sensing
The capacitive sensing part of the encoder chain takes the excitation signal, passes it through varying
plate capacitors and converts this to a differential output voltage which scales with the amount of over-
lap. For this purpose four channels are utilised. In quadrature encoding (the reason this is selected
will be elaborated upon in Section 4.2) two signals are required: sine and cosine. In order to remove
common-mode effects such as power supply noise and a non-zero area of minimum overlap four chan-
nels are utilised, which are differentially amplified.

The reason the excitation signal is used at all is due to the fact that Direct Current (DC) voltages cannot
travel through capacitively coupled circuits. Section 4.4 will elaborate upon the design of these capac-
itive sensing circuits.

AM Demodulation
The signals exiting the two differential amplifiers contain a high-frequency component (excitation signal)
and modulated upon it a low-frequency component (amplitude variations due to a varying location of
the rotor). In order to extract the low-frequency component from this signal AM demodulation will be
required. Section 4.6 will elaborate on the methods used to perform this demodulation.

Post-Processing
Finally two signals are present which are the sine and cosine waves of a quadrature encoded signal.
By using an ADC this signal is digitized, after which a computer can perform the calculation.
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4.2. Parallel plate capacitor shape
The shape of the parallel plate capacitors will determine the method in which the location is encoded.
This section will present two options for encoding this pattern and make a trade-off between them.

Figure 4.5: Sine Shape Encoder Figure 4.6: Block Shape Encoder

Sine/Quadrature
Utilising a sine wave pattern for position encoding was demonstrated by Zheng [46]. This type of en-
coder is based on quadrature modulation where a sine wave is sampled by four channels, two pairs
of which are subtracted from one another to produce the 𝐼 and 𝑄 quadrature signals that encode the
position of the reaction wheel.

Block
Utilising a block-shaped pattern results in a trapezoidal output signal. This signal has rising and falling
edges that can be sampled to measure the encoder position in a linear fashion.

Trade-Off
The trade-off between the two pattern shapes will be performed based on three criteria: Manufactura-
bility, Encoding Accuracy and Encoding Capabilities. The trade-off is presented in Table 4.1. Based
on this table the conclusion is that the sinusoidal pattern offers the most flexibility, is continuous and
has a simpler control algorithm.

Sinusoidal Block
Manufacturability More complex shape, accuracy

bound by etching resolution.
Simpler shape, but very sensi-
tive to small offsets in start/end
points of the blocks.

Encoding Accuracy Due to the continuously chang-
ing shape the sine encoder ac-
curacy is only limited by the etch-
ing tolerances and measure-
ment circuit.

The block shape will have dead
zones in the encoding pattern
due to the fact that the sensing
electrodes have a non-zero gap.

Encoding Capability The sine shape is capable of
both incremental and absolute
encoding and requires only very
basic calculations to determine
the position.

Due to the dead-zones it cannot
be used for absolute encoding,
furthermore the controller will be
more complex.

Table 4.1: Pattern Trade-Off
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4.3. Physical Model
Before modelling the electrical behaviour of the encoder, a model of the physical behaviour is set up.
This section will cover the technique used to model the encoder. In Section 4.4 the electrical model is
presented.

The first step in modelling the encoder is to draw its physical shape onto a canvas. The shapes are
stored in the form of a polygon, which is a collection of points, that form a closed shape. In general the
encoder can be divided into three components: the sensitive electrodes, the collection electrodes and
the excitation electrode.

1. The sensitive electrode

2. The collection electrodes

3. The excitation electrode

Figure 4.7: Three electrodes of the encoder

Sensitive Electrode
The sensitive electrode shape has been determined to be sinusoidal in Section 4.2. In order to generate
this shape a sine wave is wrapped around a circle. First the outer and inner waves are generated
utilising Eq. (4.2). 𝑅𝑛𝑜𝑚 is the nominal radius (centre line) of the shape, 𝑤 is the width/amplitude of the
full pattern 𝑁 is the number of pattern repetitions and 𝑤𝑡,𝑚𝑖𝑛 is the minimal trace width that is left in the
centre. Finally, 𝜃⃗ = {0, ..., 2𝜋}.

𝑅⃗𝑜𝑢𝑡𝑒𝑟 = 𝑅𝑛𝑜𝑚 +
𝑤
4 +

𝑤
4 𝑐𝑜𝑠 (𝑁 ⋅ 𝜃⃗) +

𝑤𝑡,𝑚𝑖𝑛
2 𝑅⃗𝑖𝑛𝑛𝑒𝑟 = 𝑅𝑛𝑜𝑚 −

𝑤
4 −

𝑤
4 𝑐𝑜𝑠 (𝑁 ⋅ 𝜃⃗) −

𝑤𝑡,𝑚𝑖𝑛
2 (4.2)

The sine wave is then created by converting the radial parameters 𝑅𝑜𝑢𝑡𝑒𝑟 and 𝑅𝑖𝑛𝑛𝑒𝑟 to Cartesian
coordinates wrapped around a circle using Eq. (4.3)

𝑃⃗𝑛 = [
𝑅𝑛𝑐𝑜𝑠 (𝜃⃗)
𝑅𝑛𝑠𝑖𝑛 (𝜃⃗)

] (4.3)

by converting the two sets of points to shapes utilising a polygonal subtraction the final sensitive elec-
trodes are generated. Figure 4.8 demonstrates this process.
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Figure 4.8: Generation of the Sensitive Electrode

Collection Electrodes
The collection electrodes are sections of an arc with a width equal to 𝑤. In order to obtain the shape
of these electrodes, first a toroid shape is created which confines the radial dimensions. Second, the
tangential distance is limited through a rectangle (hereafter referred to as ”slice”) of which the corner
coordinates are provided by Eq. (4.4).

𝑃⃗ =
⎡
⎢
⎢
⎣

(𝑅𝑖𝑛𝑛𝑒𝑟 − 𝑎)𝑐𝑜𝑠(𝜃0) (𝑅𝑖𝑛𝑛𝑒𝑟 − 𝑎)𝑠𝑖𝑛(𝜃0)
(𝑅𝑜𝑢𝑡𝑒𝑟 + 𝑎)𝑐𝑜𝑠(𝜃0) (𝑅𝑜𝑢𝑡𝑒𝑟 + 𝑎)𝑠𝑖𝑛(𝜃0)
(𝑅𝑜𝑢𝑡𝑒𝑟 + 𝑎)𝑐𝑜𝑠(𝜃1) (𝑅𝑜𝑢𝑡𝑒𝑟 + 𝑎)𝑠𝑖𝑛(𝜃1)
(𝑅𝑖𝑛𝑛𝑒𝑟 − 𝑎)𝑐𝑜𝑠(𝜃1) (𝑅𝑖𝑛𝑛𝑒𝑟 − 𝑎)𝑠𝑖𝑛(𝜃1)

⎤
⎥
⎥
⎦

(4.4)

The arc over which the rectangle is drawn is from 𝜃0 to 𝜃1. The factor 𝑎 is an arbitrary value such that the
slice is guaranteed to have a larger radial dimension than the toroid. Finally, the intersection between
the two is taken and the result is one of the collection electrodes. Figure 4.9 visually demonstrates this
process. This process is repeated 4𝑁 times until the full set of collection electrodes is generated.

Figure 4.9: Generation of the Collection Electrode

Excitation Electrode
The excitation electrode is present on both the rotor and stator PCB. Due to the fact that it must fit
in-between the sensitive electrodes, and have a constant overlapping area a toroid shape is used. The
one on the stator has a fixed width of 𝑤𝑒𝑥𝑐𝑖 and is excited by excitation signal 𝑉𝑠𝑖𝑔. The excitation
electrode on the rotor side is has a width of 𝑤𝑒𝑥𝑐𝑖 + 2𝑜 where 𝑜 is the overlap between the excitation
electrode and sensitive electrode(s). This overlap is required to conduct the signal from the excitation
electrode to the sensitive electrode.

Determining the capacitances
To go from the phyisical domain to the electrical domain, the parallel plate capacitances need to be
determined. Figure 4.2 contains all the capacitances that will be taken into account in the electrical
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model. The value of these capacitances can be determined by taking the intersection between two
polygonal shapes and calculating its area. An example of the resulting polygonal shapes of which the
area is determined can be seen in Figure 4.10.

Figure 4.10: Intersection of the red channel with the relative sensitive electrode

Determining the capacitances 𝐶0, 𝐶𝑑1, 𝐶𝑑2 and 𝐶𝑠 is done through the equations presented below. 𝛿𝑒𝑙𝑒𝑐
represents the distance between the stator and rotor PCB, face-to-face and 𝑡𝑃𝐶𝐵,𝑅𝑜𝑡𝑜𝑟 is the thickness
of the rotor PCB. The equations for 𝐶0 and 𝐶𝑑1 are the standard equation for a parallel plate capacitor,
equation (4.5). The capacitance 𝐶𝑑2 is a compound capacitance built up from the section of air (the
gap between the stator and rotor) and a section of PCB (the rotor PCB).

𝐶 = 𝜅𝜀0𝐴
𝑑 (4.5)

𝐶0 = 𝜀0𝜅𝑎𝑖𝑟
𝐴𝐸𝑋𝐶𝐼
𝛿𝑒𝑙𝑒𝑐

𝐶𝑑1 = 𝜀0𝜅𝐹𝑅4
𝐴𝑆𝐸𝑁𝑆 + 𝐴𝐸𝑋𝐶𝐼
𝑡𝑃𝐶𝐵,𝑅𝑜𝑡𝑜𝑟

𝐶𝑑2 = 𝜀0
𝜅𝑎𝑖𝑟𝜅𝐹𝑅4𝐴𝐶𝑂𝐿𝐿

𝜅𝑎𝑖𝑟𝑡𝑃𝐶𝐵,𝑅𝑜𝑡𝑜𝑟 + 𝜅𝐹𝑅4𝛿𝑒𝑙𝑒𝑐

Fringe Capacitance
Equation (4.5) assumes that the electric field between the to plates in the parallel plate capacitor is
uniform and perpendicular to the capacitor electrodes [8]. In reality this assumption is not true, in par-
ticular for capacitors where the ratio between the plate dimensions (for example the side length of a
rectangular plate) and the gap between the electrodes is small (<10). The dimensions of the sensitive
electrodes and collection electrodes are in the same order of magnitude as the air gap, meaning that
fringing effects cannot simply be excluded.

Determining fringing effect capacitance is not a problem with a clear analytical solution. Throughout
time attempts have been made, such as for example Slogett and Hutson [38][21]. The approximations
for the total capacitance as a function of electrode are all in the following form:

𝐶 ≈ 𝐶𝑒𝑙𝑒𝑚 (1 +
2𝑑
𝜋𝑅 𝑙𝑛 (

2𝑒𝜋𝑅
𝑑 )) (4.6)

Where the factor 2𝑒𝜋𝑅 varies slightly between variations. These approximations all rely on assump-
tions in the shape of the parallel plate capacitor (being circular) and will be difficult to unify for arbitrary
shapes.

Due to the difficulty of predicting fringe capacitance effects, combined with the following two arguments
it will not be included in the model. The results in the verification of the encoder will show whether
fringe capacitance has a large influence on the encoder performance.

1. Fringe capacitance increases the capacitance
The effect of fringe capacitance increases the capacitance of a parallel plate capacitor. Given
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that the gain of the amplifier is related to the capacitance of 𝐶𝑠, a higher capacitance means the
signal to noise ratio improves due to a larger input signal.

2. The effect occurs for every sensing channel
The encoder retrieves the position information by using both the quadrature components. Due to
the fact that the fringe capacitance effect occurs in the exact same manner for each channel the
effect is consistent. Furthermore, both quadrature components are calculated using differential
amplification, removing common components in the signal.
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4.4. Electrical Model & Amplifier Topology Selection
With the physical model and parameters established in the previous section, the electrical model will
be elaborated upon in this section. In this section a single-ended amplifier topology will be used to
design and optimise the electrical aspect of the encoder. Due to the fact that two of the channels are
subtracted from one another (per Equation (4.1)) in reality a differential setup will be used. However,
to simplify the modelling, a single-ended approach is presented in this chapter. The implications of this
decision and reasoning for it are described in Section 7.2.8.

The amplifier channels will convert the varying capacitance 𝐶𝑠 into either a voltage or a current. In order
to determine the best amplifier topology for this task a trade-off is made. This section will present a
model for both a trans-impedance (current to voltage) amplifier and a non-inverting (voltage to voltage)
amplifier topology, followed up by a trade-off.

4.4.1. Ideal Circuit Modelling
Electrically the encoder in Figure 4.2 can be modelled using the circuit described in Figure 4.11. Two
different configurations can be selected for the sensing electronics, a Voltage-to-Voltage encoder and
a Current-to-Voltage encoder. The assumption is made that the rotor itself is at ground potential.

Vcap/Icap
Vsig

Cd2

Cs

Cd1

C0

Figure 4.11: Electrical model of the capacitive encoder

Figure 4.12 contains the trans-impedance amplifier circuit which converts 𝐼𝑐𝑎𝑝 into a voltage which can
be sensed. Figure 4.13 contains the non-inverting amplifier circuit which converts 𝑉𝑐𝑎𝑝 to an output
voltage which can be sensed.

Figure 4.12: Trans-impedance Amplifier Circuit Figure 4.13: Non-inverting Amplifier Circuit

Under ideal circumstances where 𝑅𝑎 and 𝑅𝑖𝑛 are considered infinite Equation (4.7)-(4.10) analytically
describe the output voltages 𝑉𝑇𝐼𝐴 and 𝑉𝑁𝐼𝐴 for a given input voltage 𝑉𝑠𝑖𝑔.

Trans-Impedance Amplifier

𝐼𝑐𝑎𝑝 =
𝑉𝑠𝑖𝑔

𝑍0 +
𝑍0𝑍𝑠
𝑍𝑑1

+ 𝑍𝑠
(4.7) 𝑉𝑇𝐼𝐴 = −𝐼𝑐𝑎𝑝

𝑍𝑎
1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
(4.8)
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Non-Inverting Amplifier

𝑉𝑐𝑎𝑝 =
𝑉𝑠𝑖𝑔 ⋅ 𝑍𝑑2

𝑍0𝑍𝑆+𝑍0𝑍𝑑2
𝑍𝑑1

+ 𝑍0 + 𝑍𝑠 + 𝑍𝑑2
(4.9) 𝑉𝑁𝐼𝐴 = 𝑉𝑐𝑎𝑝

1
1

𝐴𝑎𝑚𝑝
+ 1
1+𝑅2𝑅1

(4.10)

Verification
Model verification is performed by comparing it to LTSpice, an industry standard circuit simulation pro-
gram. The circuits from Figures 4.12 and 4.13 were simulated in LTSpice. The physical model from
Section 4.3 was used to generate a set of values for the passive components in the circuit. Comparing
the two models with one another is done through a bode plot. Figures 4.14 and 4.15 contain these
plots for the TIA and NIA respectively.

Figure 4.14: Comparison between the TIA model and LTSpice

Figure 4.15: Comparison between the NIA model and LTSpice

4.4.2. Non-Ideal Circuit Modelling
In the previous section models for both the amplifier designs were provided. These can be used to
create initial estimates of encoder performance, but however do not form an accurate representation
of reality. The model presented in this section will contain both the influence of noise and the effect of
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input resistors 𝑅𝑖𝑛 and 𝑅𝑎.

External noise factors such as for example induction from the motors are not included in the model.
This was done due to the fact that these noise factors would be similar for both designs and are not
dependant on component selection but on PCB layout, thickness of the rotor, relative position of com-
ponents, field strength of the motor etc.

The main physical mechanisms for noise generation for amplifier circuits are given below [31] [40].

• Thermal Noise

• Shot noise

• Excess Noise (Flicker Noise, 1/f Noise)

• Two-Port Noise

The model will include the effects of Two-Port Noise and Thermal noise, but will not include Shot Noise
and Excess Noise. The reasoning behind this is briefly described below.

The current flowing through the components in the model is in the order of 20𝜇𝐴. The Root-Mean-
Square (RMS) current shot noise can be calculated using Equation (4.11) [40]. Using 𝐼 = 20𝜇𝐴,
𝑒 = 1.6 ⋅ 10−19, a bandwidth of 5000𝑟𝑝𝑚/60 ∗ 36 ∗ 2 = 6𝑘𝐻𝑧 this yields an RMS shot noise of 0.19𝑛𝐴,
which is five orders of magnitude smaller than the currents that flow into the amplifier stage and can
thus be considered negligible.

𝐼𝑛,𝑠ℎ𝑜𝑡,𝑟𝑚𝑠 = (2𝑒𝐵𝐼)1/2 (4.11)

Excess noise will also be considered negligible in this circuit design. Figure 4.16 shows a series of noise
characteristics for 10k resistors at 10.4V [29]. It demonstrates that the 1/f noise decreases rapidly with
increasing frequency. Due to the fact that the encoder will make use of Metal Film or better resistors
and the plot demonstrates that for these types of resistors the 1/f noise drops below the thermal noise
around 10-100 Hz, this means that at excitation frequencies of 100 kHz+ is this noise is negligible. The
1/f noise in operational amplifiers is often referred to in the datasheet in the range from 0.1 to 10 Hz,
and can thus safely be neglected [44].

Figure 4.16: Carbon film resistor current noise (left), Current noise for various 10.4k resistors [29]

Figures 4.17 and 4.18 show the circuits from Figures 4.12 and 4.13 but in addition their noise compo-
nents. Operational amplifiers specify input-referred voltage and current noise, which can be added in
the method demonstrated [31].
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Figure 4.17: Trans-impedance Amplifier Circuit with Noise Figure 4.18: Non-inverting Amplifier Circuit with Noise

Using circuit theory (KCL) to analyse the circuits in Figures 4.17 and 4.18 the following equations can
be derived. Note that for this more realistic model 𝑅𝑎 and 𝑅𝑖𝑛 are no longer considered infinite. The
inclusion of 𝑅𝑖𝑛 in the Non-Inverting Amplifier model requires a re-definition for 𝑉𝑐𝑎𝑝.

Trans-Impedance Amplifier
Equation (4.12) describes the behaviour of the non-ideal trans-impedance amplifier. The first term, as
expected is the same as the ideal equation described in Section 4.4.1. The additional terms represent
noise components. The values for 𝐼𝑛,𝑜𝑝, 𝑉𝑛,𝑜𝑝 and 𝐼𝑛,𝑅𝑎 are defined as 𝑉/√𝐻𝑧meaning they will need to
be multiplied by the square root of the system bandwidth. Due to the fact that all the noise components
are considered white, equation (4.13) describes the total voltage noise RMS.

𝑉𝑇𝐼𝐴,𝑛𝑜𝑖𝑠𝑦 = −𝐼𝑐𝑎𝑝
𝑍𝑎

1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
− (𝐼𝑛,𝑜𝑝

𝑍𝑎
1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
+ 𝐼𝑛,𝑅𝑎

𝑍𝑎
1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
+ 𝑉𝑛,𝑜𝑝

𝑍𝑎/𝑍𝑑2 + 1
1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
) (4.12)

𝑁𝑡𝑖𝑎,𝑟𝑚𝑠 = √(𝐼𝑛,𝑜𝑝
𝑍𝑎

1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
√𝐵)

2

+ (𝑉𝑛,𝑜𝑝
𝑍𝑎/𝑍𝑑2 + 1
1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
√𝐵)

2

+ (√4𝑘𝑇𝐵𝑅𝑎
𝑍𝑎

1+𝑍𝑎/𝑍𝑑2
𝐴𝑎𝑚𝑝

+ 1
)

2

(4.13)

Non-Inverting Amplifier
Equations (4.14) and (4.15) describe the behaviour of the non-ideal non-inverting amplifier. The first
term, as expected is the same as the ideal equation described in Section 4.4.1. The additional terms
represent noise components. Similar to the Trans-Impedance Amplifier all the noise components are
defined as 𝑉/√𝐻𝑧 meaning they will need to be multiplied by the square root of the system bandwidth.
Equation (4.16) describes the total voltage noise RMS.

𝑉𝑐𝑎𝑝,𝑛 = 𝑉𝑠𝑖𝑔
𝑍𝑑1𝑍𝑑2𝑍𝑖𝑛

𝑍𝑑1𝑍𝑑2(𝑍𝑖𝑛 + 𝑍𝑠 + 𝑍0) + 𝑍𝑑1𝑍𝑖𝑛(𝑍𝑠 + 𝑍0) + 𝑍𝑑2𝑍0(𝑍𝑖𝑛 + 𝑍𝑠) + 𝑍𝑖𝑛𝑍𝑠𝑍0
(4.14)

𝑉𝑁𝐼𝐴,𝑛𝑜𝑖𝑠𝑦 = 𝑉𝑐𝑎𝑝
1

1
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1+ 𝑅2𝑅1
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) (4.15)
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(4.16)

4.4.3. Trade-Off
The two amplifier topologies were compared with similar input conditions. Due to the dependence
of the noise figures on the used amplifier (which can be optimised for both topologies) and passive
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components the direct comparison between the two topologies will require an optimisation process for
both. However in simulations of both topologies a deal-breaker became immediately obvious for the
non-inverting amplifier.

Figure 4.19: Non-Inverting Amplifier Gain & Phase for a rotation of 10 ∘

The phase shift between the input signal 𝑉𝑠𝑖𝑔 and output signal 𝑉𝑁𝐼𝐴 or 𝑉𝑇𝐼𝐴 is consistent for the TIA,
but for the NIA it is dependant on the value of 𝐶𝑠. This means that the output signal of the NIA is
constantly changing phase w.r.t. the input signal, making decoding the signal with an AM demodulator
impossible. Furthermore a quick comparison showed that the noise figures for both amplifiers under
similar conditions were similar. Thus the trans-impedance amplifier is the superior topology and will
be used in the final design.

4.4.4. Stability
In order to assess whether an amplifier topology is stable and will not oscillate a Bode plot of the loop
gain can be used. While not a full waterproof method of determining whether a given topology is sta-
ble, it does allow for an initial estimation of the amplifier stability. For an amplifier topology to be stable
states that the loop gain of the amplifier topology must be below unity once a phase shift of 180 deg
is reached. If this is not the case, the output signal, through the feedback path is injected on the input
signal and causes constructive interference, causing oscillation[6].

𝐺𝑐𝑙 =
𝐴

1 + 𝐴𝛽 => 𝐴𝛽 ≠ −1 (4.17)

Equation (4.17) demonstrates this oscillation condition. The loop gain bode plot can be seen in Figure
4.20. From this plot it can be concluded that the amplifier is always stable due to the fact that the phase
shift never even reaches 180 deg. Furthermore if a unity gain stable op-amp is selected it will add a
dominant pole to the system to ensure it remains stable [6].



32 4. Capacitive Encoder Design

Figure 4.20: TIA loop gain bode plot for various values of 𝐶𝑎

4.5. Dimension Optimisation
The dimensions of the sine shaped pattern determine the size of the capacitances in the model. Larger
areas will result in larger capacitances, which are simpler to measure and are less prone to manufac-
turing tolerances. When comparing a single revolution pattern (such as 𝑅1 in Figure 4.21) to a more
repeating pattern (𝑅2) the repeating area is less prone to external disturbances. This is due to the fact
that the disturbances are averaged out over many separate sensing electrodes.

Hou et al. [20] suggests that it is possible to utilise an analog (single) part for a coarse, analog mea-
surement and an incremental part around it for finer position control. Due to the fact that the encoder
must be capable of handling momentary power losses this solution will also be used for this encoder.
The accuracy of this absolute component does not have to be the same as that of the full encoder.
In order to ensure that it is always known ’which’ of the 𝑁 repetitions of the relative component the
encoder is in, the accuracy must be at least 2𝑁. In order to pick a value to start with, 8-bit (1/256∘)
is assumed. Because the system is optimised, unless this requirement on the internal component is
deemed not strict enough, this will not need to be changed. This leaves the dimensions in Figure 4.21
and the repetition factor 𝑁 to be determined.
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Figure 4.21: Dual Encoder Dimensions Figure 4.22: Collection Electrode Separation Angle
Optimisation of the encoder pattern will occur by maximising the 𝛿𝑉/𝛿𝜃 for the smallest rotation that
shall be detectable. This maximises the signal to noise ratio of the encoder and ensures proper oper-
ation. Should 𝛿𝑉/𝛿𝜃 drop below the noise floor of the trans-impedance amplifier then this signal can
never be recovered.

𝛿𝑉𝑜𝑢𝑡
𝛿𝜃 = 𝛿𝑉𝑎𝑏𝑠

𝛿𝜃 + 𝑁𝛿𝑉𝑖𝑛𝑐𝛿𝜃 (4.18)

The optimisation process for the encoder pattern will consist of two components. The first is 𝑁, the
number of repetitions in the incremental encoder. The second is the physical layout of the encoder,
meaning 𝑅1, 𝑅2, 𝑤1, 𝑤2 and 𝑤𝑒𝑥𝑐𝑖. (see Figure 4.21) Table 4.2 contains the parameters that were fixed
before performing this optimisation. Some of the parameters are subject to change in the future.

Parameter Value Comment
𝑅𝑜𝑢𝑡𝑒𝑟 = 𝑅2 +

𝑤2
2 26𝑚𝑚 Limited by prototype test wheel size.

𝑅𝑖𝑛𝑛𝑒𝑟 = 𝑅1 −
𝑤1
2 3𝑚𝑚 Limited by prototype bolt mount.

𝜑𝑖𝑛𝑐 0.45∘ Restricted by minimal pad spacing on PCB.
𝜑𝑎𝑏𝑠 2.5∘ Restricted by minimal pad spacing on PCB.
Required Accuracy (Relative) 12-bit Flows from requirement
Required Accuracy (Absolute) 8-bit Assumption
Amplifier Topology TIA
Amplifier LTC6268-10 Selected for its low current noise, subject to change.
Component Values 𝑅𝑎 = 3𝑀Ω, 𝐶𝑎 = 1𝑝𝐹 Values used in development, subject to

change/further optimisation in the future.
𝛿𝑒𝑙𝑒𝑐 1mm Value used in development, subject to change/further

optimisation in the future.
𝑡𝑃𝐶𝐵,𝑅𝑜𝑡𝑜𝑟 1.6mm Value used in development, subject to change/further

optimisation in the future.
𝑉𝑠𝑖𝑔,𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 3.3𝑉 Value used in development, can be generated by

MCU.
𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟 250 kHz Value used in development, subject to change/further

optimisation in the future.

Table 4.2: Pre-determined parameters for pattern optimisation of the encoder

Both optimisations will be determining the 𝛿𝑉 for a rotation of 𝛿𝜃 = 360
212 for the relative component and

360
28 for the absolute encoder. These values are captured at the location where the 𝛿𝑉

𝛿𝜃
is expected to be

minimal, which results in the location where the sin-shape is at its peak, because here the derivative is
at its minimum.
In order to achieve 12-bit resolution for the relative component and 8-bit resolution for the absolute
component, the noise injected into the signal must be less than half of the LSB. Due to the fact that
later stages in the encoder chain might add more noise (although this effect is assumed to be minimal
thanks to Friis formula for cascaded amplifiers) for now a safety margin is taken where the noise RMS
must be less than 1/4th of the LSB value.
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Optimising the number of repetitions
The number of repetitions 𝑁, has a large contribution to the total 𝛿𝑉𝑜𝑢𝑡 for the encoder. Figure 4.23
documents the results from a simulation where 𝑁 is varied from 1 to 200. The trend is that a larger 𝑁
generally increases 𝛿𝑉

𝛿𝜃 up until a maximum is reached at 𝑁 = 134. The separation angle between the
electrodes, 𝜑, can be seen in Figure 4.22.

Due to the restriction on 𝜑, which is a fixed parameter flowing frommanufacturing constraints, the width
of the collection electrodes becomes so small that the decreasing physical size becomes a limiting
factor. Going past 200 is physically impossible due to the fact that zero space is remaining for the
collection electrodes.

Figure 4.23: Channel 1 Amplifier Response vs 𝑁

Whilst selecting the maximum of 𝑁 = 134 seems like an optimal solution, in reality this is not possible
due to practical limits. In order to restrict the model further and obtain useful values for 𝑁, a limit is
imposed. The physical width of the collection electrodes may not be smaller than the minimum via size,
which is 0.45mm [22]. In order not to push the initial prototype to the absolute limit and account for
factors such as the via size influencing the overlapping area, the minimum via width is set to 0.6mm.
The result of this simulation is presented in Figure 4.24.

Figure 4.24: Channel 1 Amplifier Response vs 𝑁, restricted to practical limits.

The result from this is that the closest one can come to the optimum is with 𝑁 = 39. In order to ease
integration of the encoder with Hall effect sensor data it makes sense to make 𝑁 a multiple of 12, which
results in 𝑁 = 36.
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Optimising the dimensions
Optimising the pattern dimensions is performed utilising the same method, maximising Eq. (4.18).
Optimisation occurs in two stages:

1. Check if the encoder design is valid
This means that the inner and outer dimensions are validated to fit.

2. Simulate the encoder
The encoder is simulated for steps of 𝛿𝜃 and the difference in output is logged.

The result of this optimisation process can be seen in Figure 4.25. The 𝛿𝑉 determined here is for the
incremental encoder.

Figure 4.25: Optimal dimensions of the encoder

Conclusion
The process highlighted in this section was iteratively performed. In conclusion, the most optimised
encoder design for the given input parameters can be found in Table 4.3

Parameter Value Unit
𝑁 36 -
𝑅𝑅𝐸𝐿 22.4 mm
𝑅𝐴𝐵𝑆 7.0 mm
𝑊𝑅𝐸𝐿 7.2 mm
𝑊𝐴𝐵𝑆 8.0 mm

Table 4.3: Optimal Encoder
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4.6. Amplitude Demodulation
With the encoder layout and amplifier topology selected in the previous sections, the output of the
encoding channels is an amplitude modulated signal. In order to convert this signal to a signal which
can be sampled by the ADC it must first be demodulated. This section will present the design of the
demodulation stage of the encoder.

4.6.1. Basic Principle
In amplitude modulation the baseband signal (in this case the reaction wheel position) is shifted up to
the carrier frequency. Demodulating is done by multiplying the modulated signal with the carrier signal,
which will shift the modulated signal down to baseband and up to twice the carrier frequency. Finally by
low-pass filtering the signal the 2𝑓𝑐 component is filtered out and the original baseband signal remains.

Figure 4.26 describes the AM demodulation process of the reaction wheel encoder. The Modulated
Signal is the reaction wheel position modulated with the carrier frequency through Eq. (4.19). Here
𝐴𝐷𝐶 represents the DC offset on the signal coming from the TIA, 𝑓𝑐 is the carrier frequency and 𝜔𝑟𝑤 is
the reaction wheel velocity.

𝑉𝑚𝑜𝑑 = 𝐴𝐷𝐶 + 𝐴𝑠𝑖𝑔𝑠𝑖𝑛(2𝜋𝑓𝑐𝑡)𝑠𝑖𝑛(𝜔𝑟𝑤𝑡) (4.19)

In this encoder the demodulation is accomplished by using a square wave at the original carrier fre-
quency instead of a sine wave. Why this is done is elaborated upon in Section 4.6.2.

Eq. (4.20) represents the multiplication with a square wave, where the square wave is represented by
the sign function of a sinusoid. The result from this multiplication is the Square Wave Multiplied Signal.
Due to the fact that a square wave is used, all the harmonics of the square wave will interact with the
signal, not only shifting it to DC level and 2𝑓𝑐 like how a sine wave would, but also shifting it to all other
even values of 𝑛𝑓𝑐.

𝑉𝑚𝑢𝑙𝑡𝑖𝑝 = 𝑠𝑔𝑛(𝑠𝑖𝑛(2𝜋𝑓𝑐𝑡))𝑉𝑚𝑜𝑑 (4.20)

Finally, a low-pass filter is utilised to filter out all the high-frequency harmonics and the remaining signal
is the position of the reaction wheel, which can be sampled.
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Figure 4.26: Ideal Example of AM Demodulation

4.6.2. Analog Multiplier vs Switching Device
Demodulating the AM signal can be done through the use of an analog multiplier and a switching
device. This section will discuss both methods and elaborate why the switching method is selected for
the encoder.
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Analog Multiplier
Ideal AM demodulation makes use of an analog multiplier to perfectly multiply the incoming signal with
the carrier signal. This task can be performed through the use of an analog multiplier, for which several
options exist. In theory this is the most proper way of demodulating AM signals, in practice however,
analog multipliers, such as the Gilbert Cell suffer from linearity problems. [19, p. 713]

Figure 4.27 demonstrates a standard Gilbert cell and Figure 4.28 highlights the transfer characteristics
of a coupled pair of transistors, of which the Gilbert cell has three. From these two plots it can be
concluded that for small input voltages 𝑉1 or 𝑉2 the voltage to current transfer is linear, however for
larger voltages the transfer becomes non-linear. These non-linearities will distort the output of the
encoder and thus harm the accuracy of the encoder.

Figure 4.27: Gilbert Cell [19] Figure 4.28: Transfer Characteristics of Coupled Pair [19]

Switching Device
In order to circumvent the non-linearity issues of an analog multiplier, a switching device can be used to
instead multiply the signal with a square wave. Equation (4.21) describes the behaviour of this switch-
based design. Switching devices utilising clear digital levels do not suffer from these non-linearity
effects, furthermore these types of switching devices are much simpler to implement and there are
more options due to the abundance of digital signals.

𝑉𝑜𝑢𝑡 = {
𝑉𝑖𝑛,1 when 𝑉𝑠𝑞 is high
𝑉𝑖𝑛,2 when 𝑉𝑠𝑞 is low

(4.21)

Noise Performance
Figure 4.29 compares sine wave and square wave demodulation with one another. The main difference
between the two types of modulation is the fact that not only the first harmonic of the square wave (𝑓𝑐),
but also the third, fifth, etc. harmonics interact with the signal, shifting information to all the even
numbered frequencies of 𝑓𝑐.
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Figure 4.29: Sine Wave Demodulation vs Square Wave Demodulation

Applying a low-pass filter with a cut-off frequency below 𝑓𝑐 removes the even numbered harmonics as
well, meaning that for the signal there is no difference between utilising the twomethods. The remaining
difference to be analysed is the noise performance of the square wave method compared to the sine
wave method. Figure 4.30 shows the noise spectrum and the harmonics of the square wave with the
bands around each of the harmonics.
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Figure 4.30: Noise PSD and bands around harmonics of 𝑓𝑖𝑛 (𝑓𝑐) [2]

For the sine wave demodulation scheme the band around 𝑓𝑐 is shifted to the baseband, this includes
the signal which is to be sampled. For the square wave demodulation scheme not only the 𝑓𝑐 band is
shifted back to baseband, but also all the odd harmonics of 𝑓𝑐. It can be proven that under the assump-
tion that the noise power spectral density is flat (the operating frequency is sufficiently high such that
flicker noise is no longer a factor) the amount of noise shifted to baseband is the exact same as that
for a sine wave [2].

One thing that needs to be considered is the fact that if the PSD is not flat, extra noise is coupled back
to baseband as compared to a sine wave multiplication. This will need to be taken into account when
selecting other components in the circuit, such as switching power supplies.

4.6.3. Implementation
The implementation of the AM demodulation is described in Figure 4.31. The output from the differential
amplifier (𝑉+,𝑉−) are fed into a Single Pole Double Throw (SPDT) switch. This output is then filtered,
leaving only the baseband signal.

Figure 4.31: Description of the AM demodulation implementation

Generating the demodulation signal
The square wave signal with which the trans-impedance amplifier signal is demodulated will need to
be generated. Due to the fact that the output has a phase shift w.r.t. the generated carrier signal, the
square wave will need to take this phase shift into account. Figure 4.32 shows the filtered output signal
for various relative phase shifts between the modulated signal and the square wave.
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Figure 4.32: Impact of different phase shifts between the carrier and demodulation signals.

Due to the fact that the phase shift of the TIA is known for a theoretical system and can be easily
determined for a real system, it is possible to generate the square wave such that this phase shift is
accounted for. Generating analog sin waves and precisely phase shifted square waves is not a simple
feat. For this research a commercial off-the-shelf signal generator will be utilised to generate these sig-
nals. See Section 7.3.3, where the future development plans are presented, including on-board signal
generation.

Switching
In order to switch between 𝑉𝑖𝑛,1 and 𝑉𝑖𝑛,2 in equation (4.21) a single pole double throw mux can be
utilised. These components are readily available and offered by a variety of manufacturers, for this
design the 74LVC1G3157GV-Q10H will be utilised.

Low Pass Filter
The low-pass filter should filter out all of the carrier frequency harmonics. The maximum frequency of
the relative component will be 𝑁𝜔𝑟𝑤 = 36 ⋅ 5000𝑟𝑝𝑚60 = 3000𝐻𝑧, whilst that of the absolute is 83 Hz.
Filtering out the even harmonics of the carrier is done by applying a low-pass filter.

Requirement HT_ENC_01 specifies the required accuracy of the encoder, which can be used to de-
termine the requirements for the final low-pass filter in the demodulation chain. Tables 4.4 and 4.5
give the requirements for the low pass filter. The filters must have a cutoff frequency greater than the
maximum frequency. The combination of phase shift and suppression of the carrier must be such that
the required resolution is met.

Resolution 12 bit
Repetitions 36 -
Resolution/Repetition 114 -
Maximum Frequency 3000 Hz
Required Suppression -41.12 dB
Maximum Phase Shift 1.58 deg

Table 4.4: Relative Component Filter Requirements

Resolution 8 bit
Repetitions 1 -
Resolution/Repetition 256 -
Maximum Frequency 83 Hz
Required Suppression -48.17 dB
Maximum Phase Shift 0.7 deg

Table 4.5: Absolute Component Filter Requirements

In order to keep the design simple a passive filter is used. The LC Pi filter in Table 4.6 fulfills the require-
ments for both and consists of available components. Figure 4.33 contains the filter, with component
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values in Table 4.6. The filter response can be seen in Figure 4.34.

L 1 mH
C 0.1 µF
Suppression -49.4 dB
Phase shift 0.021 deg

Table 4.6: Component values for LC Pi Filter Figure 4.33: LC Pi Filter

4.7. Post-Processing
The final step in the chain of the encoder is to use an ADC to sample the four signals (two sets of two
quadrature components) from both the absolute and relative components of the encoder. Before these
components can be converted to a reaction wheel angle, the signals will need to be processed. This
section will describe the signal processing performed.
First, the DC component of the signals is removed. Depending on the phase shift between the demod-
ulation signal and the excitation signal the filtered output will either be above, or below the amplifiers
common mode level. This DC offset will be constant for a given encoder unit and can be determined
by averaging the signal over a long period of time. Equation (4.22) demonstrates this process, where
𝑆 represents any of the four encoder output signals.

𝑆𝑎𝑐 = 𝑆𝑑𝑐 − 𝑆𝑑𝑐 => 𝑆𝑑𝑐 =
1
𝑛

𝑛

∑
𝑘=1

𝑆𝑘 (4.22)

Second, the signals are remapped to [−1, 1] using Equation (4.23).

𝑆𝑛𝑜𝑟𝑚 =
𝑆𝑎𝑐
𝐴𝑎𝑐

=> 𝐴𝑎𝑐 =
𝑚𝑎𝑥(𝑆𝑎𝑐) − 𝑚𝑖𝑛(𝑆𝑎𝑐)

2 (4.23)

Finally, equation (4.24) can be used to determine the angular position of the wheel. 𝑆𝑞 and 𝑆𝑖 being the
two channels.

𝜃𝑟𝑤 = 𝑎𝑡𝑎𝑛(
𝑆𝑞
𝑆𝑖
) (4.24)

Figure 4.34: Bode plot for the AM demodulation low-pass filter
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4.8. Sensitivity Analysis
With a design locked in for the capacitive sensing encoder a sensitivity analysis can be performed. The
purpose of this analysis is to determine what the impact is of variations on the design due to external
factors such as component variations, production tolerances and mechanical misalignments.

4.8.1. Component Variation
The circuit in Figure 4.12 contains all of the ”components” present in the system. Other than the gain
capacitor and resistor above the amplifier all the other components are part of the amplifier design,
variations of these non-real components are treated in Section 4.8.2. This section will cover the influ-
ence of variation in the gain capacitor and resistor.

Based on Eq. (4.8), under the assumption that 𝐴𝑎𝑚𝑝 is very large, the output of the TIA scales with
impedance 𝑍𝑎, which is equal to

1
1/𝑅𝑎+𝑠𝐶𝑎

. Given that the resistance of 𝑅𝑎 will be very large, this com-
ponent will eventually divide out and one is left with 1

𝑠𝐶𝑎
. This makes the design highly susceptible to

changes in gain capacitance 𝐶𝑎. For the current design a value of 1𝑝𝐹 is assumed, which in reality is
a difficult value to attain due to stray capacitances.

When assessing the performance under variations in 𝐶𝑎, one can look at Eq. (4.16). The noise com-
ponents and signal component scale in a similar fashion with 𝑍𝑎 (except for 𝑉𝑛,𝑜𝑝), meaning the SNR
should remain similar.

With the post-processing presented in Section 4.7 the design also allows for variations in gain between
the channels due to normalisation. Given that performance is expected to remain similar and that any
offsets and biases can be corrected for, this will not be investigated further.

4.8.2. Production Tolerances & Mechanical Misalignments
When producing the encoder there are various locations where production problems andmisalignments
will yield changes in the encoder performance. Due to the selection of a continuously varying pattern,
any variations in pattern shape should have a minimal impact on the encoder performance due to the
fact that data post-processing can be used to mitigate these problems. Aside from encoder production,
mechanical misalignments such as positioning of the rotor PCB with respect to the stator PCB will never
be perfect, meaning offsets are to be expected. In order to determine the impact of these offsets, a set
of simulations were run:

1. Radial offset between rotor and rotor pcb
2. Radial offset between rotor shaft and stator pcb
3. Variance in rotor pcb - stator pcb spacing over a single rotation

In reality a combination of all of these offsets will occur, but in order to gain an understanding their
effects are modeled separately. This section will present plots of the amplitude modulated outputs of
the capacitive sensing amplifier. This means that they are before the amplitude demodulation.

Radial offset between rotor and rotor pcb
When the rotor and rotor pcb are misaligned this means the center of rotation of the rotor itself is still
aligned to the stator pcb axle, but the rotor pcb is not rotating about its center. Two extreme cases of
this misalignment are shown in Figures 4.35 and 4.36, where the rotor pcb is radially misaligned by 3
mm. Both of these cases were simulated and the results are presented in Figures 4.37 and 4.38.
The following effects are observed:

Reduction in modulation depth
Due to the excitation electrode partially overlapping with the sensitive electrodes the ’zero-level’ for the
entire encoder chain is lifted, resulting in a reduction of the modulation depth.
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Distortion of the output signal
Most visible in the absolute component, the partial overlap between the excitation electrode and the
sensitive electrodes causes a distortion of the output signal. This is caused by the fact that under these
conditions, the excitation electrode also ’moves’ instead of just rotating around it center. The relative
component suffers from this distortion less due to the fact that its channels are ’averaged’ over many
surfaces, whilst for the absolute encoder there is only a single surface per channel.

Signal Rounding
Figures 4.39 and 4.40 compare the output for a single channel. The output signal of the encoder is
’carried’ on top is this channel. From this one can deduce that the output signal has some rounding in
the bottom.

Figure 4.35: Encoder radially shifted by 3mm Figure 4.36: Encoder radially shifted by -3mm

Figure 4.37: Capacitive sensing amplifier output for a rotor pcb - rotor misalignment of 3mm
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Figure 4.38: Capacitive sensing amplifier output for a rotor pcb - rotor misalignment of -3mm

Figure 4.39: Relative encoder channel AM output

Figure 4.40: Relative encoder channel AM output with rounding due to offset
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Radial offset between rotor and stator
When the rotor and stator are misaligned the axes of rotation are not in the same location. This dis-
placement appears the same as Figure 4.35 or 4.36, but instead of rotating around the origin, the rotor
PCB will rotate about its center (offset by 3mm from the stator). This effect is simulated in Figure 4.41.
The following effects are observed:

Reduction in modulation depth
Due to the exact reason as in Section 4.8.2 the modulation depth is reduced.

Gain variance over a single rotation in the relative channel
Gain variance in the encoder output is expected, it is the main principle of operation for the encoder.
However for the relative component one would expect that the gain variations for every 1/36𝑡ℎ of a ro-
tation are the same. With this type of radial misalignment however this is not the case. The root cause
of this is the fact that part of the absolute encoder sensitive electrode now overlaps with the excitation
electrode. This causes 𝐶0 to vary in size depending on the position of the wheel and thus the output of
the encoder. This effect is visible on the absolute component as well, but there it simply works in an
additive manner.

Signal Rounding
Similar as before, signal rounding occurs.

Figure 4.41: Capacitive sensing amplifier output for a rotor - stator misalignment of 3mm

Variance in electrode gap
In the case of a crooked bearing or any other type of misalignment it is possible that there is a variance
in the gaps between PCBs over a single rotation. In order to model the effects of this a variance of
0.2mm on a gap of 1mm is simulated. This gap is applied based on wheel position 𝜃.

𝛿𝑒𝑙𝑒𝑐 = 1 + 0.1𝑠𝑖𝑛(𝜃)
The results can be seen in Figure 4.42. The only effect observed here is a variation in gain over a
single rotation, which is expected based on Equation (3.1).
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Figure 4.42: Capacitive sensing amplifier output for sinusoidal variance of pcb gap of 0.2mm

4.9. RQ4: What would a design of sensor feedback on the reaction
wheel entail?

In this chapter the design of a capacitive sensing encoder fit for reaction wheels has been shown. This
encoder will improve state estimation of the reaction wheel and allow for the implementation of a more
advanced controller. The over-all design concept can be seen in Figure 4.4. The design consists of
three distinct stages: capacitive sensing, AM demodulation and post-processing. In order to allow for
power-cycle tolerance, the design elaborated below is used twice, in order to provide a coarse absolute
measurement and a finer relative measurement.

The capacitive sensing part of the encoder chain takes the excitation signal, passes it through varying
plate capacitors and converts this to a differential output voltage which scales with the amount of over-
lap. This encodes the position of the reaction wheel into a quadrature signal, representing the real and
imaginary components in a rotating phasor diagram. By feeding this signal through a pair of differential
amplifiers an AM signal is generated containing these quadrature components.

The signals exiting the two differential amplifiers contain a high-frequency component (excitation sig-
nal) and modulated upon it a low-frequency component (amplitude variations due to a varying location
of the rotor). The excitation signal is filtered out by multiplying the output signal of the encoder with a
square wave at the same frequency as the excitation signal, utilising a SPDT switching device. This
signal is then filtered to remove any of the high frequency components, yielding two signals that encode
the reaction wheel position.

This signal is digitized through the utilisation of an ADC. The digital signals are then normalised to a
range of (-1,1) and Eq. (4.24) is then utilised to convert the output to the reaction wheel angle 𝜃𝑟𝑤.





5
Prototype Development

In the previous Chapter an amplifier topology was selected, encoder wheel shape was optimised and a
general design was presented. This chapter contains the development of a real-life prototype to verify
the research performed up to this point. Section 5.1 contains a selection of real-life components which
can be used. Section 5.2 contains an early prototype which was produced to validate the concept,
followed by Section 5.3 presenting the final prototype which was used for the verification campaign.

5.1. Component Selection & Operating Frequency
The amplifier model shown in Figure 4.12 has three components that will need to be selected: 𝑅𝑎, 𝐶𝑎
and the amplifier.

Bias Resistor 𝑅𝑎
The bias resistor 𝑅𝑎 allows the input bias current of the amplifier to flow. The greater the value, the
greater 𝑍𝑎 in equation (4.8), thus the higher the gain of the amplifier. A higher value is preferable, until
it is no longer capable of supplying the amplifier bias current.

𝑅𝑎,𝑚𝑎𝑥 ≈
𝑉𝑠𝑖𝑔,𝑟𝑚𝑠 − 𝑉−

𝐼𝑏𝑖𝑎𝑠
(5.1)

The maximum value for 𝑅𝑎 is given by equation (5.1). 𝑉− can be assumed to be 0. Bias currents are in
the pico Ampere range (10−12) and 𝑉𝑠𝑖𝑔,𝑟𝑚𝑠 will be in the 0-1V range. Concluding from this the value for
𝑅𝑎,𝑚𝑎𝑥 is not limited by the bias current, but rather the availability of components. Selecting a practical,
readily available resistor yields a maximum resistor value of 10M.

Amplifier Capacitor 𝐶𝑎
Capacitor 𝐶𝑎, similar to resistor 𝑅𝑎 sets the gain of the amplifier, however for 𝐶𝑎 the lower the value,
the higher the gain of the amplifier. The most limiting factor here will be the stray capacitances from
the PCB defining a lower limit for the capacitance value. Due to the fact that this is near-impossible
to determine in advance, for now a value of 1𝑝𝐹 is assumed, which provides an output gain that is
measurable (500 mV p-p) and can be purchased.

Operating Frequency
The operating frequency is the frequency at which the input signal 𝑉𝑠𝑖𝑔 is generated. The Bode plot in
Figure 4.14 indicates that the combined system has a cut-off frequency around 50 kHz, causing the
gain to ’taper off’ around 250 kHz. In order to perform AM Demodulation further down the chain, two
signals will need to be generated very precisely, which is simpler to do at lower frequencies. As such
an operating frequency of 250 kHz is selected.

49
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Amplifier Selection
In Section 4.4 it was established that the design will be performed with a single-ended amplifier setup
in order to simplify the design, and then a differential setup will be used in the final design. For more
information, see Section 7.2.8. In order to accomplish this a differential amplifier must be selected.

Selecting the amplifier is done by determining which specifications of the amplifier are important and
utilising those to perform a trade-off. Due to the fact that the operating frequency is 250 kHz, which is
a relatively low frequency, factors such as gain-bandwidth product and slew rate are not limiting when
comparing amplifiers. Most amplifiers available on the market have gain bandwidth products and slew
rates that are sufficient for this design. One distinguishing factor that does influence performance of
encoder is the noise generated by the amplifier.

Equation (4.13) contains two noise components related to the amplifier, 𝐼𝑛,𝑜𝑝 and 𝑉𝑛,𝑜𝑝. Contributions of
both components follow the same relation, with one exception, the voltage noise components is divided
by 𝑍𝑑2. Because 𝑍𝑑2 = 0 +

1
𝑠𝐶2

the contribution is related to the value of capacitance 𝐶𝑑2, which is in
the 𝑝𝐹 range. From this it can be concluded that the input-referred current noise contributes more than
the input-referred voltage noise.

Utilising the simulation set up in this Section various amplifiers were considered. Given that the se-
lection of differential amplifiers is rather limited, only two amplifiers have a sufficiently low 𝐼𝑛,𝑜𝑝: the
LTC1992 from Analog Devices and the THS413x from Texas Instruments. Both amplifiers are very
similar in specifications and are even pin-compatible with one another. Whilst the THS413x has a
lower input-referred voltage noise (1.3 𝑛𝑉/√𝐻𝑧 vs 35 𝑛𝑉/√𝐻𝑧) [25, 42], after initial testing it was dis-
covered that its limited output range makes it non-suitable for this type of encoder due to the output
clipping. For that reason the LTC1992 will be utilised, which has a rail-to-rail output.

GBP 3.2 MHz
Slew Rate 1.5 𝑉/𝜇𝑆
Input Referred Voltage Noise 35 𝑛𝑉/√𝐻𝑧
Input Referred Current Noise 1 𝑓𝐴/√𝐻𝑧

Table 5.1: LTC1992 Specifications [25]
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5.2. Early prototype
In order to verify the amplifier topology and provide an early proof of concept before developing the full
PCB an early prototype of a single channel was produced, which can be seen in Figure 5.1.

Figure 5.1: Full Chain Test PCB

In order to test the trans-impedance amplifier a sine-wave was injected into the input and the capaci-
tance was varied by making use of the bank of jumpers which can be seen on the left of the board.

The capacitor values of C5-C23 are 0.1 pF, in practice the capacitance varied per capacitor due to the
physical placement and stray capacitances. Due to this fact the verification of the amplifier topology is
qualitative, not quantitative.

Figure 5.2 shows the output of the TIA for a varying number of jumpers. The plot shows that the
amplitude of the sin wave is correlated with the capacitance inserted by the jumpers.

Figure 5.2: Measurement results of the TIA Verification (in Volt) 𝑉𝑖𝑛 = 5𝑉𝑠𝑖𝑛(250𝑘), 𝑉𝑜𝑓𝑓𝑠𝑒𝑡 = 2.5𝑉, measured with a Siglent
SDS1104X-U Oscilloscope

From the development, production and testing of this prototype three main lessons were learned, which
are taken into account for the design of the final prototype:

1. Coupled in Noise
The capacitance at the input of the TIA was very susceptible to the location of the PCB w.r.t.
the ESD mat and any touching of the components by hand. Part of this was due to the fact that
the design omitted (on purpose) a ground plane underneath the capacitor bank, which allowed
external noise to couple in more easily.
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2. Stray Capacitance
When none of the capacitor jumpers were connected, there was still a signal coming through,
which can be attributed to stray capacitances on the board. Whilst this does not seem to affect
the functionality of the board greatly, it could come with a performance penalty in the final board.
The manifestation of this problem is in a non-zero output of the TIA when none of the jumpers
are connected.

3. Bias Resistor
Bias resistor 𝑅𝑎 has an influence on the operation of the amplifier. In the initial design 10M was
selected, however in reality this value was too high, since the output of the amplifier was clipped
to a single value. By lowering the resistor value step-by-step a point was found where the ampli-
fier no longer clipped, whilst simultaneously not losing a great deal of output gain. The final value
of this resistor is 1𝑀Ω.

5.3. Final Prototype
The design of the final prototype is the same as the design presented in Chapter 4, with the lessons
taken from the early prototype taken into account. The stator PCB can be seen in Figures 5.3 and
5.4. Due to the fact that the collection electrodes of the relative component surround the center and
the fact that four layers are required to provide the connections between the collection electrodes and
the amplifiers, a separate spreader PCB is used as a bridge. The spreader (Figure 5.5) connects to
the absolute encoder components and provides the excitation signal, demodulation signal, power and
ground connections.

Figure 5.3: Stator PCB top side Figure 5.4: Stator PCB bottom side Figure 5.5: Spreader PCB

The final stator prototype with all components populated and external connections can be seen in Figure
5.6, along with the rotor PCB prototype in Figure 5.7. These PCBs together form the final prototype,
which is used in combination with a test setup to test and verify the design of the capacitive encoder.

Figure 5.6: Final stator prototype with all connections Figure 5.7: Final rotor prototype
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Testing & Verification

Testing the final prototype presented in Section 5.3 will allow for verification of the design and testing
of the encoder performance. Sections 6.1 and 6.2 will present the testing plan and setup respectively,
followed by Section 6.3 which characterises the test setup and will aid in tuning encoder performance
in Section 6.4. Finally the results are presented in Section 6.5, followed up with an answer to the final
research question, RQ5 in Section 6.6.

6.1. Test Plan
The test plan for the reaction wheel encoder is described below:

1. Tuning the System
Given that many of the calculations in Chapter 4 were based on a single-ended amplifier topology,
combined with the fact that models are not the same as reality, the input parameters of the encoder
will require tuning. The parameters that are tuned:

• Excitation Frequency
• Excitation Voltage
• Demodulation square wave phase shift

2. Verifying the Accuracy Requirement
Verifying requirement HT_ENC_01 by stepping the encoder wheel with a stepper motor and mea-
suring the change in output.
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6.2. Test Setup
In order to verify proper operation of the reaction wheel encoder and tune the settings an automated
test setup is created. Figure 6.1 contains a block-diagram explaining the test setup.

Figure 6.1: Test setup for the reaction wheel encoder

The FY6900, NI-6008 data logger and stepper motor electronics are all connected to a PC through
USB. The PC will run a script that configures the testing conditions on the FY6900, tells the stepper
electronics to step and then logs the output using the NI-6008 data logger. The stepper motor utilised is
a NEMA 17with a (5+ 2

11)𝑡𝑜1 gearbox. The NEMA17 by default has a resolution of 200 steps/revolution.
Utilising micro-stepping (1/16th) on an A4988 board will give a minimum step size of:

𝛿Θ = 360∘
200 ∗ (5 + 2/11) ∗ 16 = 0.0217

∘

This is sufficient to validate the accuracy requirement HT_ENC_01.
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6.3. Setup Characterisation
No test setup is perfect and as such neither will the one described in the previous section. The test
setup contains 3D printed components and is driven using a stepper driver without feedback. Further-
more, the encoder itself might have inherent biases based on assembly accuracy and/or design.

Given that in an integrated encoder any biases and offsets can be corrected for in software, this process
can be applied to the gathered data from the testing setup as well. Section 4.8 has highlighted some
of the offsets that can be introduced due to incorrect assembly and/or component variation. To get a
deeper understanding into what is occurring in the test setup, Appendix A will contain more information
on characterising these biases/offsets.

Figure 6.2 contains the output of the encoder for a large sample size of rotations (25). The first two
rows contain the ac-coupled output of the encoder. The error plot on the third row highlights the devia-
tion of the encoder output with respect to an assumed perfect stepper motor after the post-processing
from Section 4.7 is applied. The fourth row contains this same error plot, but with any detectable bias
removed.

Please note that while the relative component plots here look similar to those in the simulations like
Figure 4.37 for example, these represent something different. That plot contained the amplitude mod-
ulated signal for a single rotation, Figure 6.2 contains the demodulated signal for 25 repetitions. Due
to the variations in gain over a single rotation however, these plots end up looking similar.

Figure 6.2: Initial run of the encoder, 25 repetitions.

The removal of the output bias is achieved through determination of the bias, interpolation, and cor-
rection. Figure 6.3 plots the errors (𝛿) with respect to the encoder positions (𝜃). Corrections can be
performed in many ways, such as for example a polynomial fit (visible here) or a Look-Up Table (LUT),
this is further covered in Section 7.2.3. Table 6.1 presents the Standard Deviation (STD) of the error
pre- and post correction.
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The first plot contains the absolute component error vs the absolute component position. There is a
clear correlation between the encoder error and the encoder position. Determining this correlation and
subtracting the result from the absolute encoder yields an improvement in STD by 0.728∘.

The second plot contains the relative component error vs the corrected absolute component position.
Once again, a correlation exists. Determining it and subtracting the results yields an improvement in
STD for the relative encoder of 0.048∘.

The third plot contains the corrected relative component error vs the corrected relative position. This
final correlation removes any offsets that are only present in the relative component and not the ab-
solute. Whilst a small correlation seems to exist, at this point diminishing returns are reached and the
improvement in STD is negligible (presented in the final plot). Because this improvement is negligible
this step is not used in future data processing.

Figure 6.3: Correlation between encoder position and encoder error

Error Initial STD [∘] Post-Correction STD [∘]
𝛿𝑎𝑏𝑠 0.927 0.199
𝛿𝑟𝑒𝑙 0.152 0.104
𝛿𝑟𝑒𝑙,𝑐 0.104 0.102

Table 6.1: Error standard deviations pre- and post-correction
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6.4. Tuning
In order to optimise the operating conditions of the prototype and verify the theoretically determined
operating conditions in Section 5.1, the prototype is sequenced through a sweep of tests. There are
three parameters that can be tuned:

1. Excitation signal frequency (operating frequency)
2. Excitation signal voltage
3. Demodulation signal phase shift

This section will contain the tuning process for all three. For the tuning process it is assumed that the
three parameters can be tuned individually and iteration is used to verify this. It should be noted that
because this is an iterative process, the figures should be interpreted for comparison between various
settings, not for absolute reference. The corrections described in Section 6.3 are applied here.

Excitation signal frequency
Figure 6.4 presents the output of the full encoder system for a range of excitation signal frequencies.
The left column contains the ac-components of the two relative encoder channels, followed up by the
error between the calculated position and real position. The right column contains the same information
but for the absolute encoder channels. Based on the results presented in Table 6.2 250 kHz appears
to be the optimal frequency, here the combined (added) STD of the deviation w.r.t. the stepper motor
position is minimal.

Figure 6.4: Two rotation encoder output for 𝑓𝑒𝑥𝑐𝑖 in the range of 100-350 kHz
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Excitation Freq. Excitation Amp. Phase Shift Relative Error STD Absolute Error STD
100 kHz 5.0 V 0 deg 0.079 deg 0.827 deg
150 kHz 5.0 V 0 deg 0.118 deg 0.183 deg
200 kHz 5.0 V 0 deg 0.121 deg 0.165 deg
250 kHz 5.0 V 0 deg 0.112 deg 0.127 deg
300 kHz 5.0 V 0 deg 0.110 deg 0.143 deg

Table 6.2: Encoder frequency sweep results for 𝑓𝑒𝑥𝑐𝑖 in the range of 100-350 kHz

Excitation signal voltage
Figure 6.5 presents the output for various excitation signal amplitudes and Table 6.3 tabulates the re-
sults. Two sweeps were performed, from a 1-5V sweep it was concluded that the optimal is between
2-4V, however the results were inconclusive, so a more precise run was executed. The lowest com-
bined STD occurs for the excitation voltage of 3.5V.

Figure 6.5: Two rotation encoder output for 𝑉𝑒𝑥𝑐𝑖 in the range of 2-4 V

Excitation Freq. Excitation Amp. Phase Shift Relative Error STD Absolute Error STD
250 kHz 2.0 V 0 deg 0.103 deg 0.260 deg
250 kHz 2.5 V 0 deg 0.089 deg 0.201 deg
250 kHz 3.0 V 0 deg 0.098 deg 0.185 deg
250 kHz 3.5 V 0 deg 0.097 deg 0.158 deg
250 kHz 4.0 V 0 deg 0.104 deg 0.208 deg

Table 6.3: Encoder frequency sweep results for 𝑉𝑒𝑥𝑐𝑖 in the range of 2-4 V

Demodulation signal phase shift
The final parameter to be tuned is the phase shift between the excitation signal and the demodulation
signal. Similar to previous tests, a sweep was performed, which can be seen in Figure 6.6. The results
are also tabulated in Table 6.4. Due to time constraints (it takes about 1 hr to obtain one of these
datasets) the sweep was performed in increments of 30 ∘. From these results it is concluded that the
results are optimal for a phase shift of 30 ∘. Given that both 0 ∘and 60 ∘are worse performers than 30
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∘it is probably close to the optimum. In reality the optimum might be between 30 and 60 ∘, however the
improvements are marginal (as seen by the value at 60 ∘).

Figure 6.6: Two rotation encoder output for 𝛿𝑝ℎ𝑎𝑠𝑒 in the range of 0-180 ∘

Excitation Freq. Excitation Amp. Phase Shift Relative Error STD Absolute Error STD
250 kHz 3.5 V 0 deg 0.121 deg 0.177 deg
250 kHz 3.5 V 30 deg 0.093 deg 0.140 deg
250 kHz 3.5 V 60 deg 0.082 deg 0.341 deg
250 kHz 3.5 V 90 deg 0.097 deg 1.648 deg
250 kHz 3.5 V 120 deg 0.147 deg 186.443 deg
250 kHz 3.5 V 150 deg 0.143 deg 0.227 deg
250 kHz 3.5 V 180 deg 0.094 deg 0.194 deg

Table 6.4: Encoder frequency sweep results for 𝛿𝑝ℎ𝑎𝑠𝑒 in the range of 0-180 ∘

6.4.1. Conclusion
In this section, through testing and iteration the optimal setting were found for the encoder, these set-
tings are presented in Table 6.5.

Excitation Frequency 250 kHz
Excitation Amplitude 3.5 V
Modulation Phase Shift 30∘

Table 6.5: Optimal encoder settings

The excitation frequency is exactly as determined previously, however it should be noted that perfor-
mance of the relative component seems to be similar for almost any frequency between 100-300 kHz.
The absolute channel does seem to have an optimum at 250 kHz.
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The excitation amplitude optimum seems to be at 3.5V, rather than the expected 5V (which would max-
imise SNR). The reason for this appears to be a non-linearity in the amplifier circuit, which behaves
like soft clipping, where the output is rounded near the edges of the amplifier range. This effect looks
similar to the rounding in Section 4.8, however that effect should not be dependant on the excitation
amplitude (since it causes an inherent shape change on the encoder). The effect is demonstrated in
Figure 6.7 and appears on all four (2x incremental, 2x absolute) channels of the amplifier.

Whilst it appears like soft clipping, the amplifier is not being operated near its limits (which is rail-to-rail,
0-5V). This subject is further discussed in Section 7.2.1.

Figure 6.7: Clipping of the amplifier output

Themodulation phase shift was a difficult to predict parameter beforehand, given that it is a combination
of both the capacitive sensing and AM demodulation phase shift. However, it does appear like an
optimal phase shift can be found where both amplifiers (absolute and relative) are performing well.

6.5. Final Results
In the previous sections the performance of the encoder has been tuned to optimise the accuracy.
In order to verify whether the accuracy requirement is met a long run using the minimal step size is
performed. The results of this run can be seen in Figure 6.8.
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Figure 6.8: Encoder run with optimised settings.

Statistical analysis of the final results is presented in Figure 6.9. From this analysis, it can be con-
cluded that the error of the relative component has a one-sigma deviation of 0.101 ∘and the absolute
component has a one-sigma deviation of 0.195 ∘.

Figure 6.9: Error histogram for the relative and absolute encoder components
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The original requirement HT_ENC_01 asked for a 0.087 ∘error in order to reach 12-bit. This accuracy
was nearly met. The question is what kind of improvements can be made to the design of the encoder
to finally meet the accuracy requirement. This will be treated in Section 7.2.1.

6.6. RQ5: What is the resulting improvement of state estimation?
This chapter has tested the prototype developed for the reaction wheel encoder. The testing was
performed utilising a stepper motor, stepping the encoder through a series of positions. The result from
this testing places the accuracy of the encoder at 0.101∘. Compared to the previous method of state
estimation utilising hall sensors (which yields results every 30∘) this is a performance improvement of
a factor 300.



7
Conclusions, Discussion &

Recommendations
The purpose of this chapter is to conclude the work performed in this thesis, discuss the results and
make recommendations for future work. Section 7.1 will conclude the report by answering the five
research questions, concluding in answering the main research question. Continuing from this conclu-
sion, Section 7.2 will discuss the results of the research and suggest potential improvements. Finally,
Section 7.3 will present a series of recommendations for future research/work to be performed based
on the results of this thesis.

7.1. Conclusions
In this thesis a functioning design for sensor feedback for reaction wheels was developed, which can
be used for the improvement of reaction wheel performance. This conclusion is separated into five
components by answering all of the research questions postulated in Section 1.2.

In Chapter 2 a brief background on electric motors was given, concluding two main factors that that
influence reaction wheel performance: commutation torque ripple and low-velocity operation. From
this chapter it was concluded that a reduction in commutation torque ripple and improved low-velocity
operation can be achieved through the implementation of sensor feedback. Increasing the positional
awareness of the rotor will allow for the implementation of more complex control algorithms such as
field-oriented control, which depend on a known rotor position. Low-velocity operation is improved due
to the fact that external sensor feedback is independent of reaction wheel velocity, allowing for the
controller to always have up-to-date knowledge of the rotor position. Furthermore it was highlighted
why sensor feedback is an improvement over other sensor-less methods of state estimation. With this
RQ1 and RQ2 were answered.

Chapter 3 presented a series of requirements set by Hyperion Technologies, followed by a trade-off be-
tween the various methods of sensor feedback that exist for electrical motors. The conclusion from this
research was that capacitive sensing provides the best trade-off between accuracy, update frequency,
power cycle tolerance and space environment tolerance. This answered RQ3.

Chapter 4 presented a design for a capacitive sensing amplifier that is suitable for use in the RW400
reaction wheel of Hyperion Technologies. The encoder design presented here consists of an absolute
position component, combined with a relative component for higher accuracy and greater tolerance
to external disturbances. Mechanically the design consists of two PCBs, one attached to the reaction
wheel housing (stator) and the other to the reaction wheel rotor. Electrically, each of the two compo-
nents consists of the diagram presented in Figure 4.4.

The varying parallel plate capacitor’s capacitance is converted to an analog output signal through injec-
tion of an excitation signal, differentially amplified and demodulated using AM demodulation techniques.

63
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The design for this parallel plate capacitor and components have been optimised for the given size of
the reaction wheel and available components. This answered RQ4.

A prototype of this encoder was built in two stages, the design of these is presented in Chapter 5. The
final prototype was used to verify the design in Chapter 6. Resulting from this testing is a capacitive
sensing encoder with a (1𝜎) accuracy of 0.101∘. This performance is close to the desired performance,
but unfortunately barely fails to meet the requirements. This state estimation however is still an im-
provement over the accuracy of the old method utilising just hall effect sensors, which only updated the
position of the reaction wheel every 30∘. This finally answers RQ5.

Concluding, the main research question can now be answered:

MQ: How can reaction wheel state estimation be improved in order to improve reaction wheel
performance?

Reaction wheel state estimation can be improved through the implementation of a capacitive sensing
amplifier fit for RW400 reaction wheels. This will improve reaction wheel performance by providing
the controller with better state knowledge of the rotor. This research has presented a design for such
a capacitive sensing amplifier which has the potential of meeting the requirements set by Hyperion
Technologies. The current prototype will require further development and testing, but is shown to be
functional and improve the state estimation of the rotor by a factor of 300.

7.2. Discussion
Chapter 6 has presented provided test results of the encoder prototype. Based on these test results
it can be concluded that the design of the prototype is close to the requirements set out by Hyperion
Technologies, however currently fails to meet them. The purpose of this section is to discuss the test
results, link them back to the requirements and evaluate whether the goals set out by this research
were met. This section is constructed from the perspective of each of the requirements, some of the
will be discussed briefly, others in length.

Following this discussion on the requirements, three more topics are discussed that are required to
evaluate the validity of the work performed. First, a discussion on the relative component and its ne-
cessity is presented, followed up by a discusson on integrating the design into the RW400 reaction
wheel. Finally, this section is wrapped up with a discussion on the topic of differential amplifier topolo-
gies vs single ended amplifier topologies.

7.2.1. HT_ENC_01: Accuracy
The accuracy requirement set out in collaboration with Hyperion Technologies was not met. The cur-
rent design has an accuracy of 0.101∘(1𝜎), whilst the requirement asked for 0.087∘(1𝜎). In order to
account for any non-linearities, quantisation noise and other measurement errors, this requirement had
an engineering margin of 2-bit. Due to the fact that the final design to be implemented on the reaction
wheel has not yet been developed, it is not possible to make a verdict on whether the current design is
sufficient for the RW400 reaction wheel. However, given that the test setup made use of some form of
analog-to-digital conversion, one can conclude that currently the encoder is capable of providing high
accuracy position feedback of the reaction wheel rotor.

Given that this requirement cannot be ticked off as met, this section will discuss some improvements
which can be made to the design of the encoder based on observations made. Below some of the pa-
rameters influencing encoder performance are discussed, along with potential sources of improvement.

Noise coupling
Section 4.6 highlighted that in the design of the amplifier circuitry external noise sources will need to be
taken into account. In order to determine whether noise is introduced into the system from an external
source, a sample was taken of the output of one of the differential amplifiers (before AM demodulation).
This sample can be seen in Figure 7.1. The major contributor to this noise is the stepper motor itself,
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it is driven with sharp signals at high (12V) voltages. By touching the stepper motor with a ground wire
the noise on the output can be visibly affected, meaning it has an influence on the encoder accuracy.

Figure 7.1: Noise in relative output channel

Mitigation of this noise is possible through ensuring that the rotor is properly grounded to the stator.
Whilst this is difficult to achieve, it is possible, for example through the utilisation of a conducting lu-
bricant and/or metallic bearings. Another method of ensuring that the impact of coupling in noise is
minimal is by implementing a band-pass filter in-between the capacitive sensing amplifier and the AM
demodulation. This will filter out any higher/lower frequency noise, increasing system performance.

Modulation depth reduction
The output shown in Figure 7.1 demonstrates that the modulation depth of the encoder is not near
100%, as one would expect based on the ideal model (See Section 4.8). The source of this can be
traced back to crosstalk/fringe effects. Even when the rotor PCB is completely omitted, part of the
signal can still be measured on the input of the capacitive sensing amplifiers, meaning that there is an
alternate path for the signal to take, not present in Figure 4.11. By increasing the modulation depth of
the signal a higher SNR can be achieved, which would increase the accuracy of the encoder.

Mitigation of this reduction in modulation depth is possible through the placement of a ’guard rail’ at
ground potential in between the excitation electrode and sensitive electrodes on the stator. This will
reduce the amount of signal that passes sideways through the pcb, increasing modulation depth. One
other factor that can contribute to a reduction in modulation depth is fringe capacitance. This was as-
sumed to be negligible in Section 4.3, however based on the results this assumption will require further
studying. This can be done through utilisation of electric field simulators such as for example ANSYS.

Signal rounding
When comparing the output of the encoder to the ideal case (see Figure 6.7) one can see distortion of
the output signal in the form of rounding of one side of the curve. This effect causes a loss of informa-
tion on the output, reducing the accuracy of the encoder. This effect was also observed in Section 4.8,
however in section 6.4.1 it was elaborated that this effect must be an amplifier limit because otherwise
it would not depend on the input voltage.

The cause for this effect requires further investigation, but two potential sources are the slew rate limit
and the output current limit. The data in Figure 7.1 was taken with an excitation amplitude of 3.5V.
The output of the amplifier slews from the maximum (0.75V) to the minimum (-0.75V) in 2𝜇𝑠 (half the
period), making the slew rate 0.75−−0.75

(1/250)/2 = 0.75𝑉/𝜇𝑠. The amplifier specifies the limit of the slew rate as
2𝑉/𝜇𝑠. While there is some margin here, with a higher excitation amplitude one approaches this limit.
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Furthermore, the datasheet [25, p.9] specifies that the gain of the amplifier at high output capacitances
suffers greatly at 250 kHz. These factors combined could mean the encoder is operating near its limits
when it comes to driving the output.
Mitigating this requires further tuning the design of the encoder in such a way that that the output
impedance of the amplifier increases. The reason the current design is the way it is is due to the limi-
tations on available components for the pi filter (for a smaller 𝐶 one would require a larger 𝐿). If a more
complex filtering topology were implemented, or a buffer amplifier is used it is possible that the encoder
output improves.

Output Distortion
In the test results presented in Chapter 6, the output of the encoder is not the same as expected based
on the ideal model created in Chapter 4. Most notable, the gain of the relative component seems to
vary over a single rotation, causing the output to ”wobble”. Section 4.8 demonstrated the sensitivities
of the system to various misalignments. One of the observed effects here was a change in relative gain
over a single rotation. This was caused under two simulation circumstances: variation in electrode gap
and a radial offset between the rotor and stator center of rotation.

In order to determine the influence of an offset on the system, a large rotor-rotor offset was artificially
created (by sliding the rotor pcb on the rotor) and compared to a ’zero-ed’ measurement. The results
are plotted in Figure 7.2. The results of this test are plotted in Table 7.1. From this test one can observe
two effects:

1. The distortion is more complex than a simple sinusoidal pattern
2. The accuracy of the encoder is not greatly affected

Given that in reality the offsets provided in Section 4.8 probably do not occur each on their own, but
more likely a combination of them will present themselves it is likely that Figure 7.2 represents a com-
plex case where multiple effects are occuring at once. One of the more interesting cases of this effect
can be seen in Appendix A, where an older less accurate test setup was used and multiple hand-
placed wheels were compared. The distortion on the relative output is visible in this case, but here it
was proven to be irrespective of different orientations of the rotor PCB (rotationally speaking). Thus
from this test it is concluded that variation in electrode gap must be one of the factors affecting the
measurements.

In conclusion, by investigating the above sources further and improving the design, it is no unfore-
seeable that the accuracy target can still be met. In Section 7.3.1 a path forward for increasing the
accuracy of the encoder is presented.
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Figure 7.2: Rotor-Rotor Offset vs Nominal

Label Excitation Freq. Excitation Amp. Phase Shift Relative Error STD Absolute Error STD
Zero Offset 250 kHz 3.5 V 30 deg 0.111 deg 0.279 deg
Rotor-Rotor Offset 250 kHz 3.5 V 30 deg 0.145 deg 0.249 deg

Table 7.1: Comparison between a nominal measurement and a measurement with a large rotor-rotor offset

7.2.2. HT_ENC_02: Update Frequency
Due to the nature of the measurement setup utilising a slow USB connection it is not possible to cur-
rently measure the position of the reaction wheel quickly. This can, in the future be solved through
the utilisation of analog-to-digital ICs. Due to the fact that 12-bits of resolution are required this can be
performed through the built-in ADC of a microcontroller, which can sample up to 300,000 samples per
second

The research to be performed in order to verify this requirement also contains an investigation into the
noise bandwidth of the encoder output. In the previous section it was already elaborated that there is
noise introduced into the encoder, part of which will be filtered by the output filter, however some of it
might affect performance. In the current test setup a large amount of samples are taken over a longer
period of time. If the encoder has to operate at higher speeds, more of the higher frequency noise on
the measurement might be introduced into the encoder output, affecting performance.

Section 7.3.2 will provide a path forward for verifying this requirement.

7.2.3. HT_ENC_03: Output Signal
The current output signal is in the form of an analog value. By utilising a microcontroller solution, as
mentioned in the previous section, any digital output format can be configured. In this microcontroller,
the methods for readout and bias correction presented in Section 6.3 will need to be integrated. The
corrections presented in Section 6.3 are proven to be consistent over many runs of the encoder but
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vary each time the prototype is reassembled. Given that a reaction wheel will only be assembled once
and is much more rigid than the prototype, it should be possible to predetermine these corrections and
store them in the form of a LUT or parameters for a polynomial fit which can be calculated in real time
on the final system.

7.2.4. HT_ENC_04: Power Cycle Tolerant
This requirement is inherently met through the design of the encoder itself. The encoder is fully analog
and is designed to provide an absolute position reference. These factors combined mean that aside
from a short startup time, the output of the encoder is power cycle tolerant.

7.2.5. HT_ENC_05: Space Components
The design currently makes use of untested components. Hyperion Technologies can provide a list of
components that will work in a space environment, however dual amplifiers do not seem to be in this
list. In order to determine whether the current design of the encoder is space-worthy a radiation test
campaign will be required where the performance of the encoder is monitored whilst the components
are tested. This radiation test campaign is unfortunately not part of the scope of this thesis and will
need to be conducted as future work.

7.2.6. Omitting the relative component
In the results found in Section 6.8 it is visible that the relative component has an accuracy of 0.101 ∘,
which is not much greater than the accuracy of the absolute component (0.195 ∘). Thus a logical
question to ask is whether the relative component even adds a great deal of accuracy to the system.
Omitting the relative component would yield an increase in the SNR of the absolute component be-
cause more of the input signal makes it through to the amplifier (through an increase of 𝐶0 and 𝐶𝑠).
Hence a discussion is warranted.

Given that this subject will require further research and testing, a list of pros and cons are presented
below, however no final conclusion can be drawn.

Pros

1. Increased SNR due to larger areas
When the relative component is removed a larger area is available for the absolute sensing elec-
trode and excitation electrode.

2. Reduced component count
By removing one of the two encoder wheels, the amount of components gets cut in half.

3. Simplified sensing algorithm
In the current design the absolute and relative components are sampled simultaneously and ab-
solute component will be used to quantify in ’which’ of the relative waves the relative signal is
located, further increasing the accuracy of the original absolute measurement. By removing the
relative signal (under the constraint that this actually increased the absolute encoder accuracy)
this process can be simplified.

Cons

1. Increased noise susceptibility
In the design of the encoder the susceptibility of noise coupling from external sources in the
encoder was discussed andmitigated through the use of the relative component. This component
averages many smaller areas around the circle, vs a large chunk in the middle of the absolute
encoder. This averaging effect would be removed if the relative component is removed.

2. Increased susceptibility to offsets
In Section 4.8 some of the mechanisms impacting encoder performance due to shape changes
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were presented. Most of these offsets can be counteracted through the compensation mecha-
nisms discussed in this report, however some of them can not. For example the rotor-rotor PCB
misalignment shown in Figure 4.37, where one of the encoder channels has the same output for
two different positions.

7.2.7. Integration into a reaction wheel
The current design has the correct dimensions to be fitted onto an RW400 reaction wheel, but not
without creating the next generation of RW400 reaction with a taller housing and reworked/more inte-
grated electronics. The next generation of reaction wheels is currently under development at Hyperion
Technologies and integration of the encoder into the reaction wheel will be one of the options that are
considered. However before this step is taken, a second prototype will need to be made which can be
retrofitted to a prototype RW400 such that development can begin. Section 7.3.3 will cover this subject
further.

7.2.8. Differential vs Single Ended Amplifiers
In Section 4.4 a model for the encoder was presented. This model made use of a single-ended ampli-
fier topology, whilst in reality a differential amplifier topology was used. Reasons behind this decision
are two-fold. Both reasons will be discussed below.

Modelling a single-ended circuit is simpler. In Section 7.2.8 the main purpose was to develop a model
for trading off different amplifier topologies and perform an analysis into the noise generated by these
topologies to determine whether the concept was feasible. Whilst it is possible to model differential
amplifiers, it proved to be difficult within the time-frame of this thesis. Given that Figure 4.23 proves
that the signal level of the amplifier stays well clear of the noise floor of the amplification circuits, the
risk of such a design change can be considered mitigated. The design was not ’on the edge’.

Given that the design of the circuit was such that subtraction was always part of the design, a differen-
tial amplifier is a natural fit, in fact, utilising differential amplifiers yields a 50% reduction in the number
of components, simplifying the design.

The reaction wheel is a noisy environment where noise coupled in from the electric motors and the rest
of the ADCS, will affect encoder performance. However, many of these disturbances, along with Power
Supply (PSU) noise will affect the encoder in the form of common-mode noise. Differential amplifiers
have a higher noise immunity to common-mode noise sources versus single-ended topologies due
to the fact that any common factors are ’subtracted’ out[23] at the input, and do not affect the output
(See Figure 7.3). Therefore utilising a differential amplifier topology is considered an improvement over
separate single-ended amplifiers.

Figure 7.3: Full-Differential Amplifier Noise Immunity [23]
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7.3. Recommendations
Based on the conclusions and the discussion, improvements and optimisations can be made to the
current encoder design. The purpose of this section is to provide a path forward to verify the remaining
three requirements, improve the design, and finally validate the concept.

7.3.1. Increasing Accuracy
Section 7.2.1 has discussed the subject of encoder accuracy and highlighted some of the flaws of the
current design, reasoning why HT_ENC_01 is not met. In order to improve the design, a guard rail
can be added, the (intermediate) filtering can be improved, as well as making sure that the filter design
matches the specifications of the differential amplifier better. The first step in improving the filters would
be to take the filter requirements presented in Section 4.7 and the specifications of the LTC1992[25]
and trade-off various filter topologies based on a set of to be determined criteria.

7.3.2. Testing at higher wheel velocities
The current test setup, as described before relies on a slow sampling device over USB to obtain the
output of the encoder, meaning compliance with requirement HT_ENC_2 cannot be verified. The en-
coder accuracy has been determined at these low speeds, however in practice, the reaction wheel
will rotate up to 5000 rpm. In order to test the encoder at higher wheel velocities a faster sampling
method will need to be created. Section 7.2.3 has already mentioned that some kind of microcontroller
solution can be implemented. In an initial development phase, the current prototype can be used, in
combination with a microcontroller development kit. To present a path forward, the following things will
need to be considered:

1. Utilise short and shielded wires
The environment surrounding a motor is noisy, if unshielded wires are used, the signal to noise
ratio of the output signal is degraded after it leaves the encoder. By utilising properly shielded
wires and keeping the wires as short as possible, this effect is minimised.

2. Properly configure the ADC
Analog to Digital converters have various reference inputs with which incoming signals are com-
pared. In order to ensure that the effects of quantisation errors/noise are minimised, the selected
references will need to be optimised for the incoming encoder signals. For example, ABS Chan-
nel 1 in Figure 6.8 is biased around 2.5V and varies by ±0.175 V. Ideally, the ADC range is tuned
to exactly this range.

3. Install a reference encoder
The current test setup is based upon the utilisation of a stepper motor with known, fixed step
sizes, which allows a sample-step-sample cycle to be run where the difference between the sam-
ples is always known. When spinning the wheel at higher speeds one cannot do this any more.
Thus, in order to determine the encoder performance at higher velocities, a second, commercially
available encoder will need to be used to serve as a reference.

7.3.3. Integrate Design
The current design does not comply with requirement HT_ENC_3. It utilises analog output signals,
which aid in testing, but cannot be used as input for the RW400 controller. In order to verify this
requirement, and further validate the concept, an integrated design will need to be developed. This
design will need to incorporate both signal generation and sampling onto the stator PCB. The following
steps will need to be performed to produce a first prototype which will fit within the dimensions and
comply with all requirements:

1. Develop signal generation circuitry
2. Develop signal acquisition circuitry & write post-processing software
3. Strip the current design from all debug connections
4. Fit the design within 50 x 50 mm
5. Modify the RW400 top lid to allow for integration of the encoder PCBs

Signal Generation
Currently, the test setup makes use of a bench-top signal generator to generate the excitation and de-
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modulation signals. In order to integrate this solution more tightly another method of signal generation
will need to be developed. Two options are to be considered:

1. Generating square waves using a microcontroller
2. Generating two signals with a controllable phase shift using Direct Digital Synthesis (DDS)

The advantage of option 1 is its simplicity, microcontrollers are setup to generate square waves through
internal systems such as Atmel’s Wex timer counter extensions. This will allow for the generation of
two square waves with a known offset, one of which can be filtered into a pure sine wave. The disad-
vantage is the requirement of this filter, which will need to be designed carefully as to provide an as
pure sine wave as possible.

Second, a separate Integrated Circuit (IC) can be utilised that can do DDS. DDS is a method of gen-
erating arbitrary signals in an integrated circuit. The advantage is the level of control over the output
signal, the ICs are made to perform specifically this function. The downside is that it is more difficult to
align the two signals with one another and have phase shift control. That, however can be solved by
utilising the clock output of one of the ICs as the input of the next, such as demonstrated by [26].

Signal Acquisition
Section 7.3.2 has already laid out a path for integration of signal acquisition utilising a microcontroller.
Once this functions with an external development board, this design can be modified to function on the
stator PCB and as such, integrate the design.

Remove debug connections
To allow for easy access during testing, the current design contains large through-hole connections for
both the power input, in the form of 2.54 mm pin headers, as well as the output, in the form of SMA
and UFL connections. If the design becomes fully integrated, all these components can be removed
and/or reduced to a smaller sized interface.

Fit the design within 50x50mm
The current sensing circuitry of the absolute component already fits within these constraints, however
for debugging purposes the relative component sensing is currently located on the outside of the wheel.
Based on the image in Figure 5.3 however, one can deduce that there is space within the middle sec-
tion of the PCB to allow for full integration of all sensing circuitry.

Modify the RW400 lid
Currently, the top side of the RW400 contains a solid lid, which perfectly aligns with the reaction wheel
rotor and provides one of the anchor points for the reaction wheel shaft. In the fully integrated design,
this lid will need to be modified to house all the sensing electronics.

7.3.4. Component Testing
The components utilised in the current design have not been tested for the space environment, meaning
HT_ENC_05 cannot be verified. During the design, space worthiness was taken into account (for
example by not selecting LEDs), however the radiation performance of the selected components is
unknown. Table 7.2 contains the operating temperature conditions of the active components in the
circuit, which show that temperature wise at least, the components are sufficient to operate within the
constraints of a satellite. In order to determine whether the radiation specifications are also met, a
radiation test campaign will need to be set up by Hyperion Technologies.

Component Min. Temp [∘C] Max. Temp [∘C]
LTC1922 -40 125

771-74LVC1G3157GVQ10 -40 125

Table 7.2: Temperature range of used active components
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7.3.5. Validation
The research presented in this thesis has mostly focussed on the development of state estimation for
RW400 reaction wheels. The reasoning behind requiring this state estimation was based on previous
research performed at Hyperion and presented in Chapter 2. Once the design of the encoder has been
completed, the next step in the process is to validate this reasoning and determine whether improved
low-speed performance and reduction in torque ripple are actually achieved. Once an integrated, func-
tioning design (with new control algorithm) has been completed, the following steps will need to be
taken to validate the new RW400 design:

1. Perform vibration measurements
Figure 1.1 contained a series of measurements of the RW400 reaction wheel Z axis vibrations for
a constant acceleration ramp. This same testing will need to be performed once again, to confirm
the reduction in torque ripple.

2. Generate torque box
Figure 1.2 presented the torque box (maximum available reaction wheel torque at a given ve-
locity/momentum) for a similar reaction wheel to the RW400. In order determine whether the
low-velocity characteristics of the reaction wheel have improved, a similar diagram can be made
for the RW400 pre- and post encoder. The contents of this diagram will demonstrate whether the
performance at low velocities has improved.

With these recommendations the work presented in this thesis is concluded. The path forward has
been presented and Hyperion Technologies has been provided with a baseline prototype to be used
for future development of their RW400 line of reaction wheels.
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Test Setup Repeatability

In Chapter 6 the repeatability of the test setup was drawn into question. In order to counteract for any
offsets and/or biases in the test setup a characterisation was performed and corrected. However this
does not mean that it is not desirable to know the effect of encoder bias vs test setup bias. That is what
will be covered in this appendix.

During earlier testing performed a different test setup was utilised. This test setup used a low cost
28BYJ-48 stepper motor, which is normally used for air-conditioning unit’s air spreaders. The stepping
accuracy of this motor was much less than the NEMA17 eventually used, but does provide valuable
insight when it comes to splitting encoder and test setup accuracy.

During characterisation of this test setup five different rotor PCBs were manually (by hand) placed on
the metal rotor, without moving it. The result of five runs can be seen in Figure A.1.
Based on these results the following observations can be made:

1. Backlash
There is backlash in the system, evident by the jumps in Error at the beginning of the test run.
Due to the fact that backlash is a real effect visible in any geared system this is not a problem. In
fact, it highlights the ability of the encoder to detect small positional changes.

2. Independence of wheel position
Because the wheels are placed manually onto the rotor, they are not placed in the exact same
manner each time. This is confirmed by the relative components in the first two plots not overlap-
ping, but having phase offsets. Nonetheless the error in the system is correlated with position,
pointing at test-setup introduced biases.

3. Independence of rotor PCB
Five different rotor PCBs were used. The offset followed the same pattern for all of them. This
rules out any specific manufacturing problems with a single pcb.

Due to these results it can be assumed that a great deal of the offsets measured in the encoder stem
from the test setup and not the encoder itself. In reality the reaction wheel will also not be perfect, but
by proving it can be compensated for through software the real performance of the encoder itself is
presented.
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Figure A.1: Comparing five wheels placed in a random location on the test rotor (two rotations each)
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