
 
 

Delft University of Technology

Estimation of accumulated fatigue damage in lattice support structures from operational
vibrations

van der Male, Pim; Lourens, Eliz-Mari

Publication date
2015
Document Version
Accepted author manuscript
Published in
Proceedings of EWEA Offshore 2015

Citation (APA)
van der Male, P., & Lourens, E.-M. (2015). Estimation of accumulated fatigue damage in lattice support
structures from operational vibrations. In Proceedings of EWEA Offshore 2015: European Offshore Wind
Energy Conference and Exhibition, Copenhagen, Denmark

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.



Estimation of Accumulated Fatigue Damage in Lattice Support 
Structures from Operational Vibrations 

 
 

P. van der Male and E. Lourens 

Department of Hydraulic Engineering, Faculty of Civil Engineering and Geosciences, 
Delft University of Technology, Stevinweg 1 2628 CN Delft, the Netherlands 

E-mail: p.vandermale@tudelft.nl 
 
 
ABSTRACT 
Support structures of offshore wind turbines are prone to failure from fatigue damage. The design for 
fatigue requires accurate predictions of the environmental conditions and an adequate definition of the 
structural properties, valid for the entire design life-time. Estimates of the accumulated fatigue damage 
are, however, characterized by a large degree of uncertainty, stemming from the loading specifications 
and the numerical models used to predict the response. By employing measured data intelligently, the 
accumulated fatigue damage can be monitored throughout the structural life-time. This work presents 
a feasibility study towards the application of a joint input-state estimation algorithm for the response 
estimation of a lattice support structure. The feasibility is studied by first generating artificial 
measurement data with a full-order finite element model, while the strains at unmeasured locations are 
estimated with an erroneous reduced-order design model, after inclusion of measurement noise. It is 
shown that this model-based approach allows for the estimation of the response, despite significant 
errors in the design model. Particular attention is paid to the measurement locations, which should be 
within reach for maintenance. 
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1 Introduction 
Offshore wind turbines experience a large number of stress cycles due to quasi-periodic excitation 
from wind, waves and the rotating rotor. Therefore, the support structures of these turbines are prone 
to fail from fatigue [1]. By using measured data intelligently, the accumulated fatigue damage in 
offshore wind structures can be monitored. Such monitoring would allow for estimating the actual 
remaining service life-time of these structures and could in the future be used to improve the design 
standards. 

The accuracy of the measurement-based fatigue estimation depends on the quality of the 
measurements and the estimation algorithm employed. In general, a distinction can be made between 
model-based and data-driven approaches. As concerns the latter, neural network techniques have 
been developed that make use of SCADA data in combination with a limited number of strain 
measurements [2]. A drawback of these algorithms is that the prediction accuracy is highly dependent 
on the representativeness of training-data sets. 

Model-based approaches combine measurement data from operational vibrations and physical 
knowledge of the structure to estimate the response and the fatigue damage [3, 4]. In this case, the 
prediction is as good as the model, which in the case of offshore wind turbines is subject to variability: 
the control system adjusts the operational state to optimize the energy yield, current and waves may 
induce scour hole development and the dynamic interaction between the structure and the soil is not 
yet sufficiently understood. Measured first natural frequencies of installed offshore wind turbines tend 
to be higher than the values designed for. [5] 

The joint input-state estimator [6] is an algorithm that can potentially compensate for the error in 
the model adopted for the fatigue monitoring. This algorithm identifies corrective forces on the basis of 
a structural model and measured operational vibrations. These forces compensate for the error in the 
structural model with respect to the real structure and allow for the estimation of the response at 
unmeasured locations. 

This contribution studies the feasibility of the joint input-state estimator for offshore wind 
applications. To generate artificial measurement data, a reference finite element model, consisting of a 
simplified wind turbine on a lattice foundation, is constructed. The response data results from the 
combined application of aerodynamic and hydrodynamic loading. After inclusion of measurement 
noise, the generated data and an erroneous design model are used to estimate the input forces, the 
states, and subsequently the strains required to predict fatigue. The erroneous model deviates 



significantly from the true finite element model, illustrating that despite a relatively weak model 
representation, the accumulated fatigue damage can be estimated accurately. Particular attention is 
paid to the locations where the measurements are generated. These locations, which correspond with 
the placement of the sensors for real measurements, should be within reach for maintenance. Apart 
from the deliberate inclusion of modelling errors, Papadimitriou et al. [7] presented a similar, 
successful application of the joint input-state estimator for fatigue prediction. In a more elaborate 
version, the results of this work have been published in [8]. 
 
2 Method 
 
2.1 Joint input-state estimation 
The joint input-state estimator used for the current analysis was presented by Lourens et al. [6]. The 
algorithm allows for the estimation of states, in terms of displacements and velocities, and the input 
forces on the basis of a limited number of measurement signals, displacements and accelerations, 
given that the location of the input forces is known. The starting point of the estimation algorithm is the 
modally reduced formulation of the system under consideration: 
 
 ( ) ( ) ( ) ( )2 Tt t t t+ + + pq Γq Ω q Φ S pɺɺ ɺ  (1) 

 
Here, ( ) mnt ∈q ℝ  represents the vector of generalized coordinates and ( ) pnt ∈p ℝ  the input force 

vector, with mn  the number of modes and pn  the number of input forces. The matrix m mn n×∈Γ ℝ  is the 

modal damping matrix and m mn n×∈Ω ℝ  a diagonal matrix, containing the natural frequencies related to 
the mn  modes on its diagonal. The corresponding mass normalized mode shapes are collected in the 

matrix dof mn n×∈Φ ℝ , with dofn  the number of degrees of freedom of the unreduced space-discretized 

model, and the mode vectors jφ , for 1, , mj n= …  as its columns. The force selection matrix 

dof pn n×∈pS ℝ  specifies the force locations. A dot indicates a derivative with respect to time and the 

superscript T implies a transpose. 

The measured quantities are combined in the output vector ( ) dnt ∈d ℝ , with dn  the number of 
measured locations: 
 
 ( ) ( ) ( ) ( )t t t t= + +a v dd S Φq S Φq S Φqɺɺ ɺ , (2) 
 
The selection matrices aS , vS  and dof dn n×∈dS ℝ  specify the locations of the acceleration, velocity and 
displacement/strain measurements, respectively. After adopting the state-space formulation for both 

Eq. (1) and (2), where ( ) ( ) ( )[ ]T
t t t=x q qɺ , and discretizing the continuous-time components, the 

system can be rewritten in terms of the following discrete-time combined deterministic-stochastic 
state-space model [6]: 
 
 1k k k k+ = + +x Ax Bp w  (3) 

 k k k k= + +d Gx Jp v  (4) 
 
with the discretizations ( )∆k k t=x x , ( )∆k k t=p p  and ( )∆k k t=d d , for 1, ,k N= … , where ∆t  is the 

sampling time step and N  is the number of samples. The matrices 2 2m mn n×∈A ℝ  and 2 m pn n×∈B ℝ  
represent the discretized system matrices, that can be related to their time-continuous counterparts 

cA  and cB  in the following manner: 
 

 ∆e t= cAA  (5) 
 [ ]= − -1

c cB A I A B  (6) 
 

with the identity matrix 2 2m mn n×∈I ℝ . The output influence matrix 2d mn n×∈G ℝ  and the direct transmission 

matrix d pn n×∈J ℝ  are defined as 



 

 2 = − − d a v aG S Φ S ΦΩ S Φ S ΦΓ  (7) 

 T =  a pJ S ΦΦ S  (8) 

 
Process and measurement noise, resulting, respectively, from unmodelled inputs or modelling errors 
and sensor inaccuracies, are represented by the stochastic components 2 mn

k ∈w ℝ  and dn
k ∈v ℝ . 

These noise processes are assumed to be stationary, zero-mean and white. Furthermore, the noise 
processes kw  and kv  are assumed to be uncorrelated. The joint input-state estimation algorithm 
requires the covariance matrices for the separate noise processes, represented by 

{ } 2 2TE m mn n
k l

×= ∈Q w w ℝ  and { }TE d dn n
k l

×= ∈R v v ℝ , for , 1, ,k l N= … , to be known. Additionally, the 

algorithm requires an initial unbiased state estimate 0x̂ , where the hat indicates an estimated quantity, 

and its error covariance matrix 2 2
0

m mn n×∈P ℝ  to be available. 
 
2.2 Response estimation 

With the estimated force time histories ˆ pn

k ∈p ℝ  and state sequences 2ˆ mn
k ∈x ℝ , response predictions 

ˆ rn
k ∈d ℝ  at rn  unmeasured locations can be constructed. Hereto, the observation equation (Eq. (4)) is 

employed [7]: 
 

 ˆ ˆˆk k k= +d Gx Jp  (9) 
 
It should be noted that the output influence matrix G  and the direct transmission matrix J  are now 
constructed to correspond to the response prediction, for which the selection matrices aS , vS  and dS  
specify the locations, as well as the type of response to be predicted. 

The response estimation does not require the locations of the input forces to be accurately 
known. If the location of the input forces is unknown, the joint input-state estimator can be applied to 
estimate equivalent forces at arbitrarily chosen locations, causing the same measured response. 
Furthermore, if an erroneous model is applied for the response estimation, the force estimations could 
potentially serve to reduce the effects of the modelling errors on the response predictions, as will be 
shown in Section 3.2. 
 
2.3 Wind turbine model 
The analysis is based on a lattice structure, as described by De Vries et al. [9], supporting a 5 MW 
reference turbine, for which the main characteristics are presented by Jonkman et al. [10]. Fig. 1 
illustrates the geometry of the combined turbine and support structure, including the main geometric 
and material characteristics. The combined turbine and lattice structure is modelled in 2D by means of 
the finite element method. Euler-Bernoulli beam elements, possessing six degrees of freedom, are 
employed to represent the steel members and the turbine tower. The rotor-nacelle assembly is 
reduced to a lumped mass and at the jacket base the structure is connected rigidly fixed to the soil. 
Compression due to the self-weight of the structure, which reduces the effective stiffness, is not 
accounted for. By varying the stiffness characteristics of the concrete transition piece, the model is 
updated such, that the first two natural frequencies show good agreement with those presented in [9].  

As a basis for the joint input-state estimation, a modal representation of the wind turbine model is 
required, see Eq. (1). Fig. 2 presents the first ten mode shapes of the modelled turbine structure. The 
natural frequencies of the first ten modes, including a brief description of the mode, are presented in 
Table 1. Structural damping is accounted for in terms of classical modal damping, i.e. a diagonal 
damping matrix is adopted. For each mode, a damping value of 1.0% of the critical damping is 
assumed. 



 

 

 

 

 

 

   

 

 

 

  

 

  
Fig. 1 Combined wind turbine and 
lattice support structure 

Fig. 2 Results of the finite element modal analysis for the first 
ten modes 

 
No. Natural frequency [Hz] Description 
1 0.364 First global lateral mode 
2 1.07 Second global lateral mode 
3 4.89 Third global lateral mode 
4 6.20 First global vertical mode 
5 6.77 Fourth global lateral mode 
6 10.4 Lateral jacket mode (second and third frame from top – in-phase 
7 10.4 Local lateral jacket mode (second frame from top – anti-phase) 
8 10.9 Local lateral jacket mode (third frame from top – anti-phase) 
9 12.6 Local lateral jacket mode (first frame from top – in-phase) 
10 13.8 Local lateral jacket mode (first and fourth frame from top – anti-phase)  
Table 1 Natural frequencies corresponding to the first ten modes, as derived from the finite element 
modal analysis 
 
2.4 Stochastic wind force 
The time-dependent wind force is determined on the basis of the actuator disc concept, elaborated on 
in [11], where a 1D free field turbulence is simulated on the basis of the spectral properties of a Kaimal 
power density spectrum. To generate a wind force signal, an optimally functioning turbine is assumed, 
implying that the turbine operates at the Lanchester-Betz limit. Furthermore, it is assumed that the 
induced velocity through the rotor disc follows the instantaneous turbulent wind velocity. This 
assumption implies that the entire wake changes instantaneously, such that equilibrium in the wake is 
maintained at all times. 

Fig. 3 shows the Kaimal spectrum adopted for the generation of the wind force signal. The 
spectrum reveals a main energy contribution from the frequencies below 1 Hz. Assuming a random 
phase distribution, and a cut-off frequency of 3 Hz, a wind force signal of 546 s is generated, in 
accordance with [12]. Fig. 4(a) depicts a 100 s window of this time signal. Since the finite element 
model does not include a detailed rotor representation, the total wind force is assumed to act 
concentratedly at the rotor nacelle assembly at the tower top, as can be seen in Fig. 4(b). It should be 
noted that, despite the turbulence frequency cut-off, the wind force signal contains higher frequency 
contributions. This results from the nonlinear dependency of the wind force on the turbulent wind 
velocity. 

The apparent damping, resulting from a rotating rotor, is assumed at 4.0% of the critical damping 
for the first structural mode. For higher modes, the contribution of this aerodynamic damping is scaled 
on the basis of the modal deflection at the tower top. 

 Mode 1  Mode 2  Mode 3  Mode 4  Mode 5 

 Mode 6  Mode 7  Mode 8  Mode 9  Mode 10 



  
(a) 

 
(b) 

Fig. 3 Kaimal spectrum derived for mean 
wind velocity of 10 m/s, a turbulence 
intensity of 10% and a turbulence length 
scale of 150 m 

Fig. 4 (a) Turbulent-wind force signal for NREL5 
offshore wind turbine, and (b) positioning of the wind 
force on the FE model 

 
2.5 Stochastic wave force 
The Morison equation is commonly adopted to estimate hydrodynamic actions on slender vertical 
members. The equations derive the total hydrodynamic force by superposing an inertia and a drag 
force contribution, depending on the wave particle acceleration and velocity, respectively. A procedure 
for defining a hydrodynamic force on the basis of the Morison equation, using the linear wave theory 
for defining the wave particle actions, is elaborated on in [13]. The original Morison equation was 
derived for vertically-oriented cylindrical piles and for very small pile diameter to wave length ratios. To 
determine the wave forces on the current lattice structure, some engineering adjustments have to be 
implemented. As an equivalent structural diameter, the combined width of the members exposed to 
the hydrodynamic action is taken. Equally, an equivalent cross-sectional area results from the sum 
from the different lattice elements. For the hydrodynamic inertia and drag coefficients, common values 
of 2.0 and 0.7, respectively, are adopted. 

The wave particle actions for a specific sea state can be derived from a relevant wave elevation 
spectrum. In this particular case, use is made of a Pierson-Moskovitz spectrum, see Fig. 5. Compared 
to the wind turbulence spectrum of Fig. 3, the wave elevation spectrum contains its energy at 
somewhat higher frequencies. The peak energy is much smaller. On the basis of the wave elevation 
distribution, the associated wave kinematics can be determined. 

 
(a) 

 
(b) 

Fig. 5 Pierson-Moskowitz spectrum derived 
for a mean wind velocity of 10 m/s 

Fig. 6 (a) Wave force signal for on lattice structure, and 
(b) positioning of the wave force on the finite element 
model 

 
The magnitude of the distributed wave force is calculated at mean sea level. This force is assumed to 
act within a wave impact zone of ± 5.0 m with respect to this level. After integration over this wave 
impact zone, a concentrated wave force signal at mean sea level is derived. In deriving this force 
signal, of which a 100 s window is presented in Fig. 6(a), a 1.0 m/s current is added to the wave 
particle velocity. In correspondence to the wind force generation, the signal has a length of 546 s, 
while a cut-off frequency of 3 Hz has been adopted. The force location is chosen at the K-joint, 
connecting the first and second jacket frame, see Fig. 6(b). Since the Morison equation relates the 
drag force nonlinearly to the wave particle velocity, the wave force contains frequency content above 

wind 
force 

wave 
force 



the cut-off frequency of the wave elevation energy spectrum. The added damping resulting from the 
hydrodynamic action is neglected. This hydrodynamic damping would result from the response 
velocity of the jacket members and its contribution can be assumed to be small. 
 
2.6 Sensor network 
Given the hostile environmental offshore conditions, the measurement of the structural motion requires 
a robust network of sensors. This robustness is first pronounced in the number of required sensors: if 
only a limited number of sensors is needed, the costs to build in sufficient redundancy remain low. 
Second, the positioning of the sensors affects the robustness of the system. This implies that no 
sensors should be placed under the water level, because these locations are not easily reached when 
maintenance is necessary. Moreover, to prevent sensors from early failure, sensors within the wave 
splash zone should be avoided. Therefore, the estimation of the dynamic response will be based on a 
network consisting of sensors attached to the turbine tower only. 

Fig. 7 presents the finite element model of the structure, where a number of nodes is specifically 
indicated. The known locations of the wind and wave force, respectively, are node 283 and node 155. 
The four sensor locations are node 276, 280, 281 and 283. The remaining nodes, 21 and 246, will 
serve as response estimation locations in Section 3.1 and 3.2. These locations are chosen to illustrate 
the difference in quality of response estimations over the height of the lattice structure. Particularly for 
node 21, the estimate is expected to be inaccurate, due to the large distance from the sensor locations 
[14]. 

Fig. 8 shows the modal projections jdS φ  of the four sensor locations for the first ten structural 

modes. The sensors only measure lateral motions. Based on this figure, it can be concluded that 
positioning four sensors at the chosen tower locations enables the identification of states related to 
mode 1, 2, 3, 5 and 9. It is clear that for some modes the modal projection is very small. Mode 4, for 
instance, represents a vertical global mode, for which the states are difficult to capture with sensors 
that only function laterally. Mode 6, 7, 8 and 10 represent local jacket modes, with very small tower 
amplitudes. From Fig. 8, it can be concluded that the network consisting of sensors on the tower only 
will not allow for the dynamic response estimation resulting from higher mode excitation. The 
frequency content of both turbulence and wave elevation is cut off at 3 Hz, implying that the frequency 
content of the wind and wave force above 3 Hz will be limited – despite the nonlinear force 
formulation. Still, the inclusion of mode 4, 6, 7, 8 and 10 in the estimation analysis results in a 
numerically rank-deficient observability matrix, implying that the system is ill-conditioned. To prevent 
the system from being ill-conditioned, these modes are excluded from further analysis, leaving a 
reduced-order model consisting of six modes. A convergence analysis with respect to the full-order 
model has shown that the reduced-order model enables the generation of accurate measurement 
signals. 

The adopted sensor network consists of accelerometers at node 281 and 283 and strain gauges 
at node 276 and 280. The reasoning behind is that the accelerations are expected to be largest near 
the tower top. Strains, on the other hand, are more pronounced in the lower section of the tower. The 
number and type of sensors are chosen in correspondence with the work presented in [15]. 

 
 

Fig. 7 Selected nodes for force positioning, 
sensor placement and response estimations 

Fig. 8 Modal projections to the sensor 
locations, node 276, node 280, node 281 and 
node 283 

 



3 Results 
 
3.1 Response estimation in the absence of modelling errors 
First, the response prediction is tested for the robustness to the inclusion of measurement noise only. 
Application of the force time signals to the finite element model results in simulated measurement data 
at the chosen sensor locations. To the measurement signals kd , consisting of N time samples each, 

some Gaussian white noise is added, resulting in the polluted output vector dn
k ∈dɶ ℝ  per time step k . 

Given the stationary random nature of the measurement signals, the noise is chosen to be related to 
the standard deviation of the separate measurements, d dn n×∈dσ ℝ : 
 
 k k kγ= + dd d σ rɶ , (10) 
 
where γ represents the noise level and dσ is a diagonal matrix with the standard deviations of the time 

signals as its diagonal entries. dn
k ∈r ℝ is a vector composed of random values taken from a normal 

distribution with zero mean and a standard deviation of one. 
For γ  a value of 0.05 is applied, corresponding to 5% measurement noise. Eq. (10) allows for the 

exact calculation of the entries of the measurement covariance matrix R : 
 
 2γ= dR σ  (11) 
 
The initial states are assumed to be zero. Since no process noise is present, the entries of the error 
covariance matrices 0P  and Q  are chosen very small, namely 201 10−⋅ . 

The prediction of the response in the lattice structure requires force and state estimations, obtained by 
means of the joint input-state estimator from the noise-contaminated measurement signals. These 
estimated forces and states, ˆ

kp  and ˆ kx , respectively, are subsequently used to estimate the response 
as described in Section 2.2. Since the modal basis consists of five modes, a total of ten states is 
estimated by the estimation algorithm. Given the main frequency content of the force signals – below 3 
Hz – and the natural frequencies of the system, the estimation of the first and second modal states are 
most relevant. Using Eq. (9), the strain estimates are derived at node 21 and 246 (see Fig. 7) and 
presented in Fig. 9. These particular locations are chosen to illustrate to what extent the response of 
lattice members can be estimated by means of tower measurements only. Fig. 9 shows that the low-
frequency strain response is captured relatively well, despite the noise-contamination of the 
measurement signals. Still, some high-frequency disturbance in the estimations can be observed, 
resulting from the relatively small signal to noise ratio in this frequency range. 

 
(a) 

 
(b) 

Fig. 9 Time signal representation of the strain response estimation at two lattice members: (a) node 21 
and (b) node 246 

 
3.2 Response estimation with an erroneous model 
A second response estimation is performed, this time with a design model that does not exactly 
represent the true structure. Process noise is deliberately introduced in the design model, by 
increasing the first and second natural frequency with 20%. The first and second natural frequency of 
the design model are 0.437 Hz and 1.21 Hz, instead of 0.364 Hz and 1.07 Hz of the model with which 
the data is generated. Again, the measurement data is polluted with 5% measurement noise. 



The inclusion of process noise complicates the estimation of the true forces and states. Instead, 
the joint input-state estimator enables the estimation of equivalent forces and states, which combined 
enable the response estimation at unmeasured locations. To lesser extent, this was already observed 
in the previous section, where only measurement noise was accounted for. To optimize the functioning 
of the estimation algorithm, the entries of the Q matrix are adjusted. The covariance of the process 
noise cannot be as easily estimated as the covariance of the measurement noise. By choosing the 
square roots of the process noise covariance entries of the same order of magnitude as a small 
percentage of the states, the covariance matrix entries can be made to correspond with what they 
represent [23]. 

When considering the frequency content of the estimated corrective forces, see Fig. 10, the force 
signals clearly compensate for the erroneously modelled dynamics. The corrective forces contain 
frequency peaks at the true natural frequencies. The compensation of the frequency content at the 
true natural frequencies enables a relatively accurate estimation of the first and second modal states, 
see Fig. 11. Despite a small bias, the estimated states show good correspondence with the true 
states. 

The small bias in the state estimates can be recognized too in the estimated strain response at 
node 21 and 246. Fig. 12 presents short samples of the estimated time signals. This bias is a direct 
result of the invalidity of the zero-mean assumption used for the process noise kw . The magnitude of 
the bias, however, remains unaffected over the length of the time signals, implying that the bias does 
not corrupt possible fatigue damage estimates. 
 

 
(a) 

 
(b) 

Fig. 10 Frequency domain representations of the corrective force estimation with erroneous design 
model, located at (a) node 155 (b) node 283 
 
4 Discussion and conclusions 
Recognizing that the design for fatigue for offshore wind turbines is characterized by uncertainty, while 
being a main design driver for this type of structures, this study presents a strategy for the real-time 
monitoring of the accumulated fatigue damage, employing a joint input-state estimation algorithm. In 
particular, a wind turbine on a lattice support structure is considered, for which the response estimates 
of the lattice members are based on measurements at the turbine tower only. This restriction follows 
from the difficulty to reliably and robustly measure at location on the lattice structure. 

The study is based on a 2D finite element model representing the true offshore wind turbine. 
Measurement signals are generated from the response to known wind and wave forces, which are 
defined from conventional load models. First, inputs and states are estimated from measurements with 
a noise level of 5% with a finite element model in the absence of modelling errors. From this, the strain 
response at chosen locations on the lattice structure is estimated, which could eventually serve the 
estimation of the accumulated fatigue damage. Subsequently, a design finite element model is 
constructed by adjusting the main natural frequencies. This design model is applied to estimate the 
strain response in the lattice structure on the basis of the true response measurements. 

The response estimates show that the main frequency content can be captured relatively 
accurately. Also the low frequency response amplitudes correspond well to the real amplitudes. The 
estimations with the design model, with a 20% error on the first and second natural frequency, do 
show a small bias with respect to the real response, resulting from the invalidity of the zero-mean 
assumption used for the process noise. This bias, however, will not harm the quality of the 
accumulated fatigue damage estimation, since for this only the magnitude of the strain cycles is of 
interest. Nevertheless, the strain response estimates do contain some high frequency disturbance. 



The occurrence of this disturbance can be related to the small signal to noise ratio in this frequency 
range. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 11 State estimation with erroneous design model for (a) the modal displacement of mode 1, (b) 
the modal velocity of mode 1, (c) the modal displacement of mode 2 and (d) the modal velocity of 
mode 2 

 
(a) 

 
(b) 

Fig. 12 Time signal representation of the strain response estimation with erroneous design model at 
two lattice members: (a) node 21 and (b) node 246 
 
It should be noted that the input forces are related to environmental conditions, turbulence and wave 
elevation, with a limited frequency content. Despite the nonlinear dependency of the actual forces on 
these conditions, the energy content of the higher frequencies is small. As a result, the structure 
mainly responds at its first and second natural frequency, and measurements at the tower only enable 
the local response estimation of the lattice structure. For normal environmental conditions, this 
restriction can be expected to be valid. For extreme conditions, for instance slamming waves during a 
storm, higher frequencies are excited, resulting in the dynamic response of local modes in the lattice 
structure. Since these modes are not observable by the adopted sensor network, the fatigue damage 
accumulated during these conditions cannot be estimated accurately. 

As a final remark it is mentioned that theoretically the sensor network could be reduced to one 
acceleration/velocity sensor and one displacement sensor. This network would not allow for the 
estimation of a separate equivalent wind and wave force, but it could be sufficient to estimate the 



response at unmeasured locations. The sensor locations, however, should be chosen such that the 
states relevant for the response are observed sufficiently. 
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