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Abstract
Trust is a fundamental component in human-AI relationships, serving as a critical element of user
acceptance and satisfaction, particularly within the realm of Decision Support Systems (DSS). The
technological advances in conversational user interfaces (CUIs) such as ChatGPT and digital assis-
tants (e.g., Alexa) allow laypeople to interact with DSS without knowing the mechanisms behind them.
Extensive research has explored the benefits of CUIs and strives to improve their usability and adop-
tion rate. However, while interacting with such CUIs, how to facilitate proper user trust for decision
support is still under-explored. To address the research gap, we aim to test the impact of emotional
expressiveness in CUIs on building user trust.

To analyze the impact of emotional expressiveness in CUIs to build user trust and whether voice-
based CUI is more efficient in building user trust compared to text-based CUI. We implemented a
conversational interface with varying emotional expressiveness that can serve six conditions: two text-
based and four voice-based. Text-based CUIs are differentiated by lexical expressiveness. Voice-
based CUIs are varying in both lexical expressiveness and prosodic expressiveness. Regardless of
the modality and emotional expressiveness, each CUI serves as an interactive medium for users with
the DSS, which supports them to find a suitable house given a scenario.

Through an empirical study (N = 151), the experimental results are insufficient to conclude the
impact of prosodic expressiveness and lexical expressiveness on user trust and usability in CUIs. In
addition, we did not find any statistically significant difference between text-based and voice-based
CUIs in trust or perceived usability.

Our findings can potentially be explained by the uncanniness effect [46]: initially, increased emo-
tional expressiveness in a CUI could positively influence user trust, but over time this could turn into a
negative impact. These results offer a potential way to explain the complex dynamics of trust in conver-
sational DSS and some implications in CUI design within the context of DSS. Our findings can benefit
the future design and development of conversational agents-based DSS by considering emotional ex-
pressiveness.
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1
Introduction

Trust serves as a pivotal component within the dynamic landscape of human-computer interaction.
It governs user acceptance, influences their reliance on technology, and shapes the willingness to
engage with it [15]. Trust becomes even more critical [30, 73], particularly in scenarios where human
operators rely on these systems to navigate complex decisions, often with limited access to underlying
data or amidst uncertainties. The need to understand factors that influence trust formation in DSS
is paramount. In this work, we focus on decision support systems (DSS) — tools that aid in making
informed and efficient decisions.

In the expanding digital landscape, artificial intelligence (AI) is experiencing rapid growth, particu-
larly in the field of conversational AI. This includes chatbots and intelligent virtual assistants, with the
global market projected to rise at a 22% compound annual growth rate (CAGR) from 2020 to 2025,
reaching $ 14 billion [1]. The adoption rate of conversational digital assistants is predicted to double
within the next two to five years [10]. One standout success is ChatGPT, which achieved 100 mil-
lion active monthly users just two months post-launch, earning it the title of “fastest-growing consumer
application in history” [33]. While a substantial 90% of surveyed participants were familiar with voice-
enabled devices and 72% had used a voice assistant [51], their usage is predominantly confined to
basic tasks (such as asking questions or checking the weather). However, when it comes to more
complex tasks, trust manifests as an obvious barrier: only half of the respondents have engaged in
purchases via their voice assistant. Extensive research [55, 57] has illuminated the benefits of conver-
sational interfaces. For instance, [55] indicates that these interfaces enhance user engagement and
working experiences. Similarly, another research [57] reveals their impact on improving the memora-
bility of consumed information. However, trust formation in voice-based decision systems on critical
tasks is still under-explored.

To address the research gap, we need to understand the factors that affect user trust in DSS and the
best ways to promote trust formation. In this work, wemainly focus on the prosodic and lexical emotional
expressiveness, and themodality of CUIs. Emotional expressiveness plays an important role in human-
human interaction [36, 2, 27]. For example, Diel et al. [13] considered it as a technique to manipulate
human likeness. Additionally, Zhu et al. [76] found that increased emotional expressiveness in a voice
assistant yielded more positive perceptions, including increased engagement, human likeness, and
likability. Besides emotional expressiveness, the modality of CUIs is also found to be of great impact.
Rheu et al. [58] identified 5 critical design factors which influence trust towards conversational agents,
including voice characteristics, communication style and etc. Based on existing work, we would like
to go one step further and investigate the impact of the emotional expressiveness of CUIs on trust
formation in DSS.

In our work, we examined the role that emotional expressiveness plays in the trust formation of CUI.
Specifically, we examined the impact of integrating emotionally expressive words and prosodic patterns
into our CUIs’ communicative style and voice characteristics. We utilize emotionally expressive words
such as “incredible” and “wonderful”. Additionally, we increase the pitch range of speech to increase
prosodic expressiveness. Both mechanisms are applied to convey enhanced emotional expressive-
ness in the conversational interface. In the experiment, each participant needs to identify appropriate
housing within certain predefined constraints. The reason for adopting the housing selection task was
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2 1. Introduction

informed by the ongoing housing crisis prevalent in numerous nations [42]. Meanwhile, this task is
considered as a critical decision-making task where a conversational agent can be useful [24]. We
adopted the dataset from [24], which offered real-life housing options and associated scenarios. The
primary expectation was for the participants to correctly identify a house meeting all the constraints
outlined in their given scenario, which requires calibrated trust in the AI system.

We did not find any significant impact of prosodic expressiveness and lexical expressiveness on
user trust and usability in CUIs. In addition, we did not find any statistically significant difference be-
tween text-based and voice-based CUIs in trust or perceived usability. Our findings can potentially be
explained by the uncanniness effect [46]: initially, increased emotional expressiveness in a CUI could
positively influence user trust, but over time this could turn into a negative impact. Many studies [53,
54, 69] have explored the relation between emotional expressiveness and the potential uncanniness
effect. The above studies manipulate visual facial expressions to convey emotions. In contrast, our
work conveys emotional expressiveness in speech, rather than facial cues.

Themain contribution is that we provide a preliminary understanding of the impact of an agent’s level
of emotional expressiveness and modality on user trust and usability in AI-assisted decision-making.

1.1. Research Question
Our study investigates the impact of lexical and prosodic expressiveness of CUIs on trust formation
through an empirical user study. We predict that enhancing the lexical and prosodic expressiveness will
facilitate user trust and perceived usability. We also infer that voice-based CUI may have an advantage
over text-based CUI when it is closer to human communication [49].

To address the aforementioned research gap, we aim to find answers to the following two research
questions:

RQ1: How do prosodic expressiveness and lexical expressiveness of a conversational agent
influence user trust and usability?

RQ2: How does a voice-based CUI differ from a text-based CUI in regulating user trust, and
usability in AI-assisted decision-making?

1.2. Outline
The remainder of this manuscript is organized as follows. We first presented related literature to pro-
vide more context and background knowledge in section 2. Then we introduce the study design and
experimental setup in section 3 and section 4, respectively. After that, we presented experimental re-
sults in section 5, and further discussed the findings and implications in section 6. Finally, we conclude
and point out future directions in section 7.



2
Related Work

2.1. Trust in Human-Computer Interaction
Definitions and interpretations of trust vary across different contexts. Extensive research has been
conducted on interpersonal trust [67, 71], human trust in automation [30, 39, 50], and the combination
of both [40]. Our work focuses on measuring trust in a decision support system (DSS), which shares
similarities with automation in terms of purpose. Both DSS and automation are used in situations
where human operators have limited access to raw data concerning system states, leading to opacity
or ambiguity for the human operator [40]. In essence, both DSS and automation frequently assist
human operators in making critical decisions. Therefore, we adopt the definition of trust in automation
that characterizes it as “the attitude that an agent will help achieve an individual’s goals in a situation
characterized by uncertainty and vulnerability” [39].

The Human-Computer Interaction (HCI) community has also shown interest in studying trust in
various systems over the years, including automation [39], intelligent systems [16, 31], AI, machine
learning, and robotics [65]. [30] have developed a comprehensive model that incorporates trust vari-
ables. According to their model, trust in automation comprises three key elements: learned trust,
situational trust, and dispositional trust. In our study, we focus on ’learned trust,’ which encompasses
initial trust (formed based on the first impression of the system) and dynamic trust (which may evolve
during interactions with the system).

2.2. Decision Support System
A decision support system (DSS) is designed to provide valuable insights into technological and man-
agement problems, assisting individual decision-makers in their reflective processes [35]. By analyzing
problem variables, a DSS aids humans in making informed decisions.

DSS finds application in various scenarios. In the healthcare domain, clinical decision support sys-
tems (CDSS) have emerged as crucial tools for improving healthcare outcomes and reducing avoidable
medical adverse events [75]. [32] explore how a DSS can leverage the wisdom of crowds to build knowl-
edge bases, addressing the high cost of filling underlying information bases. Similarly, in the marketing
domain, the utilization of a marketing decision support system (MDSS) has been shown to enhance
the effectiveness of marketing decision-makers by helping them identify key decision factors, leading
to better judgments [72].

A recent study by [24] compares the efficacy of conversational interfaces and traditional interfaces.
Their research reveals that the conversational interface significantly enhances user trust and satis-
faction in an online housing recommendation system compared to the traditional web interface. This
study, however, identifies a research gap pertaining to trust formation in voice-based conversational
interfaces within the context of DSS, which serves as the focal point of our research.

2.3. Role of Interfaces in Shaping User Trust
In our ever-evolving digital world, where reliance on technology is a fact of life, user trust is paramount.
As highlighted in [20], interfaces that prioritize trust in their design can significantly enhance relation-
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4 2. Related Work

ships between users and digital agents. A recent example is ChatGPT, which achieved 100 million
active monthly users just two months post-launch, earning it the title of “fastest-growing consumer
application in history” [33]. Despite their growing prominence, the trustworthiness of CUIs remains a
crucial concern, underlined by a range of user studies. The perceptions of trust in CUIs can manifest in
various forms and can be influenced by a variety of factors. Inappropriate design choices of interfaces
may result in distrust. For instance, Distrust may stem from perceived computational inadequacies or
suspicions of malicious intent [61, 64]. Recognizing these divergent facets of trust and comprehending
how they are shaped by interfaces can provide crucial insights for building user trust.

To further understand the role of interfaces in shaping user trust, [58] reveal five critical design fac-
tors influencing trust towards conversational agents: social intelligence of the agent, voice character-
istics and communication style, the agent’s appearance, non-verbal communication, and performance
quality. Similarly, [66] identified perceived usefulness, ease of use, and trust as critical elements for
Chinese older adults’ adoption of Voice User Interfaces (VUIs). Moreover, [70] highlights that initial
impressions and system accuracy are critical.[24] reveal that a text-based conversational interface is
more efficient on building user trust and perceived usability compared to a conventional web-based
interface in an online housing recommendation system. For autonomous vehicles, interfaces that sim-
ulate human characteristics, such as conversational interfaces, have proven effective in increasing
people’s trust [59]. Additionally, using virtual assistants in explainable AI encounters increased trust
in intelligent systems [74]. However, alongside building trust, avoiding over-trust is vital. This requires
ethical design in the development of conversational agents, and being capable of implementing trust
calibration techniques. The technique should reduce user trust in the agent when appropriate [14].

The work above explores the potential factors that interface affects user trust. In our research,
while designing the interface, we focus on achieving a balance between perceived intelligence and
usefulness to facilitate proper trust. On one side of the spectrum, an intelligent system should be
able to respond accurately to user requests. Thus, we provide users some freedom to interact with the
chatbot, thus cultivating the perception of an intelligent AI. Conversely, given that we require participants
to follow certain procedures to find suitable accommodation, we must also emphasize guidance to
prevent unintended behaviors. This is done to enhance perceived usefulness, although it may risk
reducing the perceived intelligence of the interface. Our challenge was to design a system to help
participants find the house efficiently while making them feel that the system was intelligent.

2.4. Role of Emotion in Human-Computer Interaction
Communication between humans often involves the expression of emotions through vocal and nonver-
bal cues, serving various purposes in interpersonal interactions [6, 21]. Emotional expressiveness can
be considered as a form of expressive style [22], and its influence on human-human interaction (HHI)
has been studied extensively [48, 4, 26].

However, the role of emotion in human-chatbot communication is not well understood. The most
common emotion dimensions are activation (how ready one is to act), evaluation (how positive or
negative, how much one likes or dislikes something) and power (or dominance/submission), which are
also known as Arousal, Valence, and Control [62].

One challenge in human-chatbot interaction is how to convey emotion through a computer system.
This is also related to affective computing(AC), which deals with the recognition and simulation of
human affects (i.e. emotion) [7]. Recent research [76] examined the effect of emotional vocalization
in its text-to-speech(TTS) output by varying prosodic and lexical expressiveness. Similarly, [63] found
that the activation level of emotional states can be reliably communicated by increasing the overall pitch
in TTS. Additionally, [3] found that the convincingness and intensity of emotion are strongly related to
trustworthiness. Taken together, these findings imply that people experience emotion from computers in
a manner that is comparable to how they perceive emotion from people. This idea is in accordance with
the [47], which believes that when computers exhibit human-like traits, users adapt social behaviors
from human-human interaction to computers.

However, previous work onwhether a computer’s emotional expressiveness(e.g., emotional prosody
and words) is positively received by a user during the interaction has shown mixed results. Some stud-
ies show that emotional expressiveness shown by a system leads to a positive reaction from users [9,
28]. Moreover, some work [11, 76] highlight the importance of increasing prosodic expressiveness in
TTS synthesis to further improve the positive perception of the system. However, The presence of
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misaligned cues (i.e., the human-like component of emotion in a less anthropomorphized computer)
may cause negative effects. Specifically, studies find that some systems exhibits a high degree of emo-
tional expression [41, 68], leading to an uncanniness response [45]. A considerable amount of research
has been conducted on the relation between human likeness to the effects of the uncanny valley and
recognizes the multidimensionality of human likeness. Despite these insights, the exact nature of the
relationship between human likeness and the uncanny valley curve remains unclear. [13] summarized
that there are 10 stimulus creation techniques to change human likeness, including Emotion manipu-
lation and 9 other categories. The most relevant technique to our research from these categories is
emotion expressiveness. A majority of studies [53, 54, 69], have employed this method to manipulate
visual facial expressions to convey emotions. In contrast, a recent investigation has revealed a direct
link between prosodic expressiveness and human likeness [76] in a voice assistant. Similarly, Our work
focuses on emotional expressiveness in speech, rather than facial cues. In summary, due to potential
uncanniness efforts, participants might perceive emotional expressiveness negatively as we increase
the emotional expressiveness in the chatbot.

Additionally, it is uncertain how lexical expressiveness and prosodic expressiveness interact. Pre-
vious research [49] in human-human interaction (HHI) suggests that emotional tone of voice made it
easier for emotional words to be understood in a way that matched their emotions. Additionally, the
interaction effect can be influenced by the experimental designs (between participants vs. within sub-
jects). In [76], in between-subject design, both prosodic and lexical expressiveness shows impact on
emotional expressiveness. Conversely, in within-subject design, only prosodic expressiveness shows
impact on emotional expressiveness. One explanation is that the within subject allow participants to
better detect the effect.

In the current study, we manipulated emotional expressions to a speech-based chatbot system
across prosodic and lexical expressiveness to determine the effect of such manipulation on user trust.
Here, we may predict that the effect of including emotional prosody may be further enhanced by the
addition of emotionally expressive words. And they can be more effective together than building trust
alone.

2.5. Conversational Crowdsourcing
Numerous studies have discussed the benefits of Conversational User Interfaces (CUI) for crowdsourc-
ing [34, 38, 56]. For instance, [55] identified that an apt conversational style can considerably increase
worker engagement. Furthermore, [43] demonstrated that conversational interfaces result in improved
worker satisfaction without negatively impacting task completion time or the quality of work. Addition-
ally, [29] developed Crowd Tasker, a platform utilizing a digital voice assistant for crowdsourcing tasks,
thereby significantly reducing the time and effort required for task initiation while offering workers in-
creased flexibility compared to a conventional web interface. In addition, [5] has utilized conversational
agents to extract knowledge from crowd work to construct a knowledge base. Given these benefits of
using conversational interfaces for crowdsourcing, we also apply the crowdsourcing platform to conduct
our experiment.





3
Method and Hypotheses

In this section, we describe the house recommendation task and present our hypotheses.

3.1. House Recommendation Task
Participants are asked to imagine themselves as students, specifically for the purpose of a user study on
house selection. In this task, participants will be presented with a scenario that describes the housing
restrictions faced by a student involved in a simulated experiment. The conversational agent expects
participants to engage in a conversation regarding their housing restrictions. Consequently, the inter-
action will be used to assess user behavior in a subsequent section. The choice of house selection as
the task is inspired by previous research [24] that explored trust-related aspects. Detailed interaction
between users and CUI is illustrated using an activity diagram(cf. Figure 7.1 in Appendix).

Quality Control Along with participation limits and incentives, we implemented additional quality con-
trol measures. As an added quality check, participants were presented with one warm-up question
which validate the task ID assigned to them. Moreover, additional attention check questions, which
asked participants to select a predetermined answer, were incorporated into both the pre-task and post-
task questionnaires. The result that fails to answer any attention check will be considered invalid data
input and removed. Despite these efforts, complete success cannot be guaranteed. Consequently, all
participant responses will be personally reviewed, based on exported transcripts.

3.2. Dataset and Scenarios
We adopted the housing database and scenarios from [24], which aggregates housing options from
reputable online platforms such as housinganywhere.com and kamernet.nl. Both of them are shared 1

for the benefit of the community. We retained 45 houses, removing 5 that were no longer available
online. The selected properties each fulfill the following criteria:

1. Housing type: Studio, Apartment, and Room.

2. Duration: The length of contract.

3. Rent: Rental cost in euros.

4. Supermarket proximity: Whether or not the property is close to the supermarket.

5. Registration availability: Whether or not a tenant can register their address with themunicipality.

6. Commute time: The commute time to university.

1https://drive.google.com/drive/folders/17nXjG6pr6shkCSl0DG3nb2qbI0perqkN?usp=sharing
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We have 10 distinct task scenarios, each representing a student with specific housing preferences.
Each scenario included four constraints, ensuring a consistent level of complexity across scenarios.
An example is: “Ahmed is starting his bachelor in Delft and is looking for an apartment. He is a
bit lazy so he likes to be close to a supermarket and close to uni ( commute less than 10min).
He wants a contract of at least 24 months ”. In this scenario, users need to input 4 preferences:
house type (i.e., apartment), Supermarket proximity (i.e., Yes), Duration (i.e., 24 months), Commute
time (i.e., 10 minutes).

We utilized MongoDB Altas 2 for data collection and storage. This encompassed all the user be-
haviors, While user interactions in the tasks are stored as transcripts by the Voiceflow platform.

3.3. A Decision Support System for Housing

We developed a recommendation system for housing as part of our decision support system. We con-
sidered the impact of the system’s accuracy on user trust and behavior. The system was designed
to operate in two conditions: high accuracy and low accuracy. In the high accuracy condition, when
the user correctly inputted all constraints, the system would recommend one correct house that fully
satisfied those constraints. In contrast, in the low accuracy condition, the system would recommend
one correct house along with five randomly chosen incorrect houses from the list of available options.
It’s worth noting that participants interacted with the decision support system through either two modal-
ities (Voice vs Text). Both interfaces have the same interaction process, and the system allows easy
switching of modality.

3.3.1. Interface

When users click the link on prolific to participate in the task, they first see a home page. On the home
page, a simple user instruction (cf. Figure 3.1) is presented to them so that they have a rough idea of
what kind of tasks they will encounter and decide whether to continue.

Figure 3.1: Home page instruction.

2https://www.mongodb.com/atlas/database
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Figure 3.2: The instruction video to show how to interact with CUI. The timer at the bottom right (i.e., 1 min duration) aims to
prevent users from skipping the video.

After users choose to continue and finish the pre-task survey. They will see the instruction video
page (cf. Figure 3.2). On this page, they need to watch videos that explain the details of the interaction.
The rationale behind this is that we found it difficult for people without similar experiences to engage
with the CUI during the pilot study.

After reading the instruction video, the task page (cf. Figure 3.3) is presented. The page includes
the task number, task scenario ( t1 ), remarks ( t2 ), and utterances to express their preferences ( t3 ).
Remark emphasizes they need to perform the task in a quiet environment and allow microphone and
speaker access. Utterance is shown here because we notice that it is difficult for CUI to capture the en-
tity of users’ expressions in the pilot study. So users can use this template to express their preferences
more smoothly. Finally, when can click the “Start Conversation” ( t4 ) button to start the task.

Figure 3.3: The task page which includes Voiceflow interface, task number, task scenario, and utterance to describe
preferences.

After users click the “Start Conversation” button, they can start to engage with the CUI. Figure 3.4
provides an overview of the interaction. First, it welcomes participants and asks for the task number
assigned to them to initiate the chat ( a1 ). The conversational agent waits until the correct task number
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Figure 3.4: Conversational agent interactions.

associated with the scenario is entered, serving as both a warm-up question and an attention check
for the participant. Second, the discussion continues, and users start to describe their preferences
( a2 ), and this discussion will loop until users indicate they have no further preferences. Here, we
designed that users have to input at least 2 preferences to have better recommendations. Third,
when users have no further preferences to express ( a3 ), then they must decide whether to receive
recommendations or modify previously recorded preferences ( a4 ). In a case that they choose to
modify preferences, they will be redirected to ( a2 ) to modify their preferences. Otherwise, we move
on to the final stage. Finally, after the recommendations are present, participants can either submit the
suggested housing option or explore all available houses within the system to make a selection( a5 ).
Overall, the conversational agent encourages open-ended discussions. Only when the voice intent
cannot be recognized, the option buttons are shown to participants so that they can click to proceed,
ensuring ease of engagement. In case participants encounter a mistake brought by inaccurate speech
recognition, they also have the option to reset constraints.

3.3.2. Implementation Details
Implementation Overview. This is a full-stack project. We implement a frontend webpage using
ReactJS and host it on Netlify. Chatbots are created using Voiceflow and embedded in the webpage.
Data and API are maintained with MongoDB Atlas. We can easily make UI and chatbot changes and
deploy the changes to our hosted websites within a few seconds. Please find an architecture overview
of the components used in the implementation in Figure 3.5.

Netlify. Netlify is a cloud service that hosts the ReactJSwebsite and serverless function. The ReactJS
website includes an embedded iframe that allows users to interact with the chatbot. When users engage
with the website (i.e., fill in a survey), HTTP requests are sent to the serverless function. The serverless
function acts as a bridge and routes these requests to MongoDB Atlas.

Data Service. MongoDB Atlas provides the data service for the application. It includes two main
components: the Data API and MongoDB. The Data API 3 endpoint handles MongoDB operations,
such as reading or writing data, and acts as an interface for interacting with the MongoDB database
hosted by MongoDB Atlas. This enables seamless communication between the serverless function
and the database.
3https://www.mongodb.com/docs/atlas/api/data-api/
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Figure 3.5: Architecture overview of the house selector.

DevOps. When user make UI changes to the ReactJS and push to GitHub. The Github will continusly
integrate the changes and deploys to netlify.

Conversational agent. The Conversational agent is implemented using a low-code platform called
”Voiceflow” 4, which utilizes JavaScript. With Voiceflow, developers can modify the chatbot logic and
create conversation sessions. These conversation sessions are shared using a sharable link generated
by Voiceflow. The chatbot is then embedded within an iframe on the website, allowing crowd workers
to engage with it.

Voiceflow allowed us to build an interactive voice experience with various features and capabilities.
One of the notable functionalities is the voice effects, including modifying volume, Emphasis, Speech,
and Pitch. We adjust the pitch range to manipulate the prosodic expressiveness. In addition to voice
effects, Voiceflow provided seamless integration with external APIs and allowed us to incorporate cus-
tom JavaScript blocks into the chatbot’s logic. This enabled us to access and manipulate external data
sources or perform complex operations as needed, extending the functionality of the chatbot beyond
its basic capabilities. Another noteworthy feature of Voiceflow is its capability to train entities based on
given utterances. Entities are essential for extracting important information from user inputs. To identify
the “budget” entity, we trained the chatbot using the utterances such as “I don’t have a budget limit”,
“The rent should be below xxx”, and “I have a budget of xxx”. This allowed the chatbot to accurately
extract the budget keyword and the amount.

The excellent platform made the chatbot more versatile, engaging, and effective in interacting with
users, ultimately improving the overall user experience. We would like to share the implementation of
our chatbot 5.

3.4. Hypotheses
Our experiment was designed to answer questions surrounding the impact of prosodic and lexical
expressiveness of CUI on user trust in AI-assisted decisionmaking. [58]reveal that voice characteristics
and communication style can influence trust towards CUI. Apart from that, [76] found that increased
prosodic and lexical expressiveness shows a positive influence on the perception of voice assistants
4https://www.voiceflow.com/
5https://drive.google.com/drive/folders/1GI_l3a4eJ_EfqQomEGN0DEmHpyQ9gNtp?usp=sharing
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in terms of human-likeness and emotional expressiveness. Based on existing work, We would like to
go one step further and hypothesize that:

(H1a) Emotionally more-expressive prosody has a positive impact on building user trust.
(H1b) Emotionally more-expressive words have a positive impact on building user trust.

Zhu et al. [76] suggest that higher emotional expressiveness leads to higher human-like. Addi-
tionally, [8] found that anthropomorphic appearances and human-like conversational styles combined
increased user satisfaction with chatbots. Thus, we hypothesize that:

(H1c) Emotionally more-expressive prosody has a positive impact on perceived usability.
(H1d) Emotionally more-expressive words have a positive impact on perceived usability.

Compared to text-based interaction, speech is natural and intuitive. [60] shows that speech in-
teraction exhibits higher perceived efficiency, higher enjoyment, and higher service satisfaction than
text-based interaction. Besides, voice-based CUI may have an advantage over text-based CUI as it is
closer to human communication [49]. Thus, we hypothesize that:

(H2a) Voice-based conversational interface can build user trust more effectively than a text-
based conversational interface.

(H2b) Voice-based conversational interface has higher usability compared to a text-based con-
versational interface.



4
Study Design

4.1. Experimental Conditions
A controlled crowdsourcing experiment was conducted using a 3×2 between-subject design. Table 4.1
provides an overview of the 6 conditions. For the voice-based chatbot, the independent variables
consisted of lexical expressiveness (less-expressive word vs expressive word) and prosodic expres-
siveness (less-expressive prosody vs expressive prosody), resulting in four experimental conditions
(i.e., conditions 1, 2, 3, and 4, cf. Table 7.2 in the Appendix). For the text-based chatbot, lexical ex-
pressiveness was the only variable, creating two additional conditions (i.e., conditions 5 and 6). Thus,
6 conditions were established in total (cf. Table 4.1):

Independent Variables Emotionally less-expressive
Word

Emotionally Expressive
Word

Voice-based
CUI

Emotionally less-expressive
Prosody Condition 1 Condition 2

Emotionally Expressive
Prosody Condition 3 Condition 4

Text-based
CUI - Condition 5 Condition 6

Table 4.1: Experiment conditions across prosodic expressiveness, lexical expressiveness, and modality.

In each condition, participants were given two tasks of equal difficulty (i.e., 4 constraints). The
recommender system was programmed to provide correct recommendations for one task and incor-
rect recommendations for the other. The task ordering was equally divided among participants: 50%
completed the accurate system scenario first, followed by the incorrect scenario, while the remaining
50% performed the tasks in reverse ordering. To ensure that each of the 10 scenarios was assigned
approximately the same number of times, we implemented scenario counters. This counterbalancing
helped to eliminate any potential biased effects.

To manipulate the emotional expressiveness of the conversational agent in each condition, we fol-
low the design of [76]. This work alters the prosodic expressiveness and lexical expressiveness in
the acknowledgment component of the system’s outputs. As the bot engages in conversations with
participants, it is crucial to maintain consistency of emotional expressiveness across different CUIs. To
achieve this, we limited the emotion modification to the acknowledgment templates. This approach not
only ensures uniformity among participants but also allows for the integration of emotional expressive-
ness in a more natural manner.

Prosodic expressiveness In general, prosody can be manipulated by changing the rate of speech,
volume, and pitch. In our case, we applied SSML emotion tagging 1 which allows programmers to adjust
the pitch (“x-low”, “low”, “medium”, “high”, and “x-high”) of speech using a neural TTS technique [23]. To
ensure that any effects we noted could be attributed unequivocally to the emotional expression without

1https://developer.amazon.com/en-US/docs/alexa/custom-skills/speech-synthesis-markup-language-ssml-reference.html

13
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sounding too distorted, we created two distinct pitch levels to represent emotionally less-expressive
and emotionally expressive prosody:

• Emotionally less-expressive prosody: ”low” pitch

• Emotional expressive prosody: ”high” pitch

Lexical expressiveness For lexical emotion manipulation, we selected words from the NRC Va-
lence, Arousal, and Dominance (NRC-VAD) Lexicon that were suitable for acknowledging the user’s
response, thereby enhancing lexical emotional expressiveness [44]. This lexicon provides over 20,000
English words rated on a 0-to-1 scale for valence, arousal, and dominance. In our study, we chose
to focus exclusively on the valence dimension of the NRC-VAD Lexicon, as it directly corresponds to
the emotional polarity of the terms, signifying whether they are perceived as positive or negative. Our
objective was to manipulate the emotional expressiveness of the chatbot, and we believed that the pos-
itivity or negativity of a term—its valence—would have the most direct and perceivable impact on this
aspect. Hence, we form a collection of words (cf. Table 7.1 in the appendix) to represent emotionally
less-expressive and emotionally expressive words:

• Emotionally less-expressive words: includes words with lower valence scores (e.g. “noted”,
“understood”) and terms commonly used in chatbot interactions(“yea”, “sure”, and “ahhh”,) [9].

• Emotionally expressive words: words with valence scores above 0.9, which are perceived as
more “positive”, and hence more emotionally expressive.

We have included several examples to illustrate the differences between lexically expressive and
less expressive acknowledgment templates using the valence scores we obtained (cf. Table 7.1 in the
appendix). The user interaction and perception studies subsequently employed these acknowledgment
templates in chatbot interactions (cf. Table 7.2).

4.2. Measures
Trust. To measure participants’ trust in the interface used to complete the scenarios, we used sub-
scales Propensity to Trust (TiA-PtT) and Trust in Automation (TiA-Trust) from [37], which consists of 5
questions. The questions were answered using a 5-point Likert scale ranging from 1: Strongly Disagree
to 5: Strongly Agree.

Affinity for Technology (ATI). We regard ATI as a moderator variable in our study. To gauge the
extent of participants’ affinity for technology interaction, we employ the ATI scale developed by [19].
This scale, though not essential to all research topics, will enrich our discussion section. It comprises
a 9-item questionnaire with a 6-point Likert scale, measuring the enthusiasm of consumers towards
embracing new technological systems.

Usability. To evaluate user usability and their inclination towards adopting the interfaces, we use a
simplified model for expedient and straightforward assessment. This mode consists of 15 questions
derived from the ’User-Centric Evaluation Framework for Recommender Systems’ questionnaire [52].
The questions cover a range of facets, such as Quality of Recommended Items, Interaction Adequacy,
Interface Adequacy, Perceived Ease of Use, Perceived Usefulness, Attitudes, and Behavioral Inten-
tions. We obtain a ’usability score’ for each response by averaging the scores across these parameters.

User behavior. We scrutinize participant behavior based on three criteria: accuracy, time spent, and
the number of houses viewed. We examine the accuracy of the user’s submission to determine whether
the accuracy level of the decision support system—high or low—affects user behavior, given that each
scenario has only one correct answer. To gain insight into how different interfaces might influence user
behavior, we also track the time participants spend on active tasks and the number of houses they
view.
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4.3. Participants.
The study by [43] indicates that conversational interfaces can effectively be used for crowdsourcing
microtasks, yielding high worker satisfaction without any negative impact on task execution time or job
quality. Prolific, an online crowdsourcing platform, was utilized to recruit participants for user research.
Participants were compensated at a rate of £7.50/h upon successful completion of the assignment.
The requisite sample size was determined via a power analysis for an Analysis of Covariance (AN-
COVA) using G*Power [17]. This analysis was based on the following assumptions: an effect size of
0.25 (indicating a moderate effect), a significance level (𝛼) of 0.05 / 6 = 0.008 (adjusted for the testing
of 6 hypotheses to control the family-wise error rate), and a statistical power (1- 𝛽) of 0.8 (suggesting
an 80% probability of detecting a true effect if it exists). The number of groups (i.e., 6), degrees of
freedom (i.e., 5), and the number of covariates (i.e., 2) for each hypothesis were considered in the
calculation. Based on these parameters, a total sample size of 305 participants was needed for the ex-
periment. Considering the complexity of engaging with our conversational agent. We use the following
pre-screening criteria:

• First language is English.

• Age above 18.

• A minimum approval rate of 90%.

• No prior participation in any other experimental condition.

Participants who met these criteria were permitted to participate in the research. An age limit was
implemented due to legal considerations, and the language requirement ensured that participants were
capable of comprehending the scenarios and effectively communicating with the bot.

4.4. Procedure
Upon obtaining participant consent, instructions specific to the experimental condition were provided,
followed by directing participants to the appropriate interface. An overview of the workflow is depicted
in Figure 4.1.

Figure 4.1: Workflow overview of the experiment procedure.

First, participants were evenly distributed across the six conditions (i.e., two conditions are text-
based, and four conditions are voice-based). Second Prior to commencing the tasks, participants need
to agree on a consent form (cf. Consent Form in the appendix) and responded to a series of pre-task
questions regarding their affinity to conversational agents. Subsequently, participants were assigned
two tasks, each featuring a housing search scenario of comparable difficulty but varying AI accuracy.
For both voice-based and text-based CUI, we prepare respective instruction videos explaining how to
interact with the agent. (Check text-based2 and voice-based3 videos on Youtube). Upon task comple-
tion, participants were directed to a post-task questionnaire evaluating trust and usability in relation to
the system’s recommendations.
2https://youtu.be/PC-_rHG3tsI
3https://youtu.be/lmHy6xf1qq4
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4.5. Data Preprocessing
We now have the knowledge to conduct the experiment after fully understanding the experimental
setup. Data preparation must be done prior to evaluating the retrieved submissions. After all, before
the gathered data can be translated into metrics that can be analyzed, it must be manually checked for
quality control, evaluated by people for job performance, or changed from raw logs. The procedures
followed before the findings are presented are described in this chapter. Overview of data collected:

• Total cost for recruiting crowd workers: £616.67

• Valid Submissions: 151

• median time of completion: 19.09 minutes

• Valid Submissions per group: 27, 26, 22, 24, 25, 27

• ordering for the system with high or low accuracy: 89 participants received the first system with
high accuracy, followed by low accuracy. 90 participants received the opposite ordering.

• The tasks completed in each scenario are as follows: 21, 40, 35, 37, 39, 39, 40, 47, 30, 30.
While the distribution is perfectly balanced, we ensured that all scenarios had similar difficulties
by incorporating four constraints. This approach mitigates any potential bias effects.

Despite quality control, mistakes may happen. Thus, all submissions undergo manual quality
checks. We provide the number of rejected submissions and reasons as follows:

• Pilot study submission: We had done a pilot study so we can reflect and improve usability
based on the results. We need to remove their submissions. 10 submissions are removed.

• Failed attention checks: 7 submissions have been rejected. 4 submissions are rejected after a
failed attention check. 3 individuals fail both attention tests.

• Invalid submission: 6 submissions are rejected. These participants input the incorrect comple-
tion code on Prolific (the method used to verify study completion).

• Outliers: 4 submissions were excluded. 3 users select all ”strongly disagree” for the TiA-Trust
survey, and 1 user selects all ”strongly disagree” for the usability survey.

• Operation issues: 17 submissions are removed because the experiment variables are not
properly modified.

• Unexpected time spent: 26 data sets are removed (each user contributed two data sets due
to two tasks). The time spent on each task should fall within a range of 2 to 10 minutes, so we
excluded times exceeding 10 minutes and falling below 2 minutes. Regarding the participant who
spent more than 7 minutes, we manually checked their logs with the chatbot, and we confirmed
that this unexpectedly long time was not due to a system lag.

As for the collected data, the data collection was exported from a MongoDB database containing
the submitted arguments and answers from the pre-and post-task questionnaires. The raw data were
processed using Jupyter Notebook which allows us easily view the data frame chances in every stage.
The dataset containing the original analysis scripts (i.e., Jupyter Notebook files) used to pre-process
the data is published on Google Drive 4.

Statistic tests. After data are processed using Python, we need to select appropriate statistic tests.
Table 4.2 presents an overview of all the variables considered in our study. Characterizing data types
and value types prior to hypothesis testing is crucial as it guides us to find appropriate statistical tests5.

4https://drive.google.com/drive/folders/1_X64LR85tewIk7hxDO10arIJEwqPARoL?usp=sharing
5https://timdraws.net/files/StatisticalTestFinder.pdf
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Variable Type Variable Name Value Type Value Scale
Emotional Expressiveness

(IV)
Prosodic expressiveness Categorical [low, high]
Lexical expressiveness Categorical [low, high]

Interaction (IV) Modality Categorical [voice, text]
Trust (DV) TiA-Trust Likert 5-point, 1: strong distrust, 5: strong trust

Usability (DV) Usability Likert 5-point, 1: low, 5: high

User Behavior
(DV)

Submission Accuracy Continuous, Interval [0.0, 1.0]
Time Spent (mins) Continuous [0, 10]

Submissions viewing all recommendations Continuous, Interval [0.0, 1.0]

Covariates ATI Likert 6-point. 1: low, 6: high
TiA-PtT Likert 5-point. 1: strong distrust, 5: strong trust

Table 4.2: Variables considered in our experimental study. “DV” refers to the dependent variable. “IV” refers to the independent
variable.

In the initial formulation of our hypothesis, we elected not to incorporate covariates due to two pri-
mary factors. Firstly, our preliminary data did not provide substantial evidence to warrant their inclusion.
Secondly, our objective was to maintain the focus and simplicity of our hypothesis, thereby minimizing
the risk of inflating the Type I error rate by overcomplicating the hypothesis. Table 4.3 shows a overview
of statistical tests of hypotheses.

Hypothesis Conditions IV DV Statistical
test

H1a
H1b
H2a

pairwise comparisons across
all conditions (1 through 6)

Prosody
Word TiA-Trust Two-way ANOVA

Post-hoc tukey test

H1c
H1d
H2b

pairwise comparisons across
all conditions (1 through 6)

Prosody
Word Usability Two-way ANOVA

Post-hoc tukey test

Table 4.3: Overview of the statistical tests and variables used to test the hypotheses.

However, as our study progressed and we collected more comprehensive data, the significance
of two covariates emerged. Recognizing their potential influence, we elected to incorporate them into
our subsequent hypothesis testing. It should be noted that this adaptation in our analysis strategy was
motivated by the evolving understanding of our data set and the relevance of these covariates therein.
We chose to reserve the discussion of these covariates and user behaviors for the discussion section
of our thesis rather than amend our initial hypothesis. Thus, we took extra statistical tests as follows
(cf. Table 4.4):

Covariates IV DV Statistical
test

PtT_trust
ATI

Prosody
Word TiA-Trust Two-Way ANCOVA

PtT_trust
ATI

Prosody
Word Usability Two-Way ANCOVA

Prosody
Word Submission Accuracy Kruskal-Wallis H Test

Prosody
Word Time Spent Kruskal-Wallis H Test

Prosody
Word Submission Viewing All Recommendations Kruskal-Wallis H Test

Prosody
Word Number of Viewed Recommendations Kruskal-Wallis H Test

Table 4.4: Overview of the follow-up statistical tests.





5
Results

In this chapter, we presented the descriptive statistics of the study data, hypothesis test results, and
exploratory findings.

5.1. Descriptive Statistics
To ensure the quality of user response, we filter out participants who failed any attention check in our
study. Finally, we have 151 valid submissions to test the hypotheses. All participants are balanced
across six experimental conditions (cf. Table 5.1)

User Interface Low word High word Total
Text-based interface 27 26 53

Voice-based
Interface

Low prosody 22 24 46
High prosody 25 27 52

Total 74 77 151

Table 5.1: The number of valid submissions per experimental condition.

The gender distribution was fairly balanced (male: 48.3%, female: 51.7%). The mean age of the
participants was 36.68 years (SD = 13.59), with the youngest participant being 18 years old and the
oldest participant being 77 years old.

In table 5.2, we show the descriptive statistics for the trust and usability scores across CUIs, varying
in modality and emotional expressiveness.

User Interface Prosody Word TiA-Trust
(M ± SD)

Usability
(M ± SD)

Voice-based
Interface

low low 3.41 ± 0.69 3.53 ± 0.56
low high 3.85 ± 0.51 3.91 ± 0.51
high low 3.30 ± 0.90 3.42 ± 0.61
high high 3.23 ± 0.72 3.68 ± 0.60

Text-based
Interface

- low 3.64 ± 0.95 3.84 ± 0.56
- high 3.57 ± 0.73 3.79 ± 0.52

Table 5.2: TiA-Trust and Usability grouped by interface type, prosodic expressiveness, and lexical expressiveness.

5.2. Hypothesis Tests
To address the hypotheses, we used an alpha level of .05. And the conditions highlighted below can
be found in Table 4.1

19
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H1a: effect of prosodic expressiveness on building user trust.
To analyze the main effect of prosodic expressiveness (i.e., low pitch and high pitch) on building user

trust, we need to compare the result from Condition 1 to Condition 3, and Condition 2 to Condition
4. A two-way ANOVA test was conducted. The result (cf. Table 5.3) showed significant effects of
prosody (p < 0.05) on the TiA-Trust. Through a follow-up Tukey HSD tests, no significant difference
is found between any pair of groups. This indicates that our experimental results do not provide any
support to the impact of prosodic expressiveness on building user trust. Thus, H1a is rejected.

H1b: effect of lexical expressiveness on building user trust.
To analyze the main effect of lexical expressiveness (i.e., less-expressive and expressive word) on

building user trust. We need to compare the result from Condition 1 to Condition 2, Condition 3
to Condition 4, and Condition 5 to Condition 6. A two-way ANOVA result (cf. Table 5.3) shows no
significant effect of word on building user trust (p>0.05), thus it is not necessary to conduct a follow-up
comparison. H1b is rejected.

H1c: effect of prosodic expressiveness on perceived usability
To analyze the main effect of prosodic expressiveness (i.e., low pitch and high pitch) on usability,

we need to compare the result from Condition 1 to Condition 3, and Condition 2 to Condition 4.
The two-way ANOVA results 5.4 show no significant effect of prosody on perceived usability (p>0.05).
H1c is rejected.

H1d: effect of lexical expressiveness on perceived usability
Similar to H1b, To analyze the main effect of lexical expressiveness (i.e., less-expressive and ex-

pressive word) on perceived usability, we need to compare the result from Condition 1 to Condition 2,
Condition 3 to Condition 4, and Condition 5 to Condition 6. A two-way ANOVA test was conducted.
The result (cf. Table 5.4) showed significant effects of word (p < 0.05) on usability. A post-hoc Tukey
test(cf. Table 2.6) was performed. we found a significant difference (p<0.05) between condition low
prosody, high-expressive words and high prosody, low-expressive words, indicating the usability
score of the former was significantly higher than the latter. The interaction effect is partially supported.
However, the results do not provide any direct support for the impact of lexical expressiveness on
perceived usability, H1d is rejected.

H2a: effect of modality on building user trust
To analyze the main effect of modality (i.e., voice vs text) on building user trust, we need to compare

the result from Condition 1,3 to Condition 5, and Condition 2,4 to Condition 6, while the lexical
expressiveness is controlled as ”low”. We can approximately consider text-based CUI to have prosody
as ”none” to conduct a two-way ANOVA. The result (cf. Table 5.3) showed significant effects of prosody
(p < 0.05) on the TiA-Trust. However, the follow-up Tukey HSD test shows no significant difference
between any pair of groups. This indicates the experimental results do not provide any to support the
impact of modality on building user trust. Thus, H2a is rejected.

H2b: effect of modality on perceived usability
Similar to H2a, to analyze the main effect of modality (i.e., voice vs text) on perceived usability, we

need to compare the result from Condition 1,3 to Condition 5, and Condition 2,4 to Condition 6,
while the lexical expressiveness is controlled as ”high”. The result (cf. Table 5.4) showed significant
effects of word (p < 0.05) on usability. However, the follow-up Tukey HSD test shows no significant
difference between the text-based group and the voice-based group. Thus, H2d is rejected.

Factor Sum of Squares df F p
Prosody 4.047 2.0 3.360 0.037
Word 0.467 1.0 0.775 0.380

Prosody:Word 2.190 2.0 1.818 0.166
Residual 87.334 145.0 - -

Table 5.3: Results of a two-way ANOVA on TiA-Trust against Prosody and Word.
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Factor Sum of Squares df F p
Prosody 1.668 2.0 2.547 0.082
Word 1.487 1.0 4.540 0.035

Prosody:word 1.301 2.0 1.987 0.141
Residual 47.487 145.0 - -

Table 5.4: Results of a two-way ANOVA on Usability against Prosody and Word.

In summary, all the hypotheses were rejected. Our experimental results do not provide any support
to the impact of prosodic expressiveness or lexical expressiveness on building user trust and per-
ceived usability. However, we found a significant difference (p<0.05) between condition low prosody,
high-expressive words and high prosody, low-expressive words. The interaction effect is partially
supported.

5.3. Exploratory Findings
5.3.1. User Behavior across CUIs
To further analyze the impact of prosodic expressiveness, lexical expressiveness, and CUI modali-
ties, we compared participants’ behaviors across experimental conditions. To this end, we considered
participants’ accuracy, efficiency (i.e., time spent), round of interactions, and the number of viewed
recommendations. Although no significant differences were found among different experimental con-
ditions for these behaviors, we would like to share some findings from the result (cf. Table 5.5)

Submission accuracy: For voice-based CUI, We observe the biggest increase in submission ac-
curacy is from 72.2% to 88% when the prosodic expressiveness rises from low to high as the lexical
expressiveness is low. It showed the highest submission accuracy (88%) when both prosodic expres-
siveness and lexical expressiveness scores were high. In the text-based CUI, the submission accu-
racy in conditions with low and high lexical expressiveness scores was fairly close (84.0% and 81.5%),
suggesting that lexical expressiveness does not play a significant role in both voice-based and text-
based CUIs. Overall, text-based CUI (82.75%) has a higher submission accuracy than voice-based
CUI (77.37%).

Time Spent: An observation is the overall higher interaction time on voice-based CUI (4.01 min) as
compared to text-based CUI (3.47min). This could potentially be attributed to the nature of interaction in
voice-based CUIs, where participants are required to both talk to and listen from the CUI. This process
could be more time-consuming than the typing and reading activities involved in text-based CUIs.

Submission viewing All Recommendations: In the voice-based CUI, the percentage of users who
viewed all recommendations seemed to increase as prosodic expressiveness and lexical expressive-
ness increases from low to high. For instance, we can see an increase from the condition low prosodic
expressiveness and low lexical expressiveness to condition high prosodic expressiveness and
low lexical expressiveness and from high prosodic expressiveness and low lexical expressive-
ness to high prosodic expressiveness and high lexical expressiveness. In contrast, in text-based
CUIs, more users appeared to view all recommendations in the condition with low lexical expressive-
ness compared to high lexical expressiveness. Overall, the percentage of submissions viewing all
recommendations in text-based CUI (46.4%) is higher than in voice-based CUI (37.5%).

Number of Viewed Recommendations : This data indicates the total number of houses viewed by
each participant in two tasks. Each participant will view at least 4 houses in total, and they can submit
the right houses after viewing at least 7 houses in total. In the voice-based CUI, the percentage of
users who viewed all recommendations seemed to increase as the emotional lexical expressiveness
increases from low to high. For instance, we can see an increase from the condition low prosodic
expressiveness and low lexical expressiveness (i.e., 6.33) to condition low prosodic expressive-
ness and high lexical expressiveness (i.e., 7.26) and from high prosodic expressiveness and
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low lexical expressiveness (i.e., 6.46) to high prosodic expressiveness and high lexical expres-
siveness (i.e., 7). In contrast, in text-based CUIs, users appeared to view more recommendations in
the condition with low lexical expressiveness (i.e., 9.64) compared to high lexical expressiveness (i.e.,
7.81), and this is aligned with the Submission viewing of all recommendations. Overall, the number of
Viewed recommendations in text-based CUI (i.e., 8.73) is higher than in voice-based CUI (i.e., 6.76).

User Interface Prosody Word Submission
Accuracy(%)

Time Spent(mins)
(M ± SD)

Submission Viewing
All Recommendations(%)

Number of Viewed
Recommendations

(M ± SD)
low low 72.2 4.09 ± 1 66.67 6.33 ± 1.47
low high 72.2 3.83 ± 0.95 74.07 7.26 ± 2.89
high low 77.08 3.9 ± 0.88 79.17 6.46 ± 1.08

Voice-based
Interface

high high 88.0 4.21 ± 1.08 84 7 ± 2.68
- low 84.0 3.3 ± 1.34 92 9.64 ± 8.56Text-based

Interface - high 81.5 3.64 ± 1.47 81.48 7.81 ± 4.01

Table 5.5: Conversational interface user behaviour analysis.

5.3.2. Further Analysis on TiA-Trust

In addition to the role of prosodic expressiveness and lexical expressiveness on trust. In this section,
we further explore the impact of interaction effect and covariates (i.e., ATI & TiA-PtT). To illustrate the
impact of prosodic expressiveness, we showed the interaction plot in Figure 5.1. It is worth noting that,
the two lines based on different lexical expressiveness are not parallel. The interaction effect indicates
that high lexical expressiveness combined with low prosodic expressiveness yielded the highest trust,
and conversely, high lexical and prosodic expressiveness resulted in the lowest trust. We found that
changes in prosodic expressiveness (from low to high) substantially affect trust levels, regardless of
the level of lexical expressiveness. Thus, it suggests that prosodic expressiveness has a substantial
impact on the relationship between TiA-Trust and lexical expressiveness.

In our subsequent analysis (cf. Table 5.6), we conducted a two-way Analysis of Covariance (AN-
COVA) to control for the effects of TiA-PtT and ATI after finding non-significant effects from the initial
two-way ANOVA. The results of the ANCOVA indicated that neither prosody expressiveness levels
nor lexical emotional expressiveness significantly influenced the user’s TiA-Trust when controlling for
TiA-PtT and ATI. Additionally, the interaction between prosody expressiveness and lexical emotional
expressiveness also failed to reach statistical significance. In contrast, both TiA-PtT (F= 115.2, p<
0.001) and ATI (F= 11.03, p= 0.001) were found to be significant covariates, exerting a substantial
impact on the TiA-Trust. We used Spearman’s Rank Correlation to test the relationships between TiA-
trust, TiA-PtT, and ATI. We found strong positive correlations between TiA-trust and TiA-PtT (r(149) =
0.667, p< 0.001) and between TiA-trust and ATI (r(149) = 0.334, p< 0.001).

Thus, after controlling for these variables, the primary factors of interest - prosody and word ex-
pressiveness - did not demonstrate a significant effect on TiA-Trust in the AI-assisted decision-making
context.
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Figure 5.1: Interaction Plot for TiA-Trust.

Factor Sum of Squares df F p
Prosody 0.519 2.0 0.862 0.425
word 0.001 1.0 0.000 0.979

Prosody:word 1.794 2.0 2.979 0.054
TiA-PtT 34.69 1.0 115.2 <0.001
ATI 3.323 1.0 11.03 <0.001

Residual 43.07 143.0 - -

Table 5.6: Two-way ANCOVA on TiA-Trust.

5.3.3. Further Analysis on Usability
In this interaction plot 5.2, the lines are parallel. This indicates no interaction effect occurs.

Figure 5.2: Interaction Plot for usability.
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To further analyze the impact of covariates on usability, a two-way Analysis of Covariance (AN-
COVA) (cf. Table 5.7) was adopted to control for the potential impact of ATI and TiA-PtT on usabil-
ity, following our initial finding of the significance of lexical expressiveness from the two-way ANOVA.
Upon examining the ANCOVA results, neither prosodic expressiveness nor lexical expressiveness sig-
nificantly influenced the user’s perception of usability, once ATI and TiA-PtT were taken into account.
Similarly, the interaction effect between prosody expressiveness and lexical emotional expressiveness
was not significant. On the other hand, the covariates ATI (F= 18.732, p< 0.001) and TiA-PtT (F=
31.229, p< 0.001) were found to exert substantial influence on usability, both reaching a highly signifi-
cant level. We used Spearman’s Rank Correlation to test the relationships between usability, TiA-PtT,
andATI. We found strong positive correlations between usability and TiA-PtT (r(149) = 0.466, p< 0.001)
and between usability and ATI (r(149) = 0.402, p< 0.001).

Therefore, after controlling for these covariates, our primary variables of interest - prosody and word
expressiveness - did not show a significant impact on usability. These results underline the importance
of these covariates in the perception of the usability of a conversational agent.

Factor Sum of Squares df F p
Prosody 0.205 2.0 0.444 0.642
word 0.493 1.0 2.134 0.146

Prosody:word 0.639 2.0 1.382 0.254
ATI 4.329 1.0 18.732 <0.001

TiA-PtT 7.217 1.0 31.229 <0.001
Residual 33.045 143.0 - -

Table 5.7: Two-way ANCOVA on usability.

5.3.4. Ordering Effect
The study design incorporated two task orderings to mitigate the impact of system accuracy on partic-
ipants’ responses. In the first task ordering, participants were initially presented with a task featuring
immediate correct recommendations. Subsequently, they encountered a task with 3 incorrect recom-
mendations, followed by the option to click the ”view more recommendations” button for access to 3
additional houses, one of which contained the correct house. The second task ordering followed the
opposite order. Importantly, the occurrence of each task ordering was evenly distributed. This investi-
gation aimed to explore the influence of task ordering on the TiA-Trust and usability of participants.

An independent samples t-test (cf. Table 5.8) was conducted to compare the responses of par-
ticipants who received task ordering 1 (n = 72, M = 3.49, SD = 0.84) and participants who received
task ordering 2 (n = 79, M = 3.52, SD = 0.74). The results revealed no significant difference between
the two groups (t(149) = -0.20, p = 0.84). Similarly, an independent samples t-test was conducted to
compare the responses of participants who received task ordering 1 (n = 72, M = 3.65, SD = 0.58)
and participants who received task ordering 2 (n = 79, M = 3.74, SD = 0.59). The results revealed no
significant difference between the two groups, t(149) = -0.20, p = 0.84.

Therefore, it can be concluded that the Usability and TiA-Trust of the two groups are not biased
by task ordering effect.

System accuracy
in task 1

System accuracy
in task 2

TiA-Trust
(M ± SD)

Usability
(M ± SD)

task ordering 1 High Low 3.49 ± 0.84 3.65 ± 0.58
task ordering 2 Low High 3.52 ± 0.74 3.74 ± 0.59

Table 5.8: Task ordering effect analysis.

5.3.5. Compliance with Scenario
Our experiment involved 10 scenarios with 4 constraints each. Participants had to provide at least
2 inputs to receive recommendations from the system. If the inputs were less than 4, the system
prompted them to complete all preferences for better results. The mean number of inputs across all
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groups was above 7, indicating high compliance with the system’s suggestions. However, in the ”high
- low” condition, one outlier entered 10 preferences in two tasks, skewing the mean (8.04).

Table 5.9 shows the mean and standard deviation for the number of inputs for each condition.
Overall, the number of participants’ inputs in the text-based CUI (i.e., 7.77) was close to that of the
speech-based CUI (i.e., 7.87). Both numbers are close to 8. Thus, people are willing to input all
constraints. To further analyze the difference, we conducted Kruskal-Wallis H Test to examine the
differences among the 6 conditions. The result H(5) = 5.15, p = 0.40 indicates no significant differences
among the conditions. Thus, we may conclude that the willingness to enter constraints is not influenced
by emotional expressiveness or the modality of interaction.

Interface Prosody Word Number of Inputs
(M ± SD)

Voicebased Interface

low low 7.74 ± 0.80
low high 7.89 ± 0.83
high low 8.04 ± 0.45
high high 7.8 ± 0.49

Textbased Interface - low 7.8 ± 0.80
- high 7.74 ± 0.75

Table 5.9: Mean and Standard deviation of number of inputs per condition.

5.3.6. Qualitative Feedback Analysis

In total, we have 29 valid responses from participants, which can be used to analyze user opinions and
feedback to our CUIs. We manually annotated the user sentiment (positive / negative) and reasons
for the sentiment (cf. Table 5.10). The positive sentiment encapsulated the users’ intrinsic interest and
the enjoyment they derived from the system’s utilization. On the contrary, negative responses were
predominantly driven by concerns over voice recognition, user interaction speed, system flexibility, and
an inherent distrust of chatbots. We present exemplar feedback (cf. Table 5.11) to provide a more
comprehensive understanding of the user experience.

Although the voice-based CUI (i.e., 98) has nearly twice the number of participants compared to
its text-based counterpart (i.e., 53). Out of the responses from the voice-based CUI, 17 conveyed
negative sentiments against a mere 2 positive sentiments. In contrast, the text-based CUI yielded 5
positive sentiments against 7 negative sentiments. These results might suggest that, despite having
fewer participants, the text-based interface could be more favorably received than the voice-based CUI.

Sentiment Reason Voice-based
CUI

Text-based
CUI Total

Negative
sentiments

Voice recognition 8 -

22Interaction Speed 5 -
control and flexibility 2 3
Distrust of chatbot 2 2

Positive
sentiments

interesting,
enjoyment 2 5 7

Total 19 10 29

Table 5.10: Feedbacks per reason under voice-based and text-based CUIs.
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Sentiment Reason Participant Feedback

Positive
Interesting (1) Really interesting system!

(2) It was an interesting task. Thank you.

Enjoyment
(1) it all seems very straight forward!
(2) Hello - just completely your task and just wanted to say that I really
enjoyed it! :)

Negative

Voice
Recognition

(1)Doesn’t pick up certain accents
(2)the system was hard to use, it kept getting my words wrong.
it was frustrating

Interaction
Speed

(1)It was fine but the system was slow. I’d expect it to be faster than
using filters provided in a drop down menu.
(2)I didn’t feel in control of the process and it felt slow and awkward.

Control And
flexibility

(1)didn’t like the mix of buttons to select and voice options,
would have preferred one or the other.
(2)I would like to input more than one criteria at a time

Distrust of
Chatbot

(1)I usually like to visit somewhere in person or see a video. I think
it’s a good tool to narrow down choices of places to live but not to
actually go ahead and sign a contract.People may not trust the system.
(2)The system is beneficial but I would still be hesitant about trusting the
info, input data can be captured incorrectly and the system will not know
if there were errors in the user input

Table 5.11: Example of participants’ responses Regarding the usability and trust of the system.

A detailed analysis of reasons for the negative sentiments that the voice-based Computer User In-
terface (CUI) may have some significant areas that need improvement. Firstly, many users reported
issues with the voice recognition feature, particularly in recognizing accents. This indicates that the
system may not have a comprehensive enough dataset to accurately understand and respond to di-
verse accents even though our participants all have English as their first language. The voice-based
CUI may need to improve its ability to understand different accents, making it more accessible and user-
friendly for a broader range of users globally. Secondly, users expressed dissatisfaction with the speed
of interaction, indicating that the system is not as responsive as they expect. This could involve de-
lays in processing voice commands or providing output. Nowadays, users expect near-instantaneous
responses, and any obvious delay can lead to frustration and decreased overall usability. Thirdly, con-
trol and flexibility, shows that users desire a more streamlined and efficient user experience. For
example, feedback suggests that users disliked the combination of selecting options via buttons and
using voice commands. They would have preferred a consistent mode of interaction - either all voice or
all button-based. This signals a need for the design to offer a more uniform interaction pattern. Lastly,
4 participants mention Distrust issue. Users are hesitant to rely on it for significant decisions and
are concerned about potential data inaccuracies. The implications of qualitative analysis for designing
interfaces for DSS are further discussed in the discussion section 6.4.
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Discussion

This chapter discusses the limitations of our experiment and highlights the key conclusions of our
experiment. To further explain our findings, we identified a potential cause — uncanny valley effect.

6.1. Potential Cause: Uncanny Valley Effect
From the result, we observe an increase in usability and trust from conditions low prosodic and lexical
expressiveness to low prosodic expressiveness and high lexical expressiveness and a drop
when shifting to high prosodic and high lexical expressiveness. Zhu et al. [76] identify that increased
prosodic expressiveness can result in both higher human likeness and emotional expressiveness. This
discovery points to a sequential hierarchy of perceived emotional expressiveness and human likeness
given that we employed a similar setup for the manipulation of prosody and word:

“Less-expressive word and prosody” ≈ “Expressive word” < “Expressive prosody” ≈
“Expressive word and prosody”

The envisioned scenario is that the trust score is in accordance with the same sequential hierar-
chy. However, Table 5.6 shows that the trust score increase and then decreases as the emotional
expressiveness and human-likeness increase. Additionally, our results demonstrate a significant pos-
itive correlation between TiA-Trust and Affinity (r(149) = 0.334, p < 0.001). In an effort to encapsulate
these findings, one potential explanation is the ”uncanny valley” theory [46], which suggests that as
an entity adopts an increasingly human-like appearance, its emotional response or affinity amplifies
positively until abruptly declining into a negative sentiment.

Figure 6.1 hypothesize how TiA-Trust is moderated by emotional expressiveness in line with the un-
canny valley theory (Affinity is moderated by human-likeness). Our analyzed graph depicts a proximal
level of emotional expressiveness between the conditions ”Less-expressive word and prosody” and
”Expressive word,” both trailing behind ”Expressive prosody” and ”Expressive word + prosody.” These
results cohere with our organized statistical findings 5.2. We infer that elevated emotional expressive-
ness and human-likeness, associated with expressive prosody (as validated by Zhu et al. [76]), exert
an inverse effect on the affinity, which bears a substantial correlation with TiA-Trust.

To enhance the persuasiveness of these observations, further research could deploy an even
broader range of emotional expressiveness conditions. Specifically, we could implement a study us-
ing a linear regression model to delve into whether varying levels of emotional expressiveness have
a significant influence on anthropophilic or uncanny reactions. The model would take into account
fixed aspects like the conditions of lexical expressiveness and prosodic expressiveness, as well as
the ratings for human likeness and likability of CUI. Interaction between these elements should also
be considered. The key objectives of the study would be to ascertain if the level of human-likeness
rated by participants has a direct impact on the trust of the CUI and to evaluate the interaction between
human-likeness ratings and prosody conditions.

27
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Figure 6.1: The graph (adapted from [46]) proposed a relation between the emotional expressiveness of the voice-based CUI,
and the TiA-Trust of it.

6.2. Trust and Usability in CUIs
Our exploration focused on the effects of prosodic expressiveness and lexical emotional expressive-
ness on user trust and usability in conversational agents. In addition, we investigated the influence
of voice-based and text-based Conversational User Interfaces (CUIs) on user trust and usability in
AI-assisted decision-making.

For trust, as measured by the TiA-Trust, it was found to be significantly influenced by prosody, with a
p-value of 0.037 from our two-way ANOVA test. However, no significant pairwise differences between
prosodic and lexical expressiveness were found via the post-hoc analysis. Subsequent Analysis of
Covariance (ANCOVA) suggested that neither prosodic expressiveness nor lexical expressiveness had
a significant influence on user trust when factors such as TiA-PtT and ATI were controlled. In contrast,
both TiA-PtT (F= 115.2, p< 0.001) and ATI (F= 11.03, p= 0.001) were determined to be significant
covariates that exert influence on user trust. The relationship between trust and lexical expressiveness
was also found to be contingent on prosody, as evidenced by our interaction plot.

Turning to usability, the two-way ANOVA test unveiled a significant effect of prosody (F= 2.547,
p= 0.035). A post-hoc test further revealed that significant differences existed between the condition
(high prosodic expressiveness, low lexical expressiveness) and condition (low prosodic expressive-
ness, high lexical expressiveness). Usability scores were significantly higher in the condition: low
prosodic expressiveness, and high lexical expressiveness. However, subsequent ANCOVA findings
indicated no significant influence on usability when factors such as ATI and TiA-PtT were controlled.
Instead, ATI (F= 18.732, (p< 0.001) and TiA-PtT (F= 31.229, (p< 0.001) were found to be significant
covariates exerting substantial influence on usability.

Regarding the comparison between voice-based CUI and text-based CUI, our study found no signif-
icant difference in user trust and usability between the two modalities, thereby challenging the assump-
tions that voice-based CUIs inherently foster greater user trust and perceived usability. In conclusion,
after controlling for the influence of significant covariates, neither prosody nor word expressiveness sig-
nificantly impacted user trust or usability. This underscores the importance of factors such as TiA-PtT
and ATI in shaping perceptions of trust and usability in a conversational agent.

6.3. Efficiency vs. Efficacy and the Role of Trust
Our research findings offer a nuanced insight into the efficiency and efficacy of text-based versus voice-
based CUIs, as depicted in Tables 5.5. When comparing the time required to complete tasks through
different CUIs, we found participants’ efficiency is slightly higher when using text-based CUIs. We
speculate that this discrepancy may be rooted in the interactive nature of voice-based interfaces, where
users are required to both speak and listen to responses, which potentially consumes more time than
text-based CUIs.
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Upon closer inspection of the voice-based CUI, we observed an intriguing pattern. The condition
characterized by high prosodic expressiveness and high lexical expressiveness resulted in the high-
est submission accuracy, at 88%. It also led to the highest percentage of participants reviewing all
recommendations, at 84%, despite having the longest task completion time, averaging 4.21 minutes.
A plausible interpretation of these findings might be that users, perhaps distrusting the conversational
interface, felt compelled to cross-verify the provided constraints and meticulously examine all recom-
mendations before selecting the appropriate house. Such behavior would invariably increase both the
time taken and the accuracy of the task.

Despite the higher peak accuracy achieved with voice-based CUIs, text-based interfaces had an
overall higher submission accuracy, at 82.75%, compared to the 77.37% achieved by their voice-based
counterparts. Furthermore, the efficiency of text-based interfaces stood out, with tasks being completed
approximately half a minute faster than with voice-based CUIs.

Our research diverges from previous studies [12, 25, 55] on trust and work performance, which pri-
marily focused on output quality and time spent on tasks. In contrast, we identify a trade-off among the
trust inspired by the interface, the active task completion time, and user performance. This expanded
perspective holds the potential to offer more detailed insights into the intricacies of user interactions
within CUIs.

6.4. Implications for Designing Conversational DSS
The results provide some insights into the impact of emotional expressiveness on the user trust and
usability of decision support systems. For future development, for the purpose of high usability and
trust, designers should consider implementing a voice-based CUI with low expressive expressiveness
and high lexical expressiveness. However, it has a lower submission accuracy for the task. This
suggests that we should be cautious against the over-trust of CUI. The goal is to facilitate proper trust
between the system and the user, avoiding over-trust or under-trust.

Upon deeper qualitative exploration, several observations were made. Firstly, voice recognition
is the primary reason for negative sentiment in voice-based CUI, even though all participants were
native English speakers, suggesting clear room for improvement. Secondly, a sense of frustration was
noticed among users, attributed to the slower interaction speed and lesser flexibility in voice-based
CUI, a scenario not present in text-based CUIs. This may be attributed to the voice-based CUI taking
longer to process and respond to natural language. As a whole, designers should be aware of the
shortcomings of voice-based CUI compared to text-based CUI.

In developing the conversational interface, we tried to maintain a sense of intelligence to build
user trust. Despite encouraging exploration within the CUI, unforeseen user behavior could pose a
challenge to designers in handling errors and crafting appropriate responses. In such cases, a lack of
appropriate response could trigger user frustration. However, developing a CUI capable of addressing
every possible scenario would pose significant implementation complexities.

Lastly, a theoretical proposition was made in explaining the reduction in trust as emotional expres-
siveness increased: the “uncanny valley” hypothesis. Mori et al.[46] explain the relation between the
human likeness and affinity for an entity:“I predict that it is possible to create a safe level of affinity by
deliberately pursuing a nonhuman design”. Thus the correlation between human likeness and affinity
suggests a judicious design approach that maintains a degree of human resemblance without straying
into the uncanny territory, thus ensuring an optimal level of affinity and, by extension, user trust.

6.5. Limitations
This current research possesses certain limitations that, if addressed, could pave the way for future
explorations in the field. In our study, housing recommendation is adopted as a realistic use case for
human-AI collaboration. This task may constrict the scope of discussion topics available to participants.
Although participants tend to be familiar with the house-hunting situation. Some may find the topic less
engaging, which could consequently result in lower ratings, independent of the various manipulations
employed in the study. In accordance with the research conducted by Folstad in 2021 [18], it could be
beneficial to transition the research domain from a predominantly formal context to one that is more
socially driven. The idea here is to shift from an objective, concise approach to a more personal,
informal one that allows for detailed, subjective discussions. For instance, Zhu et al. [76] apply the
topic of music in voice assistant, which might be more engaging.



30 6. Discussion

In our study, we utilized the platform, Prolific, for the purpose of data collection. The participant pool
consisted of a total of 345 individuals, of whom 184 were able to successfully complete the given task.
Conversely, we noted a total of 161 individuals who discontinued their participation prematurely. The
rationale behind this significant dropout rate could be attributed to several factors such as the task’s in-
herent complexity and the conversational user interface’s (CUI) usability. It is worth noting that despite
our efforts to facilitate task completion through means such as providing an instructional video and
elaborating instructions, the CUI’s usability still proved to be a challenge. Several influencing factors
were identified, which include but are not limited to: 1. Unfamiliarity: A considerable number of par-
ticipants were lacking in their understanding of the conversational agent and the requisite procedures
necessary for task completion. 2. Compatibility issues: Some users reported technical difficulties due
to specific web browsers not supporting voice input features. 3. Speed: Participants reported that
the voice-based CUI was less efficient in responding when compared to its text-based counterpart. 4.
Voice recognition: Certain factors, such as variances in accent and hardware quality, were found to
pose challenges in voice recognition. Furthermore, we found that even among those who successfully
finished the task, the workflow might have been perceived as irritating. Such negative experiences
could potentially have influenced their overall evaluation of the chat interface. In light of these findings,
future research initiatives are being planned. Lab investigations that will allow us to compare co-located
human-human interactions with those involving a chatbot will be conducted. This will not only provide
more nuanced insights into user behavior but also allow for more control over the experimental setup.

In addition to the focus on a single emotion, Future research efforts could broaden the scope to
encompass other emotions such as sadness and anger, investigating their possible influence on inter-
actions with voice-based CUIs. Moreover, these emotions could have a significant role in the formation
of trust, a factor that remains yet to be fully explored.

Our study did not include any survey to evaluate participants’ perceptions of emotional expressive-
ness in CUIs. This decision was made because existing research [76] found a significant influence
of prosodic expressiveness on emotional expressiveness. There is a recognition of the need for fur-
ther statistical validation due to the multiplicity of experimental designs in the field. Moving forward,
we propose the inclusion of a measurement scale to directly assess emotional expressiveness. We’re
considering options such as a 100-point scale, or alternatively, Likert scales with either 5 or 7 points.
The addition of such a metric would provide a more tangible and quantifiable measure of emotional
expressiveness, contributing to the robustness of the research methodology and results.

6.6. Future Work
Based on this study, the following recommendations for further research are given:

• In this work, the undertaking of house selection yields a concrete outcome, thereby exhibiting a
highly formalized nature. However, it may be advantageous to reorient the task towards a less
structured and more socially interactive paradigm. An example of this could involve transforming
the task to solicit advice or seek emotional support. This potential shift in focus is predicated on
the presumption that individuals exhibit a greater propensity to engage in dialogue with a chatbot,
rather than resorting to textual communication [18]. Indeed, people’s inherent sociability may lead
them to prefer interactions that mimic human conversation, thereby making such chatbot-assisted
tasks more appealing and engaging.

• The investigation into the interaction effect between prosodic expressiveness and lexical expres-
siveness, specifically concerning the uncanniness effect, has been relatively limited. Our re-
search, although not yielding significant evidence, aims to catalyze future studies.
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Conclusion

In this paper, we use an empirical study to understand how a conversational agent’s emotional expres-
siveness and modality influence user trust and usability in the domain of AI-assisted decision-making.
Our research methodology included a 2x3 between-subjects experimental design involving 151 valid
participants. We manipulated emotional expressiveness by modifying prosodic expressiveness (low vs
high) and lexical expressiveness (low vs high), which were delivered through two modalities (voice vs
text) in CUIs’ acknowledgments.

Overall, the experimental results are insufficient to conclude the impact of prosodic expressiveness
and lexical expressiveness on user trust and usability in CUIs. However, we find that the condition
with low prosodic expressiveness and high lexical expressiveness has the highest perceived usability
and trust among all conditions. Moreover, the interaction plot (cf. Figure 5.1) suggests the potential
interaction effects of prosodic expressiveness and lexical expressiveness on trust. In addition, we also
examined the ATI and TiA-PtT as covariates, both of which showed a strong positive correlation with
Trust and usability.

The results highlight the importance of considering other influential factors such as the user’s affinity
to technology and propensity to trust. And we hypothesize that emotional expressiveness in a CUI
at a point might detrimentally affect user trust and usability due to the potential uncanniness effect.
These findings can potentially benefit the design and development of conversational agents used in
AI-supported decision-making scenarios, by considering prosodic and lexical expressiveness.
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A Acknowledgement Templates
We provide some examples (cf. Figure 7.2) to illustrate how expressive acknowledgment templates
vary from less expressive acknowledgment templates in terms of lexical choice (cf. Figure 7.1). In
the chatbot implementation, we use this acknowledgment template to respond to users’ preference
inputs(cf. Figure 7.3).

emotionally less-expressive words

NRC Valence Arousal Dominance
see 0.625 0.269 0.312
yea 0.751 0.412 0.472
sure 0.724 0.27 0.793
ahhh 0.562 0.517 0.241
understood 0.780 0.441 0.686
noted 0.615 0.382 0.464
confirmed 0.760 0.490 0.764

emotionally more-expressive words
(valence score > 0.9)

perfect 0.98 0.471 0.87
wonderful 0.971 0.776 0.83
fantastic 0.969 0.696 0.831
great 0.958 0.665 0.81
congrats 0.93 0.726 0.775
nice 0.93 0.442 0.65
interesting 0.927 0.726 0.731
reasonable 0.902 0.337 0.726

Table 7.1: Example of emotionally ’less-expressive’ and ’more-expressive’ words and their scores for Valence, Arousal and
Dominance

Condition A (less-expressive words) Condition B (more-expressive words)
Bot: What is your preference?
Human: I want to stay for more than 6 months
Bot: Understood.(low prosody)

Bot: What is your preference?
Human: I want to stay for more than 6 months
Bot: That is wonderful.(low prosody)

Condition C(more-expressive Prosody) Condition D (more-expressive Words and Prosody)
Bot: What is your preference?
Human: I want to stay for more than 6 months
Bot: Understood.(high prosody)

Bot: What is your preference?
Human: I want to stay for more than 6 months
Bot: That is wonderful.(high prosody)

Table 7.2: A dialogue clip with different levels of acknowledgment for prosodic and lexical expressiveness.
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Preference
Category Emotionally less-expressive words Emotionally more-expressive words

Budget
• Understood, we can work within your
budget of xxx.

• Noted. we can find some options for
you at the budget of xxx.

• That is possible. With a budget of
xxx, there are options for a place to
call your own.

• Perfect, we can work within your bud-
get of xxx.

• Nice, we can find some options for
you at the budget of xxx.

• Awesome! With a budget of xxx,
there are options for a place to call
your own.

House type
• Hmm. You can find some xxx here.
• Oh, you’re looking for a xxx. I’ll keep
that in mind.

• Alright, you have a preference for
xxx.

• Fantastic! You can find some xxx
here.

• Terrific, you’re looking for a xxx. I’ll
keep that in mind.

• Wonderful, you have a preference for
xxx.

Commute
• Acknowledged. We’ll work with the
commute of xxx minutes to find your
dream home.

• I see. Your ideal scenario is a com-
mute time under xxx minutes.

• Yes. I’ve registered your desire for a
commute time of less than xxx min-
utes.

• Fabulous. We’ll work with the com-
mute of xxx minutes to find your
dream home.

• Marvelous. Your ideal scenario is a
commute time under 10 minutes.

• Brilliant. I’ve registered your desire
for a commute time of less than xxx
minutes.

Duration
• Ok! We can work within this duration
of xxx months.

• Right. Your preference is for a dura-
tion of xxx months. I’ll consider that
as we proceed.

• Okay. I’ve taken into account your
preference for a xxx month’s dura-
tion.

• Impressive! We can work within this
duration of xxx months.

• Remarkable. Your preference is for a
duration of xxx months. I’ll consider
that as we proceed.

• Extraordinary. I’ve taken into account
your preference for a xxx month’s du-
ration.

Near super-
market • Confirmed. Let’s explore homes that

near the supermarket
• Got it. you’re seeking a house that of-
fers easy access to a nearby super-
market.

• I see, I’ve taken note of your prefer-
ence for a house near a supermarket.

• Excellent. Let’s explore homes that
near the supermarket.

• Awesome. you’re seeking a house
that offers easy access to a nearby
supermarket.

• Outstanding, I’ve taken note of your
preference for a house near a super-
market.

Registration
• Noted. You want to register an ad-
dress. I’ll consider that.

• Understood, registering the address
with the house is important to you.

• Alright, you need to register the ad-
dress with the house.

• Superb. You want to register an ad-
dress. I’ll consider that.

• great. Registering the address with
the house is important to you.

• admirable, you need to register the
address with the house.

Table 7.3: Templates of using emotionally ’less-expressive’ and ’more-expressive’ words, to demonstrate acknowledgment.



B Activity Diagram of House Selection

Figure 7.1: Activity Diagram illustrates the interaction of user and chatbot
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C Consent Form
You are invited to participate in a research study on conversational agents. We are interested in un-
derstanding how people reason with conversational agents. Before deciding whether to participate, it
is important for you to understand why the research is being conducted and what it will involve. Please
read the following information carefully.

Purpose: The aim of this study is to analyze how individuals engage with conversational agents.
More specifically, you will be prompted to express your preferences for a house in response to a given
scenario. For each preference you articulate, we will supply a corresponding utterance to help you
express it.

Confidentiality: All data collected during the experiment will be treated as confidential. Your re-
sponses will be recorded anonymously and we will not collect any personally identifying information.

Consent: By clicking the ”Confirm and Continue” button on this page, you confirm that you have
read this consent form, understand the procedures involved in the experiment, and freely consent to
participate in the study. You also understand that your answers will be recorded for research purposes
and that your data will be kept confidential.

41


	List of Figures
	List of Tables
	Introduction
	Research Question
	Outline

	Related Work
	Trust in Human-Computer Interaction
	Decision Support System
	Role of Interfaces in Shaping User Trust
	Role of Emotion in Human-Computer Interaction
	Conversational Crowdsourcing

	Method and Hypotheses
	House Recommendation Task
	Dataset and Scenarios
	A Decision Support System for Housing
	Interface
	Implementation Details

	Hypotheses

	Study Design
	Experimental Conditions
	Measures
	Participants.
	Procedure
	Data Preprocessing

	Results
	Descriptive Statistics
	Hypothesis Tests
	Exploratory Findings
	User Behavior across CUIs
	Further Analysis on TiA-Trust
	Further Analysis on Usability
	Ordering Effect
	Compliance with Scenario
	Qualitative Feedback Analysis


	Discussion
	Potential Cause: Uncanny Valley Effect
	Trust and Usability in CUIs
	Efficiency vs. Efficacy and the Role of Trust
	Implications for Designing Conversational DSS
	Limitations
	Future Work

	Conclusion
	Bibliography
	A Acknowledgment Templates
	Activity Diagram of House Selection
	B Consent Form

