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What’s the problem?
Studies on identifying usability problems in user tests

ledere definitie van bruikbaarheidsproblemen waarin de ‘analist’ niet expliciet
wordt genoemd, is incompleet (dit proefschrift).

Het bepalen van overeenkomsten en verschillen tussen door analisten
gerapporteerde bruikbaarheidsproblemen is geen triviale onderneming
(dit proefschrift).

In een bruikbaarheidstest de onderzoeker een ‘paper prototype’ laten bedienen in
opdracht van de gebruiker, heeft toegevoegde waarde voor het inzicht krijgen in de
denkprocessen van deze gebruiker (dit proefschrift).

Onderzoek naar de kwaliteiten van bruikbaarheidsevaluatiemethoden zou niet
wezenlijk moeten verschillen van onderzoek naar de kwaliteiten van producten die
met die methoden onderzocht worden.

Het voorstel van Bevan (2008) om het begrip user experience te definiéren door het
in de ISO 13407 norm onderdeel te maken van het begrip usability, onderschat het
belang dat user experience heeft voor consumentenproducten (Bevan N., 2008, UX,
Usability and 1SO Standards. CHI’08).

Het principe van de DEVAN checklist is ook bruikbaar voor het opsporen van
problemen rond gebruiksbelevingen zoals plezier (Barendregt,W., 2006, Evaluating fun
and usability in computer games with children).

Parttime promoveren is bevorderlijk voor de diepgang van promotieprojecten.
Promovendi zijn gemakkelijker te begeleiden wanneer ze zentrainingen hebben
gevolgd waarin gewerkt wordt met Hisamatsu’s fundamentele koan “Als nu, in deze

situatie, wdt je ook doet, niets zal uithalen, wat ga je ddn doen?”.

Het leren schrijven van haiku in de traditie van de Japanse dichter Matsuo Bashd
stimuleert waardevrij observeren in de wetenschap.

Het veel gebruikte cliché “het is natuurlijk een cliché, maar...” maakt duidelijk dat
het gebruiken van clichés zowel gewenst als ongewenst is.

Arnold Vermeeren, Delft, 30 Maart 2009

Deze stellingen worden opponeerbaar en verdedigbaar geacht en zijn als zodanig goedgekeurd
door de promotor Prof. dr. H. de Ridder.




PrOpOSitionS accompanying the thesis:
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1 Any definition of usability problems without explicitly mentioning the ‘analyst’ is
incomplete (this thesis).

2 Determining differences and similarities between usability problems
reported by analysts is not a trivial endeavour (this thesis).

3 Using a ‘paper prototype’ controlled by the researcher in commission of a user
during a usability test, yields added value for gaining insight into the user’s thought
processes (this thesis).

4 Researchinto the qualities of usability evaluation methods should not be
fundamentally different from research into the qualities of products that
are evaluated using such methods.

5 Bevan’s (2008) proposal to define the term user experience by making it
part of the concept of usability in ISO standard 13407, underestimates the
importance of user experience to consumer products (Bevan, N., 2008, UX,
Usability and ISO Standards, CHI’08).

6 The principle of DEVAN’s checklist also holds for detecting problems
concerning user experiences such as fun (Barendregt,W., 2006, Evaluating fun
and usability in computer games with children).

7  Pursuing a Ph.D. in part-time is beneficial for the depth of the PhD project.

8 PhD candidates are easier to coach after they have undergone zen trainings
in which they practiced to use Hisamatsu’s fundamental koan “Right here

and now, if nothing you do will do, then what will you do2”.

9 Learning to write haiku in the tradition of the Japanese poet Matsuo Bash6
stimulates value-free observation in science.

10 The frequently used cliché “of course it is cliché, but...” indicates that using
clichés is both desirable and undesirable.

Arnold Vermeeren, Delft, 30 March 2009

These propositions are considered opposable and defendable and as such
have been approved by the supervisor, Prof. dr. H. de Ridder.
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“Bashé zei: ‘Leer over de pijnboom van de pijnboom, leer over de bamboe van de bam-
boe’. ‘Leer’ betekent hier: dring door tot het wezen van de dingen.”

Hattori Dohé over zijn haikuleraar Bashé in ‘Sanz6éshi: Akasoshi’’

“Ik werd geinspireerd door het verhaal van de beroemde zwaardsmeden Kan Chiang en
Mo Yeh die hun volledige toewijding gaven aan het vervolmaken van hun kunst.”

Matsuo Bashé, Het smalle pad naar het verre noorden

' Uit: W. Vande Walle. Basho, dichter zonder dak. Haiku en poétische reisverhalen. Leuven: Peeters, 1985.
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What’s the problem?
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chapter 1 Introduction

“What'’s the problem? Why does it not do what | want it to do?”
This is the kind of muttering researchers in a usability lab often hear
when users are having trouble performing a given task with the
product or prototype being tested. The activity the researcher is per-
forming in this situation is called conducting a usability test: a test to
find out what difficulties people run into when they are trying to use
a (newly designed) product. During the usability test and in inter-
views or analyses afterwards, the researcher will try to figure out
why the user experienced a given difficulty and what product charac-
teristics contributed to that. Once the problem is understood, a de-
signer can attempt to redesign the product’s characteristics so that
the chance of future users running into the same difficulty is mini-
mized.

This approach is part of a product or software design approach that
is often referred to as user-centered design. Usability tests are seen
as a key technique in user-centered design approaches. Although in
practice usability tests are often complemented with other methods
of getting input from prospective users, or dealing with a product’s
context of use (e.g., participatory design, co-design, applied ethnog-
raphy, contextual design; Steen, 2008), this thesis will focus on us-
ability tests only; it deals with the methodological issues of identify-
ing usability problems in usability tests.




What’s the problem?
Studies on identifying usability problems in user tests

10




1.1

Chapter 1
Introduction

Brief history on user centered design

User-centered design principles

Before the 1980s the development of computers and software was largely an activity
that was typically conducted in large companies and in laboratories of universities. Per-
sonal computers did not yet exist, professionals managed departmental mainframe or
mini computers and software was mainly developed for specific users (e.g., research-
ers) who had some specific need for it and who were in the direct environment of the
ones doing the programming. Programmers often knew the people they programmed
for and knew about their tasks. Software users took for granted they had to spend
some hours learning how to use the software, because the added value of having the
computer functionality available was worth it.
Then in the early 1980s things gradually started to change. Human-computer interac-
tion started to emerge as a new discipline. This was signaled for example by the or-
ganization of the first CHI conference on Human Factors of Computing Systems in 1982
as well as by a number of highly influential articles and papers for example from re-
searchers at XEROX and IBM.
At XEROX researchers started realizing that more and more software would be built to
be used by people with a different background than the programmers and that a new
design approach would be needed. This was nicely phrased in a famous article about
the development and testing of the Xerox Star Work Station (Bewley et al. 1983). The
authors argued that a novel design approach for the Xerox Star User Interface was
needed because it was one of the very first computers that had to be designed for
“casual users who demand extensive functionality at a small training cos” [and]
“since the background of the targeted users was very different from that of the Star’s

11
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designers, the designers’ intuitions could not always be used as the criteria for an ac-
ceptable system” (Bewley et al. 1983, p72).

The field needed to become more scientific. One of the ways in which the Xerox design

team dealt with that was by using a number of principles from cognitive psychology as

their starting point (e.g., an explicit user’s model of the system, seeing and pointing in-
stead of remembering and typing, ‘what you see is what you get’). However, the re-
searchers at XEROX also felt that next to knowledge and models on general human in-
formation processing characteristics tools were needed in the form of ‘human factors
testing’ of design proposals (Bewley et al. 1983). This was very much in line with an-
other influential project that took place in the same period at IBM. Gould and Lewis

(researchers at IBM) advocated a new user-centered approach at the 1983 CHI confer-

ence. In their paper they presented the following ‘key principles on designing for us-

ability’ (Gould and Lewis, 1983):

1 designers must understand who the users will be; this understanding is arrived at in
part by directly studying their cognitive, behavioral, anthropometric, and attitudinal
characteristics, and in part by studying the nature of the expected work to be accom-
plished.

2 apanel of expected users (e.g., secretaries) should work closely with the design team
during the early formulation stages,

3 early in the development process intended users should actually use simulations and
prototypes to carry out real work, and their performance and reactions should be
measured,

4 when problems are found in user testing, as they will be, they must be fixed. This
means design must be iterative: there must be a cycle of design, test and measure,
and redesign, repeated as often as necessary.

In the years to follow, variants of these principles appeared in journals and handbooks

on human-computer interaction (e.g., Gould and Lewis, 1985; Gould, 1988).

In 1999 the ISO standard ‘human-centered design processes for interactive systems’

(ISO 13407, 1999) was developed (this standard is still in use). According to that stan-

dard human-centered design processes are characterized by a) the active involvement

of users and a clear understanding of user and task requirements, b) an appropriate allo-
cation of functions between users and technology, c) the iteration of design solutions, and

d) multi-disciplinary design. According to that same standard the four human-centered

design activities that should take place during a system development process are a) to

understand and specify the context of use, b) to specify the user and organizational re-
quirements, c) to produce design solutions, and d) to evaluate designs against require-
ments. With respect to activity c, the standard adds: Users can be involved very early in
the design through the use of static, paper-based mockups. This could involve presenting
users with sketches of screen images of what a product/system is to look like, and asking
them to try them out in a realistic context. With respect to activity d, the standard adds:

Early in design the emphasis is on obtaining feedback that can be used to guide design,

while later when a more complete prototype is available it is possible to measure whether

user and organizational requirements have been met.
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Note that both in Gould and Lewis’ (1983) principles as well as in the ISO 13407 stan-
dard, it is considered important to test a product with users in the form of usability
testing.

Usability testing

Usability testing centers around studying issues of usability by having users try out a
product or software. ISO 9241 part 11 (1998) defines usability as: The extent to which a
product can be used by specified users to achieve specified goals with effectiveness, effi-
ciency and satisfaction in a specified context of use. On the one hand this definition
states what measures should be used for usability (i.e., effectiveness, efficiency and
satisfaction); on the other hand it specifies which factors influence usability (i.e., users,
goals, context of use).
A distinction can be made between summative and formative usability testing. In sum-
mative usability testing the usability qualities of some (product or computer) software
are assessed relative to specified requirements. This is the kind of usability testing that
ISO 9241-11 seems to refer to. It assumes quantitative data gathering. Formative usabil-
ity testing aims at providing designers with input on how software can be improved
from a usability perspective. In trying to do so, analysts usually search for usability
problems in interactions as well as for the software properties that have caused the
problems; together with other stakeholders they then prioritize their findings and fix
(at least) the most important problems. This implies qualitative data analysis (e.g., in-
ferring causes of problems based on observations), sometimes in combination with
quantitative data analysis (e.g., problem counts).
In the remainder of this thesis, the focus is on formative usability tests based on identi-
fying usability problems. Lavery et al. (1997)’s definition of usability problems (which is
based on an extensive study of the literature on usability problems) is used as a starting
point:

“A usability problem is an aspect of the system and/or a demand on the user, which

makes it unpleasant, inefficient, onerous or impossible for the user to achieve their

goals in typical usage situations (context)”.
In a later paper Lavery and Cockton (1997) added perturbing to the list of possible diffi-
culties in system usage. Lavery et al. (1997) distinguished four components for any us-
ability problem: a cause, a possible breakdown in the user’s interaction, and an out-
come, all of which happen in a context. In other words: within a specific context (e.g.,
user context, interaction context, task context), some cause (e.g., a design fault) may
lead to a breakdown in the interaction (e.g., the user selecting an inappropriate action).
This in turn may result in some undesired outcome (in terms of behavior and/or per-
formance; e.g., the user’s task fails, the quality of the work suffers, the user becomes
irritated).
Lavery and Cockton (1997) also made a distinction between dialogue failures and
knowledge mismatches. Dialogue failures equal breakdowns as defined above. Knowl-
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edge mismatches are defined as occurring when the user does not have the correct
understanding of a particular aspect of the system or task (e.g., misinterpreting an icon
on the screen). Lavery et al. (1997) use the term breakdowns for both, whereas Lavery
and Cockton (1997) use the word difficulty for both. In this thesis both terms are used
to include both dialogue failures and knowledge mismatches.

Usability testing in context

Usability testing in relation to the software development process

As has become clear in the section on user-centered design principles, usability testing
is one of the essential activities in a user-centered development process. The ‘Usability
Engineering Lifecycle’ approach (Mayhew, 1999) is a well-known example of imple-
menting the user-centered design approach showing how the various elements of such
an approach link to software engineering activities. It refers to a general development
approach (rapid prototyping) as well as to the Object-Oriented Software Engineering
approach OOSE (Jacobson, 1992). OOSE is based on the concept of use cases and dis-
tinguishes between five types of models that are created in subsequent stages: a re-
quirements model, an analysis model, a design model, an implementation model and a
testing model. The requirements model defines a system’s boundaries and its function-
ality. The analysis model structures the system by defining various kinds of objects play-
ing a role in the behavior that is modeled in the use cases. According to Mayhew’s life-
cycle usability, at the stage of the analysis model usability testing can be done using
mockups, with the aim of eliminating major flaws in the design (formative testing). In
Jacobson’s design model stage the analysis model is refined and adapted to the imple-
mentation environment. Interfaces of objects and semantics of operations are defined
using for example interaction diagrams and state transition diagrams. Implementation
models consist of actual source code of the objects modeled in the design model. Ac-
cording to Mayhew’s (1999) usability engineering lifecycle, in the stages of the design
and implementation model usability testing is continued “to expand evaluation to previ-
ously unassessed subsets of functionality and categories of users, and also to refine the
user interface and validate it against usability goals”. Hence, in these stages tests gradu-
ally move from a formative to a more summative kind of testing. Finally, the test model
refers to the way of testing the implementation model (the source code) against the
requirements set in the requirements model. Obviously, in terms of Mayhew’s lifecycle
model this refers to summative usability testing for checking a design against usability
requirements.

Usability testing in practice

Next to usability testing, other usability evaluation methods exist. Thus, in real-life de-
velopment situations, developers have to decide what methods to use for evaluating
software usability. Starting from the 1990s publications appeared in which usability in-
spection methods like Cognitive Walkthrough (Polson et al., 1992) and Heuristic Evalua-
tion (Nielsen and Molich, 1990) were compared to usability testing. Cognitive Walk-
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through is a usability inspection method that “involves hand simulation of the cognitive
activities of a user, to ensure that the user can easily learn to perform tasks that the sys-
tem is intended to support” (Polson et al., 1992). Heuristic evaluation involves “having a
small set of evaluators examine the interface and judge its compliance with recognized
usability principles (the "heuristics")” (Nielsen, 2008).

Initially, such comparison studies mainly focused on comparing the number of usability
problems found with inspection methods to those found in usability tests. One of the
first influential publications making such comparisons was that of Jeffries et al. (1991).
In the discussion section of that publication they concluded that their heuristic evalua-
tion technique was best and that usability testing was second and more expensive to
conduct. After this and other publications on comparing methods, people tended to in-
terpret such conclusions as a rationale for not having to do usability testing and doing
heuristic evaluations instead (Jeffries and Desurvire, 1992). Then, in 1998 an influential
publication by Gray and Salzman (1998) appeared; it addressed many alleged methodo-
logical problems in a number of comparison studies. Around that time, more and more
publications appeared discussing the methodological difficulties of identifying prob-
lems and comparing methods. Recently, the focus in comparing methods has shifted
towards a strategy of scoping methods (i.e., determining relative strengths and weak-
nesses of methods; e.g., Blandford et al., 2008). Thus, instead of determining which
method is best the focus shifted to the question of ‘which methods can best be com-
bined and how?’. At the same time, attention also shifted from focusing only on a
method’s productivity in finding problems, towards meeting various other constraints
that may play a role in using a method in practice (e.g., Cockton, 2006; Furniss, 2008;
Streefkerk et al., 2008). For example, in product development contexts, usability is po-
sitioned amongst (and has to compete with) various other values in relation to a prod-
uct (e.g., Cockton, 2004) implying that the application of usability evaluation methods
is also determined by the extent to which stakeholders are willing to invest in usability
at all. In academic contexts, especially in those where academic studies are conducted
to study the concept of usability or usability testing itself, constraints are usually very
different from those in a product development context. Specifically, in an academic
context time constraints are usually looser than in a product development context.

Components of a usability test setup

No matter in what context a usability test is conducted, decisions have to be made
about the various components of a usability test set-up: users (i.e., test participants),
goals (i.e., test tasks), context of use (e.g., usability laboratory). With respect to the
participants, for example, decisions have to be made on how many participants need to
be involved in a usability test and on what the most important user characteristics are
for selecting participants to be involved in the test.

Driven by the need for more efficient testing a number of studies have been conducted
in search for the optimal number of participants in a usability test. Formulas were de-
rived for estimating the number of participants needed to uncover ‘most’ usability
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problems. Graphs resulting from such studies typically showed an asymptotic form
where the asymptotic value stands for ‘the total number of usability problems’ (e.g.,
Virzi, 1992; Nielsen and Landauer, 1993, Lewis, 1994). These studies showed that in their
cases five users sufficed to identify about 80 - 85% of ‘all’ usability problems they had
found. Gross over-generalizations of such findings have led to statements like: “After
the fifth user, you are wasting your time by observing the same findings repeatedly but
not learning much new” (Nielsen, 2000). Later, various studies have appeared challeng-
ing such generalizations (e.g., Cockton, Lavery and Woolrych, 2003, Spool and Schroe-
der, 2001).

One of the most recent of such challenges is that of Lindgaard and Chattratichart
(2007). Based on an analysis of data from one of the most well-known comparative us-
ability evaluation studies involving nine usability labs (CUE-4, Molich and Dumas, 2008)
they concluded that it would be better to shift the focus from the participant to the
task component of usability testing. Their study showed “no significant correlation be-
tween the percentage of problems found or of new problems found and number of test
users, but correlations of both variables and number of user tasks used by each usability
team were significant”. Lindgaard and Chattratichart concluded that “with careful par-
ticipant recruitment, investing in wide task coverage is more fruitful than increasing the
number of users”.

Next to users and tasks, context of use is the third component that may affect usability.
With the current rise of the number of mobile electronic devices there is an increase in
the number of publications that report findings on how usability testing in the lab re-
lates to studies conducted in a product’s actual context of use (e.g., Nielsen et al.,
2006; Oztoprack and Erbug, 2006; Vermeeren et al., 2008). Vermeeren et al. (2008)
found that usability tests in a laboratory gave weak predictions of actual usage as
measured by tracking in the actual context of use over a longer period of time. On the
other hand the laboratory tests did provide detailed and rich insights into issues of us-
ability that automated tracking of actual usage could not provide. Nielsen et al. (2006)
reported to have identified significantly more usability problems in a field setting than
in the laboratory and states that “this setting revealed problems with interaction style
and cognitive load that were not identified in the laboratory”. Oztoprack and Erbug
(2006) found that in a field test situation more usability problems were found thanin a
laboratory test and that these were due to contextual factors in the setting, including
specific unforeseen usage situations and high pressure on users because of limitations
in available time.

Factors specific to formative usability testing

In preparing to conduct a usability test, decisions on the components described above
have to be made, regardless whether a summative or a formative test is being pre-
pared. However, especially in case of formative usability tests, two additional compo-
nents have been shown to play an important role: prototypes and analysts'.
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Prototypes

In the 1SO 9241-11 (1998) definition of usability the fourth component, next to the ones
discussed above, is the product. In case of formative tests (usually taking place during
the design process) product use is mimicked by the use of a prototype. In the literature
there exist various distinctions between types of prototypes. Houde and Hill (1997) in-
troduced three kinds of prototypes based on the type of design questions a prototype
addresses: 1) role prototypes simulate or demonstrate the role a product playsin a
user’s life (e.g., storyboards); 2) look & feel prototypes are for answering design ques-
tions related to the “concrete sensory experiences of use: what the user looks at, feels
and hears while using it” and 3) implementation prototypes serve for answering ques-
tions about techniques and components through which a product performs its func-
tion. One of the most cited categorization of prototypes is that of Nielsen (1989) for
software. He identified two dimensions of prototypes, based on functionality: 1) hori-
zontal prototypes simulating many of the software’s functions, but only in a shallow
way, and 2) vertical prototypes which represent only a limited part of the functionality
but in much depth. Virzi (1989) added to this a third dimension that he named: similarity
of interaction. This relates to Houde and Hill’s look and feel prototypes. Other terms that
Houde and Hill (1997) used for discussing prototypes are resolution and fidelity; resolu-
tion refers to the amount of detail in a prototype, whereas fidelity refers to how close a
prototype is to the eventual design. Finally, prototypes can also be distinguished based
on the medium or tools used to do the prototyping (e.g., paper prototypes, VisualBasic
prototypes, Clickable pdf prototypes, etc.).

Sauer, Franke and Ruettinger (2008) provided an overview of studies comparing prob-
lems found in usability tests with a variety of prototypes and functioning products. In
general, the differences in the number of identified problems were small. However, the
studies Sauer, Franke and Ruettinger (2008) cited did not report on one or more of the
following methodological issues: a) systematic procedures for uncovering the nature of
the differences in problems by looking at their contents; b) measures for improving
consistency and dealing with subjectivity; ¢) procedures for extracting and matching
usability problems. In chapter 4 of this thesis, we report on a study in which findings
from user tests with a cardboard mockup and a VisualBasic software prototype of a TV-
video combination are compared to each other and to those from tests with a function-
ing product. Each of the prototypes was a combination of a ‘look and feel’ and an ‘im-
plementation’ prototype, with the character of a vertical prototype rather than a hori-
zontal prototype. Both prototypes in the study were high resolution prototypes. In
terms of fidelity, navigation and sequences of commands they were of high fidelity,
whereas their visual appearance, the details of the physical actions to be executed

1

In the following the term analyst is used to refer to a person analyzing data from a usability test; the term
evaluator is used as a more general term for a person using any usability evaluation method (e.g., heuris-
tic evaluation and cognitive walkthrough).
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and the product’s feedback (speed and visual appearance) were of lower fidelity. The
lower fidelity largely stemmed from constraints imposed by characteristics of the used
media for prototyping. In the study, findings obtained with prototypes and the func-
tioning TV-video are compared on various levels of abstraction, using systematic and
detailed procedures. Differences are not only compared quantitatively, but also ana-
lyzed qualitatively.

Analysts

In the last decade, practitioners and researchers have become aware that the analyst
may also play an important role in what problems will be identified in a usability test.
This is largely due to the appearance of Jacobsen, Hertzum and John’s (1998) paper on
the so-called evaluator effect. Jacobsen et al. found that multiple evaluators who inde-
pendently analyzed the same videotaped test sessions reached an inter-evaluator
agreement on extracted usability problems of only 42% (on average). The first and the
second of a long series of Comparative Usability Evaluation (CUE) studies by Molich et
al. (2004) reported even more dramatic figures, which may be attributed to the setup
of the usability tests as well as the fact that participants in the compared sessions were
different.

Historically speaking, the project that we report about in this thesis was initiated in
1996/1997 by conducting comparative studies about the effect of prototype character-
istics on usability test findings (the studies that are reported in chapter 4). Many hours
of videotapes had to be analyzed and the analysis was spread over a substantial period
of time. We found that each time we resumed the analysis we had gained new insights
and felt the urge to reconsider the things we had already done. We often wondered if
the differences we had found were caused by not having done the analyses in exactly
the same way as before or by not making the comparisons in the same way. However,
tracing back what exact decisions were made in the analyses proved to be difficult and
levels of granularity in analyzing the data differed all the time. It may be that such in-
consistencies also lay at the basis of the evaluator effect as reported by Jacobsen,
Hertzum and John (1998). Therefore, we decided to focus our studies on issues of in-
consistencies in usability test data analyses and on traceability of usability test findings
first. In the end, these issues became the central topic of this thesis.

The evaluator effect

Jacobsen, Hertzum and John (1998) found that multiple evaluators who independently
analyzed the same videotaped test sessions managed to reach only limited inter-
evaluator agreement on extracted usability problems and called this the evaluator ef-
fect. Hertzum and Jacobsen (2001) defined the evaluator effect somewhat broader as
“differences in evaluators’ problem detecting and severity ratings”. According to
Hertzum and Jacobsen (2001) one of the consequences of the evaluator effect is that
“it is highly questionable to use a thinking-aloud study with one evaluator as an authorita-
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tive statement about what problems an interface contains”. They identified three as-
pects of usability evaluation methods as possible contributors to the evaluator effect:
1) vague goal analyses leading to variability in task scenarios, 2) vague evaluation pro-
cedures, and 3) vague problem criteria leading to anything being accepted as a usability
problem. They found that several of the studies they reviewed “have dealt with one of
the three vaguenesses and can serve to illustrate that as long as the other vaguenesses
remain, the evaluator effect is still substantial”. In addition, they stated that “A couple
of the studies attempt to deal with all three vaguenesses and achieve some of the most
consistent results” suggesting that indeed the mentioned vaguenesses played a role in
the occurrence of the evaluator effect. Hertzum and Jacobsen (2001) believe that the
evaluator effect can never be eliminated completely. Indeed, the question is, whether
the evaluator effect and inconsistencies in data analyses are insurmountable or not.
Can they be reduced by using appropriate data analysis procedures?

Sources of inconsistencies in analyses

Possible sources of differences may be traced back to specific activities in detailed test

analyses. The most likely ones are:

1 Logging user-product interaction. Here, possible sources of differences relate to
questions like ‘what exactly is logged and in what detail?’

2 Transcribing verbal utterances and non-verbal behavior. This yields possible sources
of differences related to issues such as: ‘What exactly is transcribed, as well as into
what form. Is everything the user says transcribed, or only part of it? Is it tran-
scribed literally or in a summative or interpretative way? What non-verbal behavior
is transcribed, into what form and how detailed?’

3 Inferring user’s goals and intentions. Lack of information about ‘what goes on inside
the user's head’, can hinder understanding the interaction, as a user’s goals and in-
tentions have to be inferred from what the user does and says (possibly in combi-
nation with task scenarios given to the user). Think-aloud protocols or probed in-
terviews directly following the interaction can aid at this stage, but are never com-
plete. Thus, possible sources of differences come in through differences in knowl-
edge, experience and empathy of analysts as they infer goals and intentions.

4 Identifying usability problems. Identifying as well as deciding on similarity or dissimi-
larity of usability problems and determining whether various behavioral difficulties
in interactions actually are instances of the same usability problem or not, are
largely a matter of perspective. Such decisions depend upon the specific research
questions for which a usability test is conducted. Differences in detecting problems
may also be caused by decisions concerning ‘which behavioral events should be in-
terpreted as indicators of problem occurrences’. For example, should misunder-
standings and signs of frustration that do not lead to errors in task performance be
treated as indications for problems? How about redundant actions without nega-
tive side effects in terms of performance?
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3.3.1

Can and should the number of differences be reduced?

This brief overview makes clear that sources of differences may be found in all stages
of a usability test data analysis. Then it becomes important to determine how much
these differences can be reduced and whether this is desirable. Differences such as
those caused by fatigue, lack of vigilance or distraction of analysts should be reduced
by using appropriate procedures and tools. Note that such differences may also occur
in cases where analysts analyze the same data twice. Other differences may relate to
analysts’ beliefs, values and preferences, for instance when they infer users’ goals and
intentions or when they identify and categorize problems. By training the analysts it
may be possible that also this kind of differences can be reduced (but most likely not
eliminated). However, one has to realize that this may mean biasing the analysts, which
is sometimes undesirable. For example, if the aim is to find as many usability problems
as possible, training the analysts to all see the same kinds of problems would reduce
the overall number of problems found across analysts.

Consistency in relation to comparing problems

The main conclusion from the considerations above is that the analyst will always be an
integral part of the instrument for identifying usability problems. But what is the con-
sequence of this observation for conducting studies in which usability problems are
compared? In particular, what is the consequence for the consistency in relation to
comparing problems?

Studies on comparing usability problems are often about comparing findings from us-
ing different Usability Evaluation Methods (UEMs) in order to determine the specific
quality aspects of the UEMs. Hartson, Andre and Williges (2001) discuss four quality cri-
teria for usability evaluation methods, namely thoroughness, validity, effectiveness, and
reliability. They propose how to determine thoroughness, validity and effectiveness
based on counting usability problems. In contrast, they do not specify the concept of
reliability in terms of how to calculate it. Instead they describe reliability primarily in
terms of evaluator agreement, namely as "... a measure of the consistency of usability
testing results across different users of the UEMs (evaluators)" (p. 396). At the same
time they mention individual reliability. From their publication we infer that this con-
cerns consistency of UEM results in cases where an evaluator applies a UEM multiple
times on the same material (i.e., within-evaluator consistency). So there are two kinds
of consistency. First consistency of individual analysts is discussed, followed by a dis-
cussion on consistency across analysts.

Consistency of individual analysts

Guba and Lincoln (1989) state that the establishment of reliability "... typically rests on
replication, assuming that every repetition of the same, or equivalent, instruments to
the same phenomena will yield similar measurements" (p. 235). At the same time, they
state that in research based on a naturalistic research paradigm, where by definition
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measurements cannot be exactly repeated, the issue of reliability (or dependability, as
it is often referred to in that context) is dealt with mainly by assuring that the used
processis "... an established, trackable, and documentable process," so that outside
reviewers "... can explore the process, judge the decisions that were made, and under-
stand what salient factors in the context led the evaluator to the decisions and inter-
pretations made” (Guba and Lincoln, 1989, p. 242).

Because in usability testing the analyst forms part of the instrument for identifying
problems, reliability concepts based on ‘repeated measurements’ are problematic: the
analyst can never be assumed to forget everything about the previous analysis, and not
to gain any relevant, additional knowledge or experience affecting his/her perception
of interactions. In the remainder of this thesis the term ‘reliability’ will be avoided. Con-
sistency of individual analysts will be dealt with by using the repeated measures ap-
proach (within-analyst consistency) taking into account Guba and Lincoln’s (1989) ad-
vice to use established, documentable and traceable processes.

Consistency of findings across multiple analysts

According to Guba and Lincoln (1989) in a naturalistic research paradigm one may not
assume that methods can prevent the inquirer (even inadvertently) introducing subjec-
tivity in findings. Assurances of integrity of findings are rooted in the data themselves.
In other words, the starting point is that (at least some degree of) subjectivity is ac-
knowledged in data analysis and should be dealt with properly. In their view this means
that both the original data and the processes used to compress these data should be
available for inspection and confirmation by outside reviewers of the study. For this
they adopt a criterion of confirmability. Probably, the term inspectability would be
more appropriate, as the data and the processes should not be available for confirma-
tion only but also for detailed discussion.

The fact that in extracting usability problems the analyst forms part of the measure-
ment instrument means that subjectivity will have to be dealt with when comparing
problems across analysts. In the remainder of this thesis, issues of subjectivity will be
approached 1) by using measures of agreement between analysts and 2) by adhering to
Guba and Lincoln’s (1989) advice that it should always be possible to trace back on
what data the final findings are based and how the primary observations transformed
into these findings (i.e., findings should be inspectable).

Data analysis procedures for comparative studies

From the previous it may be concluded that documentable and traceable data analysis
procedures are needed. We developed such a procedure by combining elements of
two existing frameworks, namely Sutcliffe et al.’s (2000) Model Mismatch Analysis
(MMA) and Cockton and Lavery’s (1999) SUPEX (Structured Usability Problem EXtrac-
tion) framework.

Sutcliffe et al.’s (2000) MMA is an approach that deals with detecting usability prob-
lems. It helps detecting problems based on their surface manifestations, while causes
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of problems are inferred based on a walkthrough using a theoretical model of interac-
tion. Cockton and Lavery (1999) propose the SUPEX framework for usability test data
analysis. This framework covers the entire usability data analysis process from begin-
ning to end. However, it is a framework, rather than a method or technique that can di-
rectly be implemented. The framework is based on the following data analysis steps: 1)
isolation of relevant episodes, 2) analysis of relevant difficulties, 3) causal analysis and
4) recommendation generation. The procedure we developed is based on the MMA
procedure for detecting problems and the first two stages of Cockton and Lavery’s
(1999) SUPEX framework. To meet the criteria of inspectability and traceability we ex-
tended these two data analysis procedures.

In the literature still other frameworks can be found dealing with usability problems.
One of the well-known data analysis approaches is Andre et al.’s (2001) User Action
Framework (UAF). UAF classifies usability problems and causes in a very extensive way,
based on a large, hierarchically structured database of usability problems. The database
originates from collecting and categorizing findings from a large number of usability
tests. Another classification system has been proposed by Zapf et al. (1992). Their tax-
onomy is inspired by models of Rasmussen (1982), Hacker (1986), Norman (1986) and
others. Like UAF, this taxonomy mainly deals with systematically categorizing usability
problems, rather than with systematically detecting the occurrence of problems. Since
we developed a procedure that stops before the stage of causal analysis and categori-
zation, we didn’t need to incorporate frameworks like UAF and Zapf et al.’s taxonomy
in our procedure. However, it was our aim to develop our procedure such that its find-
ings could be further analyzed by the latter frameworks.

Organization of the thesis

Main objectives of the thesis

Main objectives of the study reported in this thesis are to analyze consistency in user

test data analysis and devise a way of dealing with inconsistencies, by:

1 developing a data analysis procedure that makes the analysis documentable, allows
tracing back of usability problems to the original observations, and that provides
insight into the process of transforming data from observations into usability prob-
lems.

2 studying to what extent the developed procedure can expose possible causes of
inconsistencies and reduce less persistent differences (i.e., those caused by fatigue,
lack of vigilance and distraction).

3 applying the procedure to find out whether it can make the data from the com-
parative ‘prototypes’ study inspectable, so that differences in identified usability
problems can be traced back to characteristics of the prototyping situations.
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The empirical work conducted to realize the objectives of this thesis is reported in
chapters 2, 3 and 4. The studies that were used to develop and try out the new data
analysis procedure were conducted in 1996/1997; the development of the procedure it-
self took place around 2000. Chapter 2 was published in the journal Behaviour & Infor-
mation Technology in 2002 (Vermeeren et al. 2002). The content of the article is re-
printed here, without changes other than to its visual appearance, a few corrected typ-
ing errors and a few inserted words needed to make some of the sentences more clear.
The studies for chapter 3 were conducted in 2003/2004 and were published in the jour-
nal Human-Computer Interaction (Vermeeren et al. 2008). There were no changes to
the article other than its visual appearance, a graphically revised figure 3.4, a few cor-
rected typing errors and a few inserted words needed to make the text more clear. Fi-
nally, the studies reported in chapter 4 were conducted in 1996/1997; processing and
analyzing the data was done in the years 2006/2008. In October 2008, this chapter was
submitted to the Journal of Usability Studies.

Although the product that we used in the 1996/1997 study may be outdated, we believe
that the findings from the study are still relevant. The detailed analyses aim at tracing
back quantitative differences to more general characteristics of prototypes and find
out how these affect user behavior and the occurrence of usability problems. This
makes the results from the comparisons potentially applicable to other situations in
which products and prototypes are used.

Research approach and structure of the thesis

The research approach taken in this thesis may be characterized as constructive re-
search (Kasanen, Lukka and Siitonen, 1993). Constructive research deals with the crea-
tion of entities (e.g., models, diagrams, plans, etc.) that produce solutions to explicit
problems, and their practical usefulness can be demonstrated through the actual im-
plementation of the solution (Kasanen, Lukka and Siitonen, 1993). To be considered
constructive research, the research must combine problem solving and theoretical
knowledge. Kasanen, Lukka and Siitonen (1993) propose six steps for conducting con-
structive research: 1. Find a practically relevant problem which also has research poten-
tial; 2. Obtain a general and comprehensive understanding of the topic. 3. Innovate, i.e.,
construct a solution idea. 4. Demonstrate that the solution works. 5. Show the theoretical
connections and the research contribution of the solution concept. 6. Examine the scope
of applicability of the solution.

Constructive approaches are usually associated with case studies and qualitative meth-
ods, but quantitative methods are also used (Kasanen, Lukka and Siitonen, 1993). The
preceding part of this chapter explained our steps 1and 2. The development of a candi-
date solution (step 3) is described in chapter 2, along with an evaluation of ‘how well it
works’ (step 4). The solution is called the DEVAN (DEtailed Video ANalysis) data analysis
procedure. For the development of DEVAN usability tests of a programmable home
thermostat were used as a case; evaluation of DEVAN was based on data analyses of
two sessions from usability tests of a combined TV-video recorder. The mentioned case
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studies were conducted in an academic context. The evaluations made clear that for
use in a product development context, DEVAN would be too time-consuming to use.
Chapter 3 is based on a case-study with commercial usability labs working in an aca-
demic context. Possibilities for using and evaluating DEVAN were more constrained
than in a purely academic context. Thus, a simplified version of DEVAN, named Slim-
DEVAN was developed and evaluated. Evaluation was done based on data from a case
study in which usability tests were conducted on the digital interface of an oven. This
evaluation included demonstrating how SIimDEVAN connects to theoretical notions
like (in)consistency of usability test data analyses within and across analysts and pro-
vided additional insights into why such inconsistencies occurred and in how to deal
with them (cf. step 5, Kasanen, Lukka and Siitonen, 1993).

Chapter 4 studies the applicability of DEVAN as a analytical instrument in answering a
scientific research question (step 6). It presents a study on how prototype characteris-
tics affect results of usability tests with (prototypes of) a TV-video combination. This
study was conducted in an academic context. Because of this and the fact that in the
mean time digital video and dedicated software tools for marking video data had be-
come available it was possible to use the original DEVAN again (instead of SimDEVAN).
Next to the fact that the study reported in chapter 4 contributes to step 6 (Kasanen,
Lukka and Siitonen, 1993) the study also contributes to theoretical insights into conse-
quences of using high-level, quantitative task performance measures only, instead of
combining these with qualitative analyses (step 5).

Chapter 5 summarizes the findings from chapters 2, 3, and 4 in view of the main objec-
tives stated in this chapter. In addition, it relates the findings to other publications and
presents suggestions for future work.

Terminology used in the (Slim)DEVAN procedure

"The fish trap exists because of the fish; once you've gotten the fish, you can forget the trap.
The rabbit snare exists because of the rabbit; once you've gotten the rabbit, you can forget
the snare. Words exist because of meaning; once you've gotten the meaning, you can forget
the words. Where can | find a man who has forgotten words so | can have a word with him?"
(Zhuangzi, ~300-400 BC, in Watson, 1968)
In this thesis terms like problems and difficulties are frequently used. In this section
these and other terms used in (Slim)DEVAN are defined and related to each other. Ta-
ble 1 depicts the general steps in the process of conducting a usability test, analyzing its
resulting data and using the data. As this thesis is about usability test data analysis, the
focus will be on the analysis steps. The left-hand column depicts the steps as proposed
in DEVAN, the right-hand column does so for SIimDEVAN.
After preparing and conducting a usability test (table 1, steps 1 and 2) the next step is
one of making sense of the interaction. In (Slim)DEVAN this includes transcribing user
actions and expressions into an interaction overview format. Table 1 summarizes the
elements contained in DEVAN and SIimDEVAN interaction overviews (table 1, step 3).
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Table 1 Overview of the general process of conducting usability tests, analyzing the results and us-
ing the findings for redesign or research purposes. Characteristics of how each stage is imple-
mented in DEVAN and SIimDEVAN are summarized.

Not part of (Slim)DEVAN

Not part of (Slim)DEVAN

—E= DEVAN SlimDEVAN
Elements of interaction overviews: Elements of interaction overviews:
. Start of new (sub) task . Start of new (sub) task
. Actions with time codes . Actions with time codes
. Verbal and nonverbal user expressions . Verbal and nonverbal user expressions
. Segmentation of interaction based on

pause times
. Descriptions of interaction segments

- Dete gd f o
H? o : s .
S Checklist of signal event types in two Checklist of signal event types in two
=1 [~ categories: categories:
. actions on products . actions on products
. verbal and nonverbal user expressions . verbal and nonverbal user expressions

5. Describing difficulties

Components of difficulty descriptions: This stage has merged with stage 6
. Time code (Describing usability problems)
. Signal event type code
Free-form description of difficulty
. Copy of observed event from interaction
overview

Product mode

Interaction segment

6. Describing usability problems

Not part of DEVAN Components of problem descriptions:

. Time code

. Signal event type

. Description of difficulty
Likely cause of difficulty or suggest product
change

7- Using results to redesign or compare

Not part of (Slim)DEVAN
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In most cases, one of the major purposes of formative usability tests is to come up with
a list of usability problems that can then be used to improve the tested product or that
can be further processed for research purposes. It is important to disambiguate what is
meant by the term usability problem. As mentioned before, the starting point for this is
the definition that Lavery, Cockton and Atkinson (1997) arrived at after an extensive
study on problem definitions. Lavery, Cockton and Atkinson (1997) distinguished be-
tween four components for any usability problem: a cause, a possible breakdown in the
user’s interaction, and an outcome, all of which happen in a context. In other words:
within a specific context (e.g., user context, interaction context, task context), some
cause (e.g., a design fault), may lead to a breakdown in the interaction (e.g., the user se-
lecting an inappropriate action). This in turn may result in some undesired outcome (in
terms of behavior and/or performance; e.g., the user’s task fails, the quality of the work
suffers, the user becomes irritated).

Furthermore, Lavery and Cockton (1997) make a distinction between dialogue failures
and knowledge mismatches. Dialogue failures equal breakdowns as defined above.
Knowledge mismatches are defined as occurring when the user does not have the cor-
rect understanding of a particular aspect of the system or task (e.g., misinterpreting an
icon on the screen). Lavery, Cockton and Atkinson (1997) use the term breakdowns for
both, whereas Lavery and Cockton (1997) use the word difficulty for both. In this thesis
both terms are used to include both dialogue failures and knowledge mismatches.
After creating the interaction overview, the analysis of usability data usually consists of
detecting at what moments in the interaction users have experienced difficulties. In
most cases when users experience difficulties there are perceivable signal events that
can make an analyst aware of them. The most obvious signal is when a user is asked to
perform a certain task and presses the wrong button. In that case, the action the user
performs on the product forms the signal that there is a problem. Such signals will be
referred to as action-based signal events or action signals. Other signals may be per-
ceived based on a user’s verbal or nonverbal behavior. For example, users saying:
“oops! this is wrong” or showing surprise on their face. Such signal events will be re-
ferred to as expression based signal events, or expression signals. The example above
alsoillustrates that one single difficulty may be revealed by multiple signal events. In
DEVAN as well as in SimDEVAN a checklist of signal event types is used to detect diffi-
culties in interactions. This checklist basically operationalizes what makes difficulties
and outcomes of difficulties observable and is based on Sutcliffe et al.’s (2000) taxon-
omy of problem phenotypes.

At some points in the thesis the term ‘difficult moments’ is used. This refers to the mo-
ment in an interaction at which a difficulty occurs. In such cases, the term is used to
stress that the focus is at the occurrence of a difficulty in a specific session, and not for
example at the category of difficulties. Nowhere in the thesis are difficulties catego-
rized, so descriptions of difficulties and difficult moments are identical. In table 1 the
stage of detecting difficulties in interactions is step 4.

After having detected the difficulties in an interaction, the signal events are described in
a specified format and listed. Signal events referring to the same difficult moment are
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clustered and together form the description of a difficulty. Descriptions of difficulties
come close to descriptions of usability problems but they are not the same. A difficulty
description obviously contains a description of the difficulty itself or its outcome, as
well as some information about (or reference to) the context in which it occurred (task
context, product mode context). The difference with usability problems is that in our
definition of usability problems assumed causes of difficulties should also be included in
the descriptions. The process of assigning causes to difficulties is not part of DEVAN, so
the ultimate result of a DEVAN analysis is a list of difficulties. SimDEVAN analyses result
in lists of usability problems, as its format for describing difficulties stimulates analysts
to assign causes to difficulties. However it does so without proposing a procedure for it.
The stages of ‘describing difficulties’ and ‘describing usability problems’ are referred to
with these exact words in table 1 (steps 5 and 6, respectively).

The framework of table 1 (the icons and stages) will be used before each chapter for
summarizing the experimental work done in it. This provides the possibility to get a
quick overview of what the various studies have in common as well as how they differ
from each other.

27




What’s the problem?
Studies on identifying usability problems in user tests

28




What’s the problem?
Studies on identifying usability problems in user tests

chapter 2 DEVAN: a tool for detailed

video analysis of user test data

abstract

A tool was developed for structured and detailed analysis of video
data from user tests of interactive systems. It makes use of a table
format for representing an interaction at multiple levels of abstrac-
tion. Interactions are segmented based on threshold times for
pauses between actions. Usability problems are found using a list of
observable indications for the occurrence of problems.

The tool was evaluated by having two analysts apply it to three data
sets from user tests on two different products. The segmentation
technique proved to yield meaningful segments that helped in un-
derstanding the interaction. The interaction table was explicit en-
ough to discuss in detail what had caused the differences in the ana-
lysts’ lists of usability problems. The results suggested that the ma-
jority of differences were caused by unavoidable differences in inter-
pretations of subjects’ behavior and that only minor improvements
should be expected by refining the tool.

This chapter was published as:

Vermeeren, A.P.O.S., den Bouwmeester, K., Aasman, J., & de Ridder,
H. (2002). DEVAN: A tool for detailed video analysis of user test
data. Behaviour & Information Technology, 21 (6), 403-423.
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Overview of characteristics

i H U duct
of the studies reported in i
Chapter 2 * Philips TV-video combination

Test prepared by AUTHOR OF THESIS

7

+ Thermostat test (one participant session) facilitated by AUTHOR OF THESIS
+ T¥-video combination test (two participant sessions) facilitated by AssISTANT

All sessions were video recorded.

— Overviews of all sessions created (using DEVAN), by AUTHOR OF THESIS and ANOTHER RESEARCHER
working independently

N.B. Both the author of the thesis and the other researcher are developers of DEVAN

Detected (using DEVAN), by AUTHOR OF THESIS and ANOTHER RESEARCHER working independently

+ Analysis of DEVAN’s threshold pause times by AUTHOR OF THESIS
- Analysis of DEVAN's signal events in relation to difficulties by AUTHOR OF THESIS
+ Cemparison of described difficulties and evaluation of explicitness by AUTHOR OF THESIS

Making comparisons involved tracing back difficulties to single moments of difficulty.
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Introduction

In the process of developing products it is hard to anticipate future usability problems.
This is especially so for interactive systems (including consumer electronics and profes-
sional applications), where user-product interaction usually consists of interactive se-
quences of actions and feedback. Therefore, in such cases, user tests are usually con-
ducted during the design process. In research on usability evaluation methods, as well
as in design practice, user testing is often considered the best technique for getting in-
sights into usability problems. For example, Nielsen (1997) states that it “is the most
fundamental usability method and is in some sense irreplaceable, since it provides direct
information about how people use computers and what their exact problems are with the
concrete interface being tested”. In research, user testing is sometimes considered a
“yardstick for other evaluation methods” (Jacobsen, Hertzum and John, 1998), or a
“gold standard against which to judge other user evaluation methods” (Newman 1998).
However, there is no standard procedure for running user tests, it is a general ap-
proach rather than a specific technique. Also, there is no standard way of analyzing
data from user tests. In user testing, many decisions have to be taken of which the con-
sequences are unclear. Moreover, such decisions are often taken implicitly. Thus, out-
comes of user tests depend largely upon the knowledge and experience of the decision
makers and it is not surprising that different user tests, conducted by different special-
ists, yield (partly) different usability problems (see for example: Jacobsen, Hertzum and
John, 1998, Molich et al. 1998, Molich et al. 1999, Rowe et al. 1994, Rooden and Kanis
2000). It is no problem that decisions on the set-up of a test influence its outcomes, as
long as it is clear what the influence consists of. However, for many decisions this is far
from clear. To be able to improve the quality of user test outcomes in general, it is im-
portant to make explicit what the influence consists of.
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In a study by Vermeeren (1999), it was investigated what the influence is of providing
subjects with specific types of tasks. In the study, half of the subjects were given struc-
tured tasks to perform, whilst the other half was just asked to spend 25 minutes trying
out the product. The results suggested that in terms of uncovered usability problems
there were hardly any differences. However, comparing results proved to be rather dif-
ficult. Most likely, this was due to the fact that no detailed and explicit data analysis
technique was used to ensure that all parts of the data had received due attention. Fur-
thermore, there had been no guarantee that the same (or at least an explicit) focus and
perspective was applied to all parts of the data. To empirically study how the set-up of
a user test influences its outcomes, video data from user tests have to be analyzed in a
structured and detailed way and decisions taken during the analysis have to be made
explicit.

In the present paper, a tool is presented for this. The tool (DEVAN: DEtailed Video
ANalysis) distinguishes between two stages of analysis. In the first stage, observations
are transcribed to an interaction table that represents a subject’s interaction with the
tested product. In the second stage, the interaction is analyzed in detail to locate
events that indicate the occurrence of a usability problem.

In section two of the present article, the activity of analyzing video data is described.
This results in a general specification of the functionality of the tool. Section three de-
scribes the tool in detail, focusing on pragmatic aspects of applying the tool, as well as
on theoretical considerations underlying it. Section four discusses an empirical evalua-
tion of the tool. The evaluation is based on application of the tool to three data sets
from user tests on two different products. The tool was used by two analysts working
independently.

Analysis of the problem

For analyzing user test data in a scientific context, typically hours of videotapes from
many different test sessions are to be watched and understood. Usability problems
have to be extracted and compared across users as well as across test conditions. Such
analyses are extremely time-consuming and laborious. They may easily take weeks or
months. Finding and comparing interaction episodes across users and conditions can
not be done solely based on a researcher’s memory or roughly indexed tapes. Repeat-
edly, a researcher will have to remember what it was that the subject was trying to do
and how far s/he had proceeded in performing the task. Thus, it is difficult to keep an
overview of which parts on which tapes have already been studied and from what per-
spective. In such situations, it is almost impossible to treat all data parts with due at-
tention and from the same (or at least from an explicit) perspective or focus.
Therefore, a tool like DEVAN should provide detailed, temporal overviews of video-
tapes: it should make the detailed contents of tapes more accessible. In addition, it
should provide an overview of events indicating the occurrence of a usability problem.
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Functional requirements for the data analysis tool

The aim of the tool is to structure the data analysis process, to make it explicit and to
create overviews of video contents from user test sessions. The overviews should be
detailed and complete, so that they assist in quickly finding and understanding relevant
video fragments, or that they provide enough information so that consulting a video-
tape is not always necessary. Additionally, they should provide quick access to events
that indicate the occurrence of a usability problem.

Software tools exist for getting quick access to videotapes (e.g., The Observer Video-
Pro, Noldus 2002). Such tools generally provide technical facilities to mark events or
episodes on videotapes and to perform statistical analyses. However, they do not pro-
vide the kind of multiple level interaction overviews (as suggested by for example
Cockton and Lavery 1999) that are needed for methodological studies on user testing.
In addition, they provide no guidance on what events may indicate the occurrence of a
usability problem.

In order to develop DEVAN typical data analysis activities were identified. Below, it is
indicated, how issues of subjectivity play a role in each of these activities, as well as
how DEVAN should assist in coping with these issues.

Logging user-product interaction. Issues of subjectivity include: What exactly is logged
and in what detail? Requirements for the tool: The tool should prescribe what actions on
the product have to be logged and what else should be logged.

Transcribing verbal utterances and non-verbal behavior. Issues of subjectivity include:
What to transcribe, as well as to what form. Should everything the user says be tran-
scribed, or only part of it? Should it be transcribed literally or in a summative or inter-
pretative way? What non-verbal behavior should be transcribed, to what form and in
what detail? Requirements for the tool: The tool should guide the analyst in deciding
which verbal utterances to transcribe, as well as how. In addition, the tool should in-
form the analyst how to treat non-verbal behavior like facial expressions of frustration,
confusion, etc.

Understanding the interaction: inferring goals and intentions. By lack of information
about ‘what goes on inside the user's head’, goals and intentions have to be inferred.
Think-aloud protocols or stimulated interviews directly following the interaction can aid
at this stage, but are never complete. Issues of subjectivity come in implicitly through
knowledge, experience and empathy of analysts as they infer goals and intentions. Re-
quirements for the tool: The tool should assist in creating a representation of the inter-
action. Through this representation, analysts should be able to make explicit how they
understood specific parts of the interaction. Preferably, this should be possible at vari-
ous levels of abstraction (i.e. intentions for individual actions, as well as for longer epi-
sodes).

Finding usability problems. Defining types of usability problems, as well as deciding on
similarity or dissimilarity of usability problems is largely a matter of perspective. It de-
pends upon the specific research questions for which a user test is conducted. As
DEVAN is meant to be a tool for more general use, these issues will not be included in
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the tool. However, given a general definition of usability problems, locating events that
can serve as symptoms of the occurrence of some problem might be less prone to sub-
jectivity. Therefore, only the latter is included in the tool. Issues of subjectivity include:
what types of events are used as indications for the occurrence of a usability problem.
For example, should misunderstandings and signs of frustration that do not lead to er-
rors in task performance be treated as indications for problems? How about redundant
actions without negative side effects in terms of performance? Requirements for the
tool: Determining event types that serve as indications for usability problems should be
based on a general definition of what constitutes a ‘usability problem’. This definition
should discuss behavioral and performance (i.e. observable) consequences of usability
problems. The tool should assist in recognizing such consequences in the interaction
and it should provide for a consistent way of describing them.

Description of the tool

The tool (DEVAN) will be described in three subsequent sections. Theoretical issues will

be described, along with the more pragmatic issues. Each section highlights a relevant

aspect of the tool. These aspects are:

1 What should an interaction overview look like? How should the interaction be rep-
resented?

2 How can usability problems be recognized? What types of events can be used as in-
dications for the occurrence of a usability problem?

3 What procedure is followed in the analysis? What is the order of activities to be per-
formed?

What should an interaction overview look like?

DEVAN should provide detailed overviews of video data at multiple levels of abstrac-
tion and link them to the detailed contents of the tapes. The overviews should enable
analysts to make their interpretations and perspectives explicit on all levels of abstrac-
tion.

In the following, the format for interaction overviews (see figure 1) is discussed, start-
ing with its theoretical underpinnings.

Theoretical considerations

The format for representing the interaction is based on the format used in Cockton and
Lavery’s (1999) Structured Usability Problem EXtraction (SUPEX) framework. SUPEX’
interaction representation format consists of a multiple column table of which the
leftmost column is used for logging the interaction. The logging column is segmented
into basic episodes. The other columns of the SUPEX table overlay these basic episodes
with more abstracted representations of the interaction. With respect to the basic epi-
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sodes, Cockton and Lavery (1999) found that “in a generic research context, new basic
episodes begin when the system is in a stable state after the user pauses or changes fo-
cus”. This is based on concepts taken from activity theory (Nardi 1996) where pauses
and users’ utterances expressing goals are the main observable evidence of user con-
sciousness. It means that conscious user intent or concentration are taken as criterion
for segmenting the interaction into basic episodes. Unfortunately, Cockton and Lavery
(1999) provide no suggestions for specific threshold times that are useful for segmen-
tation. To derive threshold pause times for use in DEVAN, inspiration was sought in the
field of cognitive science, more specifically in the Keystroke Level Model (Card, Moran
and Newell 1990) and the Unified Theories of Cognition (Newell 1990).

interaction breakdown

time stamy log segments context indications

0:00:00 action description of task 1

0:00:12 tion interaction description

0:00:13 ction segment code

0:00:19 action description of

0:00:21 action interaction @

0:00:22 action segmgnt

0:00:23 action
action 7
action (verbal utterance, code
action description of task 2
action interaction description @
action segment
action (verbal utterance) code

1 column for logging user-product interaction 2 primary boundary, indicating the start of a new in-
teraction segment 3 secondary boundary, indicating the possible start of a new interaction seg-
ment 4 column for interaction segment boundaries and descriptions 5 column for task descrip-
tions and descriptions of intermediate level episodes 6 column for breakdown indication type
codes 7 event marked as breakdown indication

Figure 1 General format for the interaction overview table.

The Keystroke Level Model (KLM) makes use of the concept of unit tasks. These are de-
fined as follows: “Given a large task, (...), a user will break it into a series of small, cogni-
tively manageable, quasi-independent tasks, which we call unit tasks”. In addition, KLM
uses the concept of methods. A method is defined as “... a sequence of system com-
mands for executing a unit task that forms a well-integrated (‘compiled’) segment of a
user’s behavior”. Furthermore, KLM uses the concept of chunks. With respect to chunks
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Card, Moran and Newell (1990) state that “the user cognitively organizes his methods
according to chunks, which usually reflect syntactic constituents of the system’s com-
mand language. Hence, the user mentally prepares for the next chunk, not just the next
operation. It follows that in executing methods the user is more likely to pause between
chunks than within chunks”. This statement suggests that, at the lowest cognitive level,
the length of pause times is related to starting new chunks. In addition, it suggests that
chunks reflect syntactic constituents of a product’s interaction language. Thus, in
searching for useful threshold pause times, one should take into account the extent to
which the syntax of a product’s interaction language is reflected in the resulting inter-
action segments.

The Keystroke Level Model (KLM) provides estimates for the time expert users need to
perform routine tasks. It assumes that a unit task consists of two subsequent parts: 1)
acquisition of the task and 2) execution of the acquired task. “During acquisition, the user
builds a mental representation of the task, and during execution, the user calls on the sys-
tem facilities to accomplish the task. The total time to do a unit task is the sum of the time
for these parts” (Card, Moran and Newell 1990). Given a method for executing a unit
task, the Keystroke Level Model predicts the time needed for it. Task acquisition times
would seem most appropriate for determining threshold pause times. However, Card,
Moran and Newell state that: “Task acquisition times are highly variable, except in spe-
cial situations (such as a manuscript interpretation task) and we can say little yet about
predicting them”. Therefore, for determining threshold times in DEVAN, an alternative
procedure is used. The starting point of the procedure is that, ideally, each chunk
should become a segment in the interaction. Thus, determining threshold pause times
equals determining when a chunk starts. Therefore, to make time estimates for thresh-
old pause times means to estimate what time is minimally needed for the execution of
a chunk that consists of one single action. If a measured pause time is shorter than the
threshold pause time, it is unlikely that at that point a new chunk starts (at least accord-
ing to KLM), but if the measured time is longer, one does not know. Using Card et al.’s
parameters, task execution times for a chunk vary between 1.83 seconds (for users
who’s speed is comparable to that of a typist typing 135 words per minute) and 2.95
seconds (for users who’s speed is comparable to that of a typist who is unfamiliar with
a regular computer keyboard). Thus, based on task execution times only, threshold
pause times in the range of 1.8 to 3.0 might yield useful segmentations. See table 1 for
details of task execution time calculations.

Another useful strategy based on the KLM could be to include a specific (reasonably
predictable) part of task acquisition in the calculations (in addition to the task execu-
tion part). For example, it is reasonably predictable that an expert typist interpreting a
manuscript needs (according to the KLM) an average of at least 1.8 seconds just for
reading something from the manuscript. This might be comparable to a situation in
which a subject in a user test has to look up something in a given task. If, in addition,
the assumed expert has to scan the CRT-display for locating the position from which to
continue entering text, the time needed becomes 4.0 seconds on average. Thus, this
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strategy would suggest that useful threshold values may be found in the range of 3.6
(=1.8+1.8) t0 7.0 (=3.0+4.0) seconds.

Table 1 Calculations of task execution times, according to the Keystroke Level Model (Card, Moran
and Newell 1990)

Time (in sec) Activity
T(mental) 1.35 Mentally prepare to do something
T(home) 0.40 Homing hands on the keyboard or other device
T(key) 0.08 Best typist (135 words per minute)
0.50 Typing random letters
1.20 Worst typist (unfamiliar with the keyboard)
T(response) t System response time (this time is only calculated as far

as it exceeds Tmental - it is assumed that while waiting
for the response the user can mentally prepare for the
next action)

T(execution) min 1.83+t =Tm+Th+Tk+Tr
max 2.95+t (=Total task execution time)

The estimates made with KLM are based on extensive empirical measurements of ac-
tual users. However, all users were computer users, performing text-editing tasks.
Newell’s (1990) Unified Theories of Cognition (UTC) was used to provide “order of
magnitude” estimates, based on different information. UTC works with “time scales for
human action”, which are derived from more general findings on human information
processing. According to UTC, Card, Moran and Newell’s unit tasks typically take in the
order of 10 100 seconds. It is assumed that unit tasks are composed of multiple simple
operations. For simple operations (as Newell defines it) “responses must be known and
simple (press a button, vocalize a word) ... the connection of the response with the elicit-
ing situation (the stimulus) must be clear to the subject” (Newell 1990). The time scale
for simple operations is typically in the order of 1-10 seconds. This seems to be in line
with the estimations derived from the KLM.

As a preliminary procedure for DEVAN it is suggested that analysts determine threshold
pause times on an ad hoc basis. For each set of user tests, analysts should conduct a pi-
lot data analysis to derive useful (fixed) threshold pause time values (see section 3.3.1
for more details). The estimates made with the KLM and UTC can serve as rough indica-
tions for the order of magnitude to be used. In section four, this preliminary procedure
is evaluated, and a more explicit procedure is proposed.

What format is used for the interaction overview?

The format for representing the interaction (from now on ‘interaction table') uses
three central columns that (side-by-side) represent the interaction at (minimally) three
levels of abstraction (see figure 1). The leftmost of these columns (figure 1, item 1) con-
sists of a simple log of all actions that a user performs on the product (with time
stamps and information on the product's status after the action). In addition, this col-
umn is used for a preliminary segmentation of the interaction, based on pause times

37




What'’s the problem?
Studies on identifying usability problems in user tests

38

3.2

3.2.1

only. For this, DEVAN makes use of primary and secondary threshold times (figure 1,
items 2 and 3; further explanation on primary and secondary threshold times can be
found in section 3.3.1). Primary segment boundaries are represented as thick lines be-
tween actions; secondary boundaries are represented as dotted lines.

The middle column of the interaction table shows the definitive clustering of actions to
segments (figure 1, item 4). This clustering is based on the preliminary segmentation
shown in the leftmost column, combined with analyst judgments (for the exact proce-
dure, see section 3.3.1). Short phrases characterizing the interaction segments are
shown in the middle column as well. These phrases make explicit what the analyst
thinks is happening within that segment. They may take the form of supposed user
goals (e.g., “user wants to set the scheduled time for program period leave”), or may
just be denominators for a group of actions (e.g., “user scrolls through the picture
menu’’).

The third column represents performance at the level of tasks provided to the test sub-
jects (figure 1, item 5). The start of a new task is indicated by a thick line. Just below the
line, task number and task description are added. If at some points in the interaction,
analysts think that, for a better overview, segments should be clustered to intermedi-
ate level episodes, these can be represented in the third column as well (not shown in
figure 1). Graphically, intermediate level episodes can be distinguished by using differ-
ent font types and sizes. Analysts can add descriptions indicating what the clustered
segments have in common. Again, descriptions may take the form of ‘user goal de-
scriptions’ (e.g., if analysts feel they are reasonably sure towards what goal the user is
working) or of denominators, merely describing what happens in these segments (e.g.,
user scrolls the same menu multiple times, each time entering the same values for a menu-
item). Figure 2 shows part of an example interaction table.

How can usability problems be recognized?

After creating the interaction table (based on watching the videotapes several times),
the interaction is studied in detail to locate usability problems (for more details on the
use of videotapes during the analysis, see section 4.5.1). For this, DEVAN uses a list of
event types each of which indicates the occurrence of a problem in the interaction. The
list is based on Lavery, Cockton and Atkinson.'s (1997) definition of usability problems,
which describes behavioral and performance consequences of usability problems in
general. Furthermore, the list is derived largely from a taxonomy of problem pheno-
types developed by Sutcliffe et al. (2000).

Theoretical considerations

Lavery, Cockton and Atkinson (1997) define usability problems as follows:
“A usability problem is an aspect of the system and/or a demand on the user, which
makes it unpleasant, inefficient, onerous or impossible for the user to achieve their
goals in typical usage situations.”
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Product Breakdown
status after Interaction indication
Time code Action action segments Task context code
initiate entering Task 1a
current day and
time Set
clocktime
to 7.10 and
<enter current day day to
15:49 and time> 13:00 Monda Tuesday
16:00 <day> Tuesday select day
16:00 <day> Wednesday
16:01 <day> Thursday
16:06 <time forward> 13:01 settime act
16:06-16:08 <time forward> 13:05 act (rep?)
16:08 <time backward> 13:04 corr
(<time backward>
(16:09) failed) exe
16:10-16:24 <time backward> 7:07 exe
16:25 <time forward> 7:08 corr
16:26 <time forward> 7:09 corr (rep?)
16:27 <time forward> 7:10 corr (rep?)
[readss task]
fix current day
and time
i
afterwards: "now
<enter current day itis entered, | goal
16:42 and time> think" act

Figure 2 Example of an interaction table, taken from the thermostat test (see section 4.1.1), task 1a
(translated from Dutch)

They distinguish between four components for any given usability problem:
“a cause, a possible breakdown in the user’s interaction, and an outcome, all of
which happen in a context.”
In other words: within a specific context (e.g., user context, interaction context, task

context), some cause (e.g., a design fault), may lead to a breakdown in the interaction
(e.g., the user selecting an inappropriate action). This in turn may result in some unde-
sired outcome (in terms of behavior and/or performance; e.g., the user’s task fails, the
quality of the work suffers, the user becomes irritated). In another paper, Lavery and
Cockton (1997) make a distinction between dialogue failures and knowledge mis-
matches. Dialogue failures equal breakdowns as defined above. Knowledge mis-
matches are defined as occurring when the user does not have the correct understand-
ing of a particular aspect of the system or task. In case of DEVAN, the word 'break-
down' will be used to include dialogue failures as well as knowledge mismatches.

The words unpleasant, inefficient, onerous and impossible in Lavery, Cockton and Atkin-
son’s (1997) definition refer to the outcome component of a usability problem, they re-
fer to consequences of interaction breakdowns. Analysts can come to know about the
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existence of such consequences by listening to users (e.g., to their verbal utterances),

by watching them (e.g., attending to non-verbal behavior like frowning) or by logging

task performance (e.g., the user selecting a wrong action and then undoing it). Thus, at
different points in time there can be multiple indications for the occurrence of a single
breakdown. For example, an analyst may see that the user erroneously selects a button

(first indication), may hear the user say “oops, that was wrong” (second indication) and

may then see that the user undoes the erroneous action (third indication).

DEVAN makes use of a checklist to assist in systematically searching for such break-

down indications. The checklist is largely derived from the problem phenotypes taxon-

omy of Sutcliffe et al.’s Model Mismatch Analysis method (MMA) (Sutcliffe et al. 2000)

which is based on a cyclic task-action model inspired by Norman’s well-known model of

action (Norman 1986). The model distinguishes between several interaction stages, in-
cluding error correction and non-goal directed exploration. The concept of problem
phenotypes is defined by Hollnagel (1993) as referring to “how [problems] appear in
overt action, how they can be observed, hence the empirical basis for their classification”.

It should be stressed that contrary to what Hollnagel suggests, the checklist in DEVAN

is used solely for locating breakdown indications, and not for classifying them.

A number of adaptations were made to Sutcliffe et al.’s taxonomy. There were several

reasons for this:

1 Some of the items in the taxonomy contained more than one indication at once.
For example, one of the items in the taxonomy is ‘Puzzled, can not proceed’. Of
course a user can feel puzzled and may not know how to proceed, but what if the
user does not proceed and does not look puzzled at all? Should this be regarded as
a sign that something is wrong? To avoid such confusion, DEVAN makes no use of
combined indications.

2 Insome cases, it was not clear what signals analysts had to search for, in order to
label an event as ‘indication for a breakdown’. For example in the case of ‘Puzzled,
can not proceed’: how can analysts decide that the user can not proceed (as op-
posed to does not proceed)? They can see a user starting a new task, quitting a ses-
sion or they can hear them say that they don’t know how to proceed (and then infer
that indeed they can not proceed). DEVAN’s checklist tries to be clear on the type
of behavior that can count as evidence for the occurrence of a breakdown.

3 Sutcliffe et al.’s action stages model classifies phenotypes according to various ‘ac-
tion stage contexts’. Thus, in analyzing an event, analysts have to interpret in what
action stage the event took place before it can appropriately be classified. In many
cases, it is not clear in what action stage an event happens, whereas it can still be
clear that some breakdown must have occurred. For example, if a user seems puz-
zled and has not yet initiated an action, how can an analyst distinguish between
‘Puzzled, can not proceed’ (in the context ‘start of a task, or sub-task') or ‘Hesi-
tates, does not proceed’ (in the context ‘action selected or initiated”)? As DEVAN’s
checklist is not meant for classification purposes, there is no need to make this dis-
tinction. On the other hand, it is very likely that the ‘action stages contexts’ have
played an important theoretical role in achieving completeness for Sutcliffe et al.’s
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taxonomy. To preserve this completeness, it was required that all items of Sutcliffe
et al.’s taxonomy could be related to at least one of the items in DEVAN’s checklist.
There is one exception to this requirement. Sutcliffe et al.’s item ‘System freezes or
crashes’ was considered more of a technical problem than a usability problem (al-
though it will certainly be an unpleasant experience to the user). In addition, during
the development of the checklist, it was found that two additional items had to be
included in the checklist. These are the items GOAL and REC (see table 2).

3.2.2  Events that indicate the occurrence of a breakdown

Table 2 Definition of breakdown indication types (final list, after implementing the improvements
described in section 4.1.2; translated from Dutch).

Breakdown indication types based on observed actions on the product
Code Short description Definition

ACT wrong action an action does not belong in the correct sequence of actions
an action is omitted from the sequence
an action within a sequence is replaced by another action
actions within the sequence are performed in reversed order

DISC discontinues user points at function as if to start executing it, but then does not
action user stops executing action, before it is finished
EXE execution problem execution of action not done correctly or optimally
REP repeated action an action is repeated with the same effect
CORR corrective action an action is corrected with a subsequent action (or sequence of actions)
an action is undone
STOP task stopped starts new task, before having successfully finished the current task

Breakdown indication types based on verbal utterances or on non-verbal user behaviour

Code Short description Definition

GOAL wrong goal user formulates a goal that cannot be achieved with the product or that
does not contribute to achieving the task goal

pPUZZ puzzled user indicates:

not to know how to perform the task or what function is needed for it
not to be sure whether a specific action is needed or not

RAND random actions user indicates:
that the current action(s) are chosen randomly
SEARCH  Searches user indicates:
for function not being able to locate a specific function
to be searching for a function of which the analyst knows it does not exist
DIFF execution user indicates:
difficulty having physical problems in executing an action
that executing the action is difficult or uncomfortable
DSF doubt, surprise, frustratic user indicates:

not to be sure whether an action was executed properly

not to understand an action’s effect

to be surprised by an action’s effect

the effect of an action was unsatisfactory or frustrated the user

REC Recognition user indicates:

of error or to recognise a preceding error

misunderstanding to understand something previously not understood
QUIT quits task user indicates:

to recognise that the current task was not finished successfully, but
continues with a subsequent task
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Table 2 shows DEVAN’s checklist of breakdown indication types. The list consists of two
parts differing in what kind of behavior was observed: an action on the product or
other user behavior (i.e. verbal utterances and non-verbal behavior).

To assist in keeping track of events that analysts interpreted as breakdown indications

and to explain what the breakdown consists of, DEVAN makes use of a specific format

for describing breakdown indications. Main requirements for this format are that

e based on the descriptions, analysts should be able to reconstruct what happened
and why the observed events were regarded as indications for breakdowns;

¢ insubsequent analyses the descriptions should facilitate finding back the indica-
tions on tape (thus making the video contents more accessible).

The following elements are included in descriptions of breakdown indications:

¢ atime code reference, so that the event can be located on tape or in the interaction
table;

e adescription of the observed event;

e adescription of the context in which the event occurred; i.e. the product mode in
which it occurred, as well as the current task, intermediate-level episode and inter-
action segment;

¢ the code for the indication type (as specified by the checklist, table 2) ;
¢ afree-form description of the breakdown indication.
For additional reference, breakdown indication codes are added to the interaction ta-
ble as well (see figure 1, item 6). They are shown directly to the right of the interaction
table at the appropriate point in time. Furthermore, the event itself (action, verbal ut-
terance, etc.) is marked grey in the interaction table (figure 1, item 7). See figure 2 for
an example interaction table and table 3 for the related example list of breakdown in-
dication descriptions.

What procedure is followed in doing the analysis?

To assist the analyst in creating the tool’s various representations, DEVAN provides a
procedural description of how to go about it in the data analysis process. Two main
stages are distinguished, consisting of three and two sub stages respectively:
1 creating the interaction table:

e logging and transcribing actions, verbal utterances and non-verbal behavior

e segmenting the interaction based on threshold pause times

e clustering actions to interaction segments, intermediate-level episodes and task-

level episodes

2 creating the list of observed indications for breakdowns:

e locating indications for breakdowns

e describing indications for breakdowns

Stage one: Creating the interaction table
Before starting to make interaction tables for all subjects, threshold pause times have
to be determined. This is done, based on the analysis of a pilot data set. After logging
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Table 3 Example list of breakdown indication descriptions taken from the thermostat test (see
section 4.1.1), task 1a (translated from Dutch). Breakdown indications between thick lines refer to
the same breakdown.

Breakdown
Time indication
code code Free-form description Observation Product mode |Task context
Task 1a: set clocktime to
uses < time forward> in presses <time enter current 7:10 and day to
16:06 act stead of <time backwards> |forward> day and time Tuesday; set time
Task 1a: set clocktime to
16:06 uses < time forward> in presses <time enter current 7:10 and day to
-16:08 act stead of <time backwards> |forward> day and time Tuesday; set time
use of <time forward> is Task 1a: set clocktime to
corrected with <time presses <time enter current 7:10 and day to
16:08 corr backward> backward> day and time Tuesday; set time
presses <time
backward>, but Task 1a: set clocktime to
does not press <time display does not enter current 7:10 and day to
16:09 exe backward> hard enough  |change day and time Tuesday; set time
Task 1a: set clocktime to
16:10 overshoot while using presses <time enter current 7:10 and day to
- 16:25 exe <time backward> backward> day and time Tuesday; set time
corrects overshoot of <time Task 1a: set clocktime to
backward> with <time presses <time enter current 7:10 and day to
16:25 corr forward> forward> day and time Tuesday; set time
corrects overshoot of <time Task 1a: set clocktime to
16:26 and backward> with <time presses <time enter current 7:10 and day to
16:27 corr forward> forward> day and time Tuesday; set time
prior to the action he Task 1a: set clocktime to
indicates verbally that he |says: "fix", afterwards 7:10 and day to
wants to confirm the newly [he says:"now it is enter current | Tuesday;fix current day
16:42 goal made settings entered, | think" day and time and time
presses <enter current day Task 1a: set clocktime to
and time> after entering 7:10 and day to
day and time (superfluous |presses <enter enter current Tuesday;fix current day
16:42 act action) current day and time> |day and time and time

and transcribing the interaction of a pilot subject, the analyst intuitively chooses a can-
didate threshold time and uses this to segment the interaction. Subsequently, the re-
sulting segmentation is evaluated for its ‘meaningfulness’. In this context, ‘meaningful’
means that most of the segments seem to reflect “well-integrated, coherent segments
of behavior”, that relate to the syntactical structure of the product’s interaction lan-
guage. If almost all resulting segments are considered meaningful, the threshold is
chosen as the primary threshold time. For additional structuring, a (shorter) secondary
threshold can be used. After choosing threshold times, the analysis can start and the
same threshold times are used for all subjects of a test.

The ‘interaction table’ stage starts with logging and transcribing. In this sub stage, all
user actions, verbal utterances and obvious non-verbal behavior are logged, along with
time codes and information on product status. This may be done using specific logging
software, or it may be done by hand. Thus, this sub stage concerns ‘filling’ the leftmost
column of the interaction table, as well as part of the middle column (i.e. transcribing
verbal utterances and non-verbal behavior).
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In the second sub stage the interaction is segmented. This is done by going through the
time codes and calculating pause times that exceed the primary or secondary threshold
pause times. Thus, preliminary segments are formed, which are represented in the
leftmost column of the interaction table.
The next step is the clustering sub stage. Clustering starts, based on the preliminary
segments created in the previous sub stage as well as on analyst judgments. The pro-
cedure is as follows. All thick lines of the leftmost column (indicating the crossing of
primary thresholds) are extrapolated to the middle column. In addition, dotted lines
(indicating the crossing of secondary thresholds) may be extrapolated to thick lines in
the middle column, as well. Analysts can decide to do so if they think it provides a use-
ful additional way of structuring at that point. If, at places between thick or dotted
lines, users explicitly state (verbally) that they start ‘something new’, analysts can de-
cide to start new segments at such points as well. In addition to this extrapolation of
lines, analysts enter short textual characterizations of the newly formed interaction
segments in the middle column.
At this stage, higher level episodes may be defined as well. These are represented in
the rightmost column of the interaction table. Boundaries of the highest level episodes
are formed by start and finish of tasks. Task numbers and task descriptions are added
to each high-level episode. If it seems useful, intermediate-level episodes may be
shown in the rightmost column as well. If this is done, it is advised to create these ina
data-driven way (i.e. by clustering interaction segments, rather than by theoretically
subdividing tasks into subtasks). Hints for cases in which it is often useful to start new
intermediate-level episodes are when:
e the user seems to start a new task
¢ the user seems to start a distinct new part of the task (i.e. a new cluster of related
interaction segments)
e adistinct part of the task is repeated (i.e. another trial, or entering a subsequent set
of values)
e auser stops working directly towards a task goal, but instead starts exploring func-
tions just to learn something about the product or about previously made settings
e auserresumes the performance of an abandoned part of a task
At the end of stage one, the interaction table looks like that in figure 2 (except for the
grey marks and the breakdown indication codes, which are added in stage two).

Stage two: creating the list of ‘observed indications for breakdowns’

The ‘breakdown indications’ stage starts with the sub stage of locating indications. At
this sub stage, DEVAN’s checklist is used to carefully study the interaction for locating
events that indicate breakdowns in the interaction. To start with, the indications found
are marked grey in the interaction table. The code for the type of indication is added di-
rectly to the right of the interaction table at the appropriate point in time. It is advised
not to judge severity of breakdowns but to write down each and every indication re-
gardless how insignificant it may seem (this is done so, because in subsequent analy-
ses, new perspectives might make seemingly irrelevant indications more relevant).
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At the description sub stage, the list of breakdown indication descriptions is created.
The procedure for this is to simply go through the interaction table and ‘one by one’
describe all indications according to the format described in section 3.2.2.

Evaluating the tool

DEVAN was evaluated in two steps. Firstly, it was applied to data from a user test on a
programmable thermostat. Some modifications to the list of breakdown indication
types proved to be necessary. After making the modifications, DEVAN was applied to
two data sets from a user test on a TV-video combination. In all cases, DEVAN was used
by two independently working analysts (the first two authors of the present article).
The following section describes the user tests as well as the modifications made after
applying the tool to the first data set. Examples are shown of interaction tables, as well
as of breakdown indication descriptions.

Application of the tool to existing datasets

First, the thermostat user test is discussed (section 4.1.1). Subsequently, modifications
to DEVAN based on using it for this test are discussed (section 4.1.2). In section 4.1.3,
the TV-video test is described.

The thermostat test

A programmable home thermostat (Honeywell Chronotherm IlI, see figure 3) was
tested by five subjects (Vermeeren 1999). To evaluate the use of DEVAN, the data from
one of these subjects were used (a subject who’s task performance was not too ex-
treme in terms of speed and breakdowns).

In the thermostat test, subjects were given 12 tasks on paper. They were told that it did
not matter whether they would finish all twelve tasks, but they were asked to try and
finish each task successfully (however, they were told that they could skip a task if, af-
ter some time, they thought they would not succeed). Sessions lasted about 20 to 25
minutes. Tasks were formulated as scenarios, in terms of user goals describing a de-
sired behavior of the heating system. For example: “You are going away on holiday and
don’t find it necessary that the house is heated during that time. Make settings such that
the house will not be heated during the holidays”. As the thermostat was not connected
to a real heating system, there was no ‘real-life’ feedback. The thermostat in itself was
completely functional and indicated when it ‘tried’ to switch on the heating. None of
the subjects had any previous experience with using a programmable thermostat. All
sessions were recorded on video (subjects’ hands as well as an overall picture showing
the subject sitting at the table).
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4.1.2

For segmenting the interaction, a primary threshold time of 5 seconds was chosen. The
secondary threshold time was set at 3 seconds. Figure 2 and table 3 show examples of
an interaction table and a list of breakdown indications, respectively.

Figure 3 Honeywell Chronotherm Il thermostat

Improvements after the first application of the tool

While applying the tool to data from the thermostat test, some problems in the use of
the list of breakdown indication types showed up, leading to modifications of the list.
For example, some of the indication types were merged to one, because these types
were easily confused and distinguishing them provided no additional value. This was
the case for the indication types doubt, surprise and frustration, which were merged to
dsf (doubt-surprise-frustration). Furthermore, the indication types undo and correction
were merged to correction, as distinguishing between the two proved to be very diffi-
cult and not very informative. It was decided to treat undo as a special kind of correc-
tion. The indication type unrelated actions was removed from the list. After trying to
apply it, it became clear that purely on the basis of observed actions, one can not de-
termine whether actions are unrelated (as seen from the user’s perspective). In specific
cases, this could be determined based on verbal utterances, but for that the indication
type random actions already existed. Finally, a new indication type was added to the
list; it was labeled ‘recognition of previous error or previous misunderstanding’. During
the analysis, this indication was spontaneously found several times and was considered
relevant enough to be included in the list. In addition, definitions of some of the indica-
tion types were modified to make them clearer. Table 2 shows the final list of break-
down indication types.
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The TV-video test

After implementing the changes mentioned in the previous section, the tool was ap-
plied to data sets from a user test on another product. In that user test, a combined TV-
video recorder (Philips type nr. 21PT351A/00, see figure 4) was tested with twelve sub-
jects. Subjects sat behind a table with the remote control of the product, a user man-
ual, a quick reference card and a TV-guide on it. Data sets of two subjects of age group
30 —40 years, were analyzed. One subject (user A) was a relatively quiet man, who
worked in a reasonably systematic way. The other subject (user B) was a talkative
woman who seemed to work less systematic and who experienced many problems in
performing the tasks. Three VCRs with pre-recorded broadcasts from the channels
Netherlands 1, 2 and 3 were connected to the antenna input, to simulate broadcasted
channels. Teletext was not available. The TV-video combination was placed on a table,
at a distance of about 4 meters from the subject. The experimenter sat next to the sub-
ject. Subjects were asked to perform 38 tasks in a maximum of one hour time. All tasks
were related to the product’s video functions and to general TV functions. They were
read out loud to the subject. All sessions were recorded on video (showing the user’s
handling of the remote control as well as the TV in front view). Prior to the analysis,
analysts used pilot data from another subject to arrive at useful threshold pause times.
A value of 7 seconds was set as the primary threshold time and a value of 4 seconds as
the secondary threshold time. Figure 5 and table 4 provide examples of an interaction
table and of a list of breakdown indication descriptions, respectively.
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Figure 4 Philips TV-video combination.
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In the following sections, the use of DEVAN is evaluated. Section 4.2 focuses on the
procedure for choosing pause time thresholds. The use of breakdown indications for
locating breakdowns is evaluated in section 4.3. In section 4.4 it is evaluated to what
extent the tool has succeeded in making the data analysis process explicit. Finally, sec-
tion 4.5 focuses on how much time was needed for the analysis.

Selecting thresholds for pause times

In section 3.1.1, it was stated that the procedure for choosing threshold pause times
should be treated as preliminary. Characteristics of the preliminary procedure were
that 1) threshold pause time values are chosen on an ad hoc basis using pilot data, 2)
the tool distinguishes between primary and secondary threshold pause times and 3)
the values for these threshold pause times might be found in the range of 1 to 10 sec-
onds. In case of the thermostat test, the preliminary procedure led to threshold values
of 5 and 3 seconds; for the TV-video user test, values were 7 and 4 seconds. Below, the
procedure is evaluated in detail. Subsequently, a new, more explicit procedure is pro-
posed.

Product
status after| Interaction Breakdown
Time code Action action segments Task context |indication code
12:41] <pause/stop> Pause, [Stop the video Task 13.
channel 3 |[player to start
watching TV Start
watching
the "Natte
Neuzen-
show" at
channel 2
12470 = <8>  Pause, |Switch to (task problem,
channel 3 Jchannel 3 she forgot which
channel she had
to switch to)
12:49 <3> Channel 33 act
12:50) <3> Channel 3 |"now this is corr
channel 3 isn't
it?
13:00)<rotary> clockwise Channel 4 |"oh no, 2" exe
Switch to
channel 2
13:01] <rotary> counter Channel 2 corr
clockwise

Figure 5 Example of an interaction table, taken from the TV-video test, user B task 13 (translated

from Dutch).
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Table 4 Example of a list of breakdown indication descriptions, taken from the TV-video test, user
B, task 13 (translated from Dutch). Breakdown indications between thick lines refer to the same

breakdown.
Breakdown
Time indication Product
code code Free-form description Observation |mode Task context
12:49 act immediately after selecting |presses <3> Channel 3 is |Task 13. Start watching the "Natte
channel 3 she (accidentily?) on (top right |Neuzen-show" at channel 2;
presses the same key (<3>) corner switch to channel 3.
again, thereby selecting shows: 3-)
channel 33
12:50 corr presses <3> again to return |presses <3> Channel 33 |Task 13. Start watching the "Natte
to channel 3 (from channel is on Neuzen-show" at channel 2;
33 switch to channel 3.
13:00 exe turns rotary knob clockwise |rotates rotary  |Channel 3 is |Task 13. Start watching the "Natte
in stead of counterclockwise [clockwise on Neuzen-show" at channel 2;
to go from channel 3 to 2 switch to channel 2.
13:01 corr turns rotary knob rotates rotary  |Channel 4 is |Task 13. Start watching the "Natte
counterclockwise to correct |counterclock on Neuzen-show" at channel 2;
the channel setting from 4  |wise switch to channel 2.
to 2

As a first step, it was investigated whether specific pause time values typically occurred
more often than others. This was done by analyzing pause time frequency distributions
for all three data sets. Figure 6 shows the three distributions. Per user test, fractions of
the total number of observed pauses are depicted for each of the various pause time
categories. Resolution for logging the actions was about 1 second. Therefore, the cate-
gory of 0 seconds represents values of less than 1 second.

40%
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30%
25%
20%
15%
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5%

0%

Fraction of total
number of pauses

—e— Thermostat
—s— TVCR-user A

TVCR-user B
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o
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Pause time category (in sec)

20 and more \l

Figure 6 Frequency distributions of measured pause times for all three tests.
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All three distributions exhibit a ‘peak’ at ‘1 second’. As segmentation based on a
threshold value of 1 second would largely result in segments consisting of single ac-
tions, this ‘peak’ has no meaning for determining useful threshold pause times. Apart
from the peak at 1 seconds, all three distributions show a smooth, exponential de-
crease in pause times, the distributions seem to be almost identical. A two-tailed Kol-
mogorov-Smirnov test (Siegel and Castellan 1988) confirms this similarity. It shows that
for the two subjects in the TV-video tests, distributions are not significantly different
(at p<o0.05 level), and that the distribution of the thermostat data was not found to be
different from that of user A of the TV-video test (p<0.05). The distribution from the
thermostat test proved to be significantly different from that of user B in the TV-video
test (p<0.05) (see table 5). However, at closer inspection, it seems that this difference
is mainly caused by pause times in the category of 0 seconds. Such pause times have no
meaning as thresholds, because using them would result in segments that equal indi-
vidual actions. After excluding the ‘o seconds’ category from the data, pause time dis-
tributions showed no significant differences anymore (see table 6).

Table 5 Investigating similarity of frequency distributions.

The largest discrepancy Dp, n

Two-tailed Kolmogorov- between the two cumulative Critical value

Smirnov test for large samples distributions is: for o = 0.05

thermostat vs. 0.0747 0.1185 no significant difference
TV-video user A (m=230, n= 308)

thermostat vs. 0.1302 0.1146 significant difference
TV-video user B (m=230, n=364)

TV-video user A vs. 0.0874 0.1053 no significant difference
TV-video user B (m=308, n=364)

Table 6 Investigating similarity of frequency distributions, excluding the pause time value of o
seconds.

The largest discrepancy Dy,

Two-tailed Kolmogorov- between the two cumulative Critical value

Smirnov test for large samples distributions is: for a = 0.05

thermostat vs. 0.0650 0.1347 no significant difference
TV-video user A (m=171, n= 252)

thermostat vs. 0.0438 0.1290 no significant difference
TV-video user B (m=171, n=318)

TV-video user A vs. 0.0693 0.1147 no significant difference
TV-video user B (m=252, n=318)
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It is concluded that pause time frequency distributions provide no indications for useful
threshold pause times. Thus, a procedure based on a more detailed analysis of pause
time patterns is needed. Such a procedure is in line with Card, Moran and Newell’s
(1990) statements, that “a chunk can be expected to reflect the syntactical structure of a
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system’s command language” and that “in executing a method, the user is more likely to

pause between chunks than within chunks”. These statements imply that pause time

patterns may indeed relate both to the syntactical structure of a specific interface, as
well as to a specific person’s interaction with the interface. For distinguishing (the
shorter) pauses within chunks from (the longer) pauses preceding a chunk, one should
study episodes displaying an interchange of these. Such interchanges typically occurin

‘less problematic’ interaction fragments.

Figures 7 and 8 (taken from the thermostat test data) illustrate how pause time pat-

terns of not-problematic episodes indeed can reflect the distinction between longer

and shorter pauses. These figures show similar task fragments from the beginning of a

session and from halfway the same session. In both cases, temperature schedules are

entered for a one-day period. Tasks are performed without errors. In case of this ther-
mostat, settings are structured in a hierarchical fashion. Each (day) schedule consists of
up to four periods.

For each of these periods, a starting time and a temperature can be set. Thus, a typical

interaction sequence consists of first selecting the period to be scheduled, followed by

setting the desired starting time and the desired temperature. This hierarchical struc-

ture is clearly recognizable in the pause time patterns shown in figures 7 and 8:

e pauses immediately preceding the selection of a new period (the black bars) are
typically longer than pauses for subsequent (temperature and time) settings within
that period (the grey and white bars, respectively);

e pauses immediately preceding the first ‘temperature’ (or ‘time’) setting for a pe-
riod, are typically longer than subsequent ‘temperature’ settings (or ‘time’ settings
respectively) for that same period.

Making diagrams similar to those of figure 7 and 8 might assist analysts in selecting

useful threshold times in a more systematic way.

For the tests described in the present article, threshold pause time values were chosen

using the preliminary procedure described in section 3.3.1. This means that after having

watched the tapes of a pilot subject, threshold times were chosen intuitively and were
then applied consistently.

It was then judged to what extent the resulting segmentation made sense or not. If

necessary, threshold times were subsequently changed. Below, meaningfulness of the

primary segment boundaries is evaluated again, now based on more explicit criteria.

According to these criteria segment boundaries are considered meaningful if at the

pause: 1) subjects made evaluative remarks, formulated new intentions or made other

remarks indicating a shift of focus, or if 2) subjects were reading a task, a manual, a

quick reference card, etc. If the above does not apply, a segment boundary can still be

considered meaningful if it is defendable based on the interface’s structure (for exam-
ple, if after the pause the user starts using a different menu or setting a different pa-
rameter than before). Table 7 shows what proportions of the original primary segment
boundaries were meaningful, according to the new, more explicit criteria. It shows high
level of agreements between the judgments of the preliminary procedures and the
new, more explicit criteria.
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Thermostat Task 1b:
Scheduling for weekdays
20
Pause 18
times 16
(in sec) 14
12
10
8
6
4
2
0
Pause moments
Figure 7 Pause time pattern taken from task 1b of the thermostat test. Black bars: pauses after
which the user selects a ‘period’ to be scheduled. Grey bars: pauses after which ‘temperature’ set-
tings are made for the selected period. White bars: pauses after which ‘time’ settings are made for
the selected period.
Thermostat Task 8:
Scheduling for the weekend
Pause
times
(in sec)

Pause moments

Figure 8 Pause time pattern taken from task 8 of the thermostat test. Black bars: pauses after
which the user selects a ‘period’ to be scheduled. Grey bars: pauses after which the user makes
‘temperature’ settings for the selected period. White bars: pauses after which the user makes
‘time’ settings for the selected period.
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Table 7 Meaningfulness of primary segment boundaries re-evaluated using more explicit criteria.
The table shows high level of agreements between the results from using the preliminary proce-
dures and using the new, more explicit criteria. Thus, the procedure for judging meaningfulness of
segment boundaries can be made more explicit, using the new criteria.

Number of meaningful primary boundaries

according to according to

preliminary procedure the new criteria
thermostat 32 32
TV-video user A 21 24
TV-video user B 36 31

Based on these comparisons, it is concluded that instead of the preliminary procedure
for defining threshold pause times (largely based on judgments), a new procedure us-
ing more explicit criteria is proposed (see next section).

Conclusions

Frequency distributions of pause times provided no indications for what values can

best be used as threshold values (see figure 6). In addition, Kolmogorov-Smirnov tests

indicated that pause time distributions did not significantly vary across subjects or test
situations. Thus, it is not likely that frequency distributions or differences thereof can
be used for choosing threshold pause times. It seems more useful to analyze what
pause time patterns can be found in session parts in which users hardly experience any
problems. Based on an evaluation of the meaningfulness of the used segment bounda-
ries, a more explicit procedure for determining threshold pause times is proposed be-
low. This procedure is as follows:

1 Create bar graphs of pause times, using interaction fragments from pilot data. Select
session parts (from pilot data) in which a subject seems to perform tasks in an (al-
most) non-problematic way. For deciding on threshold values only those parts that
are long enough to allow patterns in pause times to be revealed, should be used
(i.e. seemingly coherent episodes of task performance, in which a substantial num-
ber of buttons are pressed). Create pause time bar graphs of the session parts,
which are similar to those in figures 7 and 8.

2 Select a candidate primary threshold value. Based on the graphs, select a candidate
primary threshold value. Expect useful values somewhere in the range of 2 to 10
seconds.

3 Segment the entire (pilot) data file, based on the chosen threshold value.

4 Determine meaningfulness of the primary segment boundaries. Applying threshold
values for defining segment boundaries will always yield a number of boundaries
that are not meaningful. As a first step:

e Decide what proportion of primary boundaries should come up as meaningful,
according to the criteria below.
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Determine meaningfulness of all segment boundaries by answering the following

questions

e At each boundary: Are there any utterances indicating a change of focus, newly
formed intentions or evaluations of previous actions, or is the subject reading
the task, a manual, pieces of text on a display etc.

¢ Inthe absence of such indications: is a segment boundary at this point defend-
able based on the interface’s syntax?

If the answer to one of these questions is “yes”, the boundary is considered mean-

ingful.

Evaluate the number of meaningful segment boundaries. Check whether the criterion

for the required proportion of meaningful boundaries is met. For the tests de-

scribed in the present paper, proportions proved to be 100% (thermostat), 96% (TV-

video, user A) and 82% (TV-video, user B). Based on this, a requirement could be

that at least 80% of all primary boundaries should be meaningful.

Decide whether or not to use the chosen threshold value. If the measured proportion

is lower than required: try a different value (go back to step two), segment again

and verify whether the new value fulfils the criterion better. If the proportion is

higher than required, continue with the next step.

Select a secondary threshold value. Based on the bar graphs (see step one) and the

chosen primary threshold value, select a secondary threshold value that is a few

seconds lower than the primary one. During the analysis, this secondary value could

suggest additional boundaries to the analyst. After selecting the secondary thresh-

old the analysis can start.

The use of indications for breakdowns

One of the other key elements in DEVAN is the use of breakdown indications as a
means of locating breakdowns. As stated in section 3.2.1 there can be various indica-
tions for a single breakdown. The checklist of breakdown indication types helps ana-
lysts in recognizing indications. In this section, it is investigated in how many cases
breakdowns were located with multiple indications and whether there is a relation be-
tween the number of indications and the chance of locating the breakdown.

Figure 9 shows that in all three tests, more than one indication was found for about 30-
40% of all breakdowns. Obviously, there is redundancy in the list of breakdown indica-
tions, but does this redundancy lead to a higher chance of recording breakdowns?
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Proportion of breakdowns vs.
number of indications for the breakdown
o)
Propor‘[ion1 0%
of 80% @ Thermostat |
breakdowns m TV-video, user A
60% 0 TV-video, user B[
40%
20%
0% ‘ |_I_\ B — P =
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Number of indications for a breakdown

Figure 9 Numbers of indications found per breakdown. Total numbers of breakdowns: thermo-
stat: 49, TV-video, user A: 54, TV-video user B: 110.

Tables 8, 9 and 10 show the number of breakdowns for which one, two or more than
two indications were found, and relates this to the number of analysts who located the
breakdown. The latter was used as an indication of the chance of recording the break-
down. For example, in table 8 it can be seen that 8 out of 9 breakdowns for which
three or more indications were found, were collectively found by both analysts,
whereas 1 out of the 9 was reported by only one analyst.

The figures in tables 8, 9 and 10 demonstrate a systematic effect. Firstly, if multiple in-
dications were recorded for a breakdown, the breakdown was usually found by both
analysts (thermostat: 18 out of 22, TV-video, user A: all 22, TV-video, user B: 30 out of
34). Secondly, if only one indication was recorded for a breakdown, then in only about
half of the cases the breakdown was found by both analysts (thermostat: 12 out of 27,
TV-video, user A: 21 out of 32, TV-video, user B: 36 out of 76). This suggests that a rela-
tion exists between the number of indications for a breakdown and the chance of re-
cording it. Based on observed relations between the number of analysts that reported
a breakdown and the number of indications for that breakdown one might even hy-
pothesize that the number of observed indications for a breakdown can be used as a
predictor of whether other analysts would report the same breakdown as well.
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Table 8 Relation between number of indications per breakdown and number of analysts that lo-
cated the breakdown (Thermostat test).

Thermostat breakdowns found breakdowns total amount of
by only one of collectively found breakdowns found
two analysts by both analysts
indication for the breakdown 15 12 27
indications for the breakdown 3 10 13
or more indications for the 1 8 9
breakdown
total amount 19 30 49

of breakdowns found

Table 9 Relation between number of indications per breakdown and number of analysts that lo-
cated the breakdown (TV-video test, user A).

TV-video, user A breakdowns found  breakdowns total amount of
by only one of collectively found breakdowns found
two analysts by both analysts

1 indication for the breakdown 11 21 32

2 indications for the breakdown 0 11 11

3 or more indications for the 0 11 11

breakdown

total amount 11 43 54

of breakdowns found

Table 10 Relation between number of indications per breakdown and number of analysts that lo-
cated the breakdown (TV-video test, user B).

Thermostat breakdowns found breakdowns total amount of
by only one of collectively found breakdowns found
two analysts by both analysts

1 indication for the breakdown 40 36 76

2 indications for the breakdown 4 20 24

3 or more indications for the 0 10 10

breakdown

total amount 44 66 110

of breakdowns found
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Explicitness of the data analysis procedure

Tables 8, 9, and 10, show that the amount of breakdowns that was found by only one
of two analysts was substantial. For the thermostat it was 19 out of 49 breakdowns
(39%), for user A of the TV-video it was 11 out of 54 (20%), and for user B 44 out of 110
(40%). This can be due to various reasons, including analysts having missed certain
events during the observation, or differing in how to interpret a subject’s behavior. In
the latter case, analysts may even have disagreed on whether specific events should be
regarded as breakdowns or not. As was mentioned in section 2.1, potential disagree-
ments of analysts were anticipated in the development of the tool, being the very rea-
son why decisions in the analysis have to be made explicit.

The explicitness of the decisions was evaluated by identifying breakdowns that were
reported by only one of the analysts and then trying to trace back at which data analy-
sis stage differences first occurred. This proved to be relatively easy to do. For only four
out of the 74 breakdowns that were identified by no more than one analyst, could it
not be explained why that was the case. Categorized by sub stage, table 11 shows the
numbers of breakdowns that were identified by only one analyst.

Table 11 Differences in what breakdowns analysts located, traced back to the data analysis activity
from which the differences originated.

Number of times that the difference originated in the sub stage of:

logging making interpreting locating break- describing break-
actions transcriptions user intentions  down indications  down indications

Thermostat

37 6 59 5 2

TV-video user A 0 0 0 11

Total

0
TV-video user B 2 8™ 14 22 0
2

3-5 12-14 17-19 36-38

“ Intwo of these cases, it could not be determined whether the difference originated in the sub
stage of logging or of interpreting intentions.
In two of these cases, it could not be determined whether the difference originated in the sub

stage of making transcriptions or of locating breakdown indications.

)

For 70 out of 74 breakdowns, differences could be traced back to specific data analysis

activities.

1 Differences in logging user actions. Some of the differences in breakdowns were
caused by differences in logging. In 4 out of 5 cases differences were caused by the
fact that analysts did not exactly see whether a button was pressed or not. For ex-
ample, in one case, an analyst missed a quickly corrected erroneous button press.
Most likely, this was missed due to an inaccuracy in rewinding the tape. Differences
like these are undesirable. Automated logging would have prevented the occur-
rence of 4 out of 5 differences in logging.
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Differences in making transcriptions. More than half of the differences in this cate-
gory were caused by the fact that analysts sometimes did not report non-verbal
behavior like frowning, visually scanning the interface, a finger floating above a
button for some time, sighing, or browsing through the manual. Additionally, some
differences were caused by not reporting evaluative remarks that were not directly
related to a specific action (e.g., “it’s not functioning anymore”, “this thing is really
difficult to use”). Another difference was caused by differences in hearing what a
subject says. Differences like these are undesirable, but hard to avoid. For verbal ut-
terances, one could agree to transcribe everything, but for non-verbal behavior it is
hardly possible to define what has to be reported. Differences in transcriptions will
always occur, but the tool makes them explicit for discussion amongst analysts.
Differences in interpreting user intentions. There were two main types of situations
in which differences in interpreting user intentions occurred. The first type refers to
situations in which analysts disagreed on whether they thought a user was actively
searching for a button to continue task performance, or had decided to explore
some part of the interface, and continue task performance later. The other type re-
fers to situations in which analysts severely doubted what the user’s intentions
were. In such cases, one analyst sometimes decided to report the guessed inten-
tion, whereas the other decided not to report it and just described what happened
in the specific segment. Inherently, there is a lack of information about user inten-
tions. Because afterwards user intentions can only be guessed, differences in this
category are unavoidable. Based on just videotapes, there is no way to decide
which guessed intention is correct and which is not, but the tool makes such differ-
ences explicit so that they can be discussed.

Differences in locating breakdown indications. This constituted about half of the dif-
ferences. Four main categories of causes for differences were identified. The larg-
est category consisted of situations in which subjects performed superfluous ac-
tions or applied very inefficient, but (in the end) effective strategies. Analysts
sometimes disagreed on whether these superfluous or inefficient actions should be
considered indications of breakdowns or not. There seems to be a ‘grey’ area for
which opinions differ on whether such actions have to be considered problematic
or not. DEVAN makes the analyst’s decision explicit so that it can be discussed. An-
other category was related to brief and vague utterances of which it was not al-
ways clear whether they had to be interpreted as indications of ‘puzzlement’ or
not. In theory, one could try to eliminate this category of differences by better de-
fining how ‘puzzlement’ can be observed. However, the authors’ experiences dur-
ing the development of the tool are that this is hard to achieve. At least, the tool
makes explicit how utterances were interpreted so that differences can be dis-
cussed. A third category of causes refers to situations in which subjects forgot
some action and analysts did not notice. In all of these cases, analysts knew that
these actions were necessary, but did not notice the missing action during the
analysis. Such differences are hard to avoid. The last category consists of differ-
ences that occurred in situations in which (technically) all required settings were
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made in a correct way, but one parameter was set to a wrong value (e.g., in case of
the TV-video: the TV was set to the wrong channel, see figure 5 for an example). It
is hard to decide in general whether such cases should be regarded as problematic
or not. In some cases, it may be clear that subjects forgot what was asked in the
given task (such problems are task problems in stead of usability problems). In
other cases, it can not be excluded that the error was attributable to a subject’s
misunderstanding of the interface. The only solution may be that analysts report all
such indications.

5 Differences in listing and describing breakdown indications. In case of two break-
downs, analysts forgot to copy the breakdown indication codes from the interac-
tion table to the list of breakdown indications.

Conclusions

Using interaction tables to analyze what caused the differences in the analysts’ lists of
breakdowns proved to be possible in most cases. In no more than four out of 74 cases,
it was not possible to decide in what sub stage of the analysis a difference first oc-
curred. Analyzing causes of differences in more detail led to the conclusion that only
some differences could have been avoided. This refers to situations in which the occur-
rence of differences could have been prevented by: 1) automated logging, and 2) re-
porting all breakdown indications (even if they seem to be caused by a subject not
properly remembering a given task). However, one should realize that the effect of
these measures is expected to be small. In our case the number of differences between
analysts would have been reduced from 74 to 65.

How much time did it take to do the analyses?

Detailed and explicit video data analysis is very time-consuming. Therefore, trade-offs
have to be made between thoroughness of an analysis and time spent. DEVAN is meant
for conducting thorough analyses and beforehand it was anticipated that using it
would be time-consuming. For the analyses performed in both the thermostat test and
the TV-video tests, data analysis times were recorded. Table 12 shows session times and
analysis times for the three tests. Session time/analysis time ratios varied between 1:25
and 1:29. For detailed and explicit video analyses, high investments in time are largely
unavoidable. Nevertheless, it seems worthwhile to analyze in what way the use of
DEVAN could be made more efficient without compromising the quality of its results.
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Table 12 How much time (in minutes) did it take to do the analysis?

thermostat TV user A TV user B
session time (in min) 20 30 40
analysis time (in min) 530 870 1005
ratio session time [analysis time 1:27 1:29 1:25

Evaluating the time needed for the analysis

Activities in all stages of the analysis were studied and it was evaluated how much time
was needed for each of them. The analysis was done with two Hi8-videorecorders. All
sessions were recorded on two videotapes (each showing a different view on the sub-
ject) and video recorders were operated manually. For creating the interaction tables
and the lists of breakdown indication descriptions, Microsoft’s Excel was used (see ta-
ble 4 and figure 5 for examples).

In the sub stages of logging and transcribing, the analysis consisted of repeatedly going
through a cycle of watching the video until some event occurred, then pausing it,
slightly rewinding it to the exact moment where the event started, observing and lis-
tening to the subject, manually entering data on the computer (i.e. buttons pressed,
video time codes, product status, verbal utterances, non-verbal behavior) and then
continuing with a subsequent cycle until the end of a subject’s session. Apart from
watching the tape itself, the activities of winding and rewinding the tape, as well as
manually entering the data proved to be very time-consuming. For segmentation of the
interaction the video tape was hardly used, because it could be done almost entirely
based on the logged data. In the sub stages of clustering and locating breakdown indi-
cations analysis cycles consisted of (re)winding the tape to a specific time code (i.e.
searching for a specific fragment), watching the tape for some seconds, rewinding the
tape to watch the segment again (often multiple times, to try and better understand
what the subject was trying to do), and then entering data into the computer (i.e.
drawing segment boundaries, describing interaction segments and entering the codes
for breakdown indications). This cycle was only gone through for those parts that were
difficult to understand. In this sub stage, activities like winding and rewinding the tape
and entering the data required much time. In the sub stage of describing breakdown in-
dications cycles consisted of gathering the information needed for the breakdown de-
scriptions by reading the interaction table and then typing the information in the cor-
rect format. Most of the information was present in the interaction table, but was dis-
tributed across various cells. Therefore, copying, pasting and editing the information
from the interaction table was experienced to be less efficient than re-entering it from
a printed version of the interaction table.
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Conclusions

Based on the analysis above it is concluded that an analysis with DEVAN can be made

more efficient by using (partly) different and integrated hardware and software tools.

More specific, a DEVAN analysis will be less time-consuming if

* log files can be used to control the video data, so that analysts no longer need to
continuously switch between working with the computer and working with the
video recorder

e log files or parts of log files are created automatically or if template-based logging
software is available so that logging can be done by ‘pointing-and-clicking’ in stead
of by typing

e digital video is used so that winding and rewinding tapes is no longer needed

¢ dedicated software would exist to easily transfer and edit bits and pieces of infor-
mation from the interaction table to a software template for breakdown indication
descriptions.

Recently, data from another six subjects of the TV-video test were analyzed using

Noldus’ The Observer Video Pro (Noldus 2002) in combination with digital video stored

on hard disc. This set-up made it possible to use log files for controlling video data, it

provided a template-based way of logging and spending time on winding and rewind-

ing tapes was no longer necessary. Informal time measurements from analyses of an-

other six subjects of the TV-video test indicated that this new set-up leads to a reduc-

tion in time of about 30-40%.

General discussion

DEVAN was developed as a tool for structured and detailed analysis of video data from
user tests of interactive systems. It is based largely on elements from earlier work on
data analysis methods like SUPEX (Cockton and Lavery 1999) and the Model Mismatch
Analysis method (Sutcliffe et al. 2000). DEVAN was developed in the wider context of
empirical studies on how the set-up of a user test may influence its outcomes. Such
studies require careful, systematic and transparent data analysis processes, yielding
complete and explicit results that can be discussed amongst researchers. Therefore,
the aim for DEVAN was twofold. First, to structure the analysis so that all parts of the
data receive due attention and, second, to make explicit the focus and perspective
from which the analysis is done. The latter is accomplished by providing a general focus
and perspective to take in the analysis (e.g., by defining what to log and what events to
consider as indications of breakdowns) and by providing a framework that analysts can
use to make their interpretations and decisions explicit (i.e. the interaction table for-
mat as well as the format for describing breakdown indications).

The use of DEVAN as a video data analysis tool was evaluated by having two people,
independently analyze video data from three user test sessions. The data originated
from user tests of a programmable home thermostat and of a TV-video combination.
The use of DEVAN yielded detailed insights into how the analysts had interpreted the
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data: data analyses processes had been reported so explicitly that differences in the
analysts’ lists of breakdowns could easily be traced back to differences in specific data
analysis activities. The results suggest that the majority of differences in the analysts’
lists of breakdowns were caused by unavoidable differences in interpretations of sub-
jects’ behavior and that only minor improvements should be expected by refining the
tool.

Future work

DEVAN was developed in a context which focused on consumer electronic products
and interactions that typically consist of pressing labeled buttons and reading displays.
Recorded data typically consisted of video and audio recordings with subjects perform-
ing tasks that were provided by an experimenter. Future research may focus on inves-
tigating how DEVAN can be used (or extended for use) in situations that may differ
from the tested situations in the following ways:

Different interaction styles: Not all interactions are based on pressing labeled buttons
and reading displays. For example, interactions may be based on dragging virtual ob-
jects on a screen, on physical manipulation of three dimensional objects or gestures, or
on talking to a speech recognition system (e.g., see Preece, Rogers and Sharp 2002). In
DEVAN, variations in interaction styles will be reflected mainly in modifications to the
interaction table’s logging column. For some interaction styles, a more visual format
may be required, next to (or in stead of) the textual format that is currently used. Addi-
tionally, differences in interaction styles might have consequences for the segmenta-
tion procedure and for the list of breakdown interaction types. Further investigation is
needed to study the extent to which this is the case.

Definitions of usability: There is a growing tendency to include criteria like “fun’ or
‘pleasure’ in definitions of usability (e.g., Jordan 2000). Especially in case of children’s
products such criteria seem to be of major importance (Oosterholt, Kusano and de
Vries, 1996). For DEVAN, changes in the definition of usability will be reflected in
changes to the list of breakdown indication types. For example, inclusion of ‘pleasure’
in the definition of usability would imply that the list of breakdown indication types
should indicate how ‘breakdowns in pleasure’ can be observed based on actions, verbal
utterances or non-verbal behavior.

Different types of test data: DEVAN’s interaction table format, as well as it’s list of
breakdown indication types is based on logging actions, recording verbal utterances
and observing a user’s general behavior (gestures, facial expressions, etc). However, in
methodological studies on user testing other data like eye movements may be gath-
ered as well (e.g., Crowe and Narayanan, 2000). Such data could possibly be accom-
modated for by extending the interaction table’s logging column with a column for
eye-tracking data. However, one could also treat such data in a similar way as verbal ut-
terances and incorporate them as annotations in the segments column. Additionally,
such data might provide new indications for breakdowns, leading to an extension of
the list of breakdown indication types.
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Different techniques of user testing: DEVAN originates from a context of tests with sin-
gle users and an experimenter that has only limited (verbal) interaction with those us-
ers. However, other user test techniques may require couples of subjects to collabo-
rate in a test session (Kemp and van Gelderen 1996) or an experimenter assuming a
more active role during the session (e.g., more conversation between subject and ex-
perimenter, or asking questions between tasks (Barnum 2002). For the use of subject
couples the interaction table format will have to be modified so that each subject’s
contributions to the interaction can be separately logged. Discussions amongst sub-
jects or between subjects and experimenters may provide an additional source of
breakdown indications leading to an extension of the list of breakdown indication
types.

Contexts where less time is available for the analysis: In analyzing user test outcomes a
balance has to be found between a careful, detailed and explicit data analysis on the
one hand, and time spent on doing the analysis on the other. For DEVAN, the balance
was clearly tipped towards a careful, detailed and explicit analysis. Especially the explic-
itness of the data analysis process makes it very time-consuming to use. It would be in-
teresting to investigate to what extent using separate elements of DEVAN could be
useful as well. For example, one could consider doing a less explicit data analysis with-
out creating interaction tables, but still using the list of breakdown indication types for
locating breakdowns. In the study reported by Jacobsen (1999) a similar approach was
taken to study methodological aspects of usability evaluation methods. Session
time/analysis time ratios he found varied between 1:2.7 and 1:4.5. With DEVAN ratios
varied between 1:25 and 1:29 (which could be reduced to about 1:15 to 1:20, see section
4.5). However, one should realize that tracing back causes of breakdowns is more diffi-
cult with less explicit data analysis techniques.
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Usability problem reports
for comparative studies:
consistency and inspectability

abstract

This study explores issues of consistency and inspectability in usabil-
ity test data analysis processes and reports. Problem reports result-
ing from usability tests performed by three professional usability labs
in three different countries are compared. Each of the labs con-
ducted a usability test on the same product, applying a test protocol
that was collaboratively developed by the labs. Each lab first ana-
lyzed their own findings as they always do in their regular profes-
sional practice. A few weeks later, they again analyzed their findings
but then everyone applied the same method (SIimDEVAN: a simpli-
fied version of DEVAN, a method developed for facilitating compari-
son of findings from usability tests in an academic setting). It was
found that levels of agreement between labs did not improve when
they all used SIimDEVAN, suggesting that there was inherent subjec-
tivity in their analyses. It was found that consistency of single analyst
teams varied considerably and that a method like SimDEVAN can
help in making the analysis process and findings more inspectable.
Inspectability is helpful in comparative studies based on identified
usability problems because it allows for tracing back findings to
original observations, as well as for laying bare the subjective parts
of the data analysis.

This chapter was published as:

Vermeeren A.P.O.S., Attema J., Akar E., Ridder H. de, Doorn A.J. van,
Erbug C., Berkman A.E., Maguire M.C. (2008) Usability Problem Re-
ports for Comparative Studies: Consistency and Inspectability. In
Human-Computer Interaction 23 (4), 329-380.
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Overview of characteristics of the

studies reported in chapter 3

1. Preparing usability test

All tests prepared by AUTHOR OF THESIS and RESEARCHERS OF LAB A, B AND C collaboratively.

N.B. AUTHOR OF THESIS is the developer of SIimDEVAN

a 2. Conducting usability test

-

-
Tests facilitated by:
- RESEARCHERS OF LAB A, in lab A
- RESEARCHERS OF LAB B, in lab B
- RESEARCHERS OF LAB C, in lab C
- 8 participants per lab

All sessions were video recorded.
3. Creating interaction overview

First analysis
(lab’s own analysis procedure)

Overviews created by
EACH LAB’S RESEARCHERS
using their own regular procedure.

Only for sessions conducted in their lab.

Distinctions between this stage and the next
were not always made.

4. Detecting difficult moments

EACH LAB’S RESEARCHERS

used their own analysis procedure.
Only for sessions conducted in their lab.

No explicit reporting of this stage in the
analysis.

5. Describing difficulties

EACH LAB’S RESEARCHERS
used their own analysis procedure.
Only for sessions conducted in their lab.

Often no explicit reporting of this stage in the
analysis.

6. Describing usability problems

EACH LAB’S RESEARCHERS used their own
analysis procedure.

Only for sessions conducted in their lab.

7. Using results to redesign or compare

AUTHOR OF THESIS compared usability
problems reported by labs A, B and C and
analyzes their report and report formats.

Product
- Digital oven interface panel

Second analysis
(SIimDEVAN analysis)

Overviews created by
EACH LAB’S RESEARCHERS
using SIimDEVAN user manual.

Difficult moments detected by
EACH LAB’S RESEARCHERS using the SlimDEVAN
checklist

Only for the sessions conducted in their lab.

If difficulties were described it was done at
the subsequent stage of describing usability
problems.

EACH LAB’S RESEARCHER reported usability
problems in a format based on the SIimDEVAN
format

Only for the sessions conducted in their lab.

AUTHOR OF THESIS compared usability
problems reported by labs A, B and C and
analyzes their reports and report formats.

SIimDEVAN analysis.

back problems to moments of difficulty.

- AUTHOR OF THESIS compared (for lab A, B and C) findings from lab’s own analysis to those from

- AUTHOR OF THESIS analysed report(format) and evaluated inspectability of the analysis by tracing
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Introduction

Usability testing often takes place in the context of product development processes
(for software, websites, electronic products, etc.) as a way of getting feedback on
product usability. In some specific cases, findings from multiple usability tests need to
be systematically compared. For example, in academic settings comparative studies
may be conducted to study methodological issues of user evaluations (e.g., Jacobsen,
Hertzum and John, 1998; Vermeeren, 1999; Cockton, Lavery and Woolrych, 2002;
Molich, Ede, Kaasgaard and Karyukin, 2004; Vermeeren, Bekker, van Kesteren and de
Ridder, 2007); in other settings they may be conducted to compare usability of compet-
ing designs or design proposals (e.g., Park and Lim, 1999; Hoenderdos, Vermeeren,
Bekker, and Pierik, 2002) and in international product development settings they may
be conducted to determine cultural differences in product use or usability (e.g., Daams
and Hariandja, 2006; Noiwan and Norcio, 2006).

For being able to properly draw conclusions based on comparisons of findings from dif-
ferent test conditions, one needs to be reasonably sure that identified differences in
findings can be attributed to differences in conditions, rather than to for example in-
consistencies in data analysis or idiosyncratic focus or interpretations of an evaluator.
Issues like these are often referred to as issues of reliability and subjectivity (or objec-
tivity) respectively. In the present study, three labs in three different countries con-
ducted usability tests on the same product, applying an agreed test protocol and then
(independent from each other) analyzed their data and reported their findings. Based
on the labs’ problem reports, issues of reliability and subjectivity are studied with a fo-
cus on the usability labs’ data analyses and reporting of results. Before proceeding to
the introduction of the case study, the following section will discuss issues of reliability
and subjectivity in more depth.
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Consistency of individual analysts (reliability)

Hartson, Andre and Williges (2001) discuss a number of quality criteria for Usability
Evaluation Methods (UEMs) including: thoroughness, validity, effectiveness, and reli-
ability. They define how to measure thoroughness, validity and effectiveness based on
counting usability problems. However, they do not precisely define the concept of reli-
ability in terms of how to calculate it; Hartson, Andre and Williges (2001) define reliabil-
ity primarily in terms of evaluator agreement as "... a measure of the consistency of us-
ability testing results across different users of the UEMs (evaluators)" (p. 396) However,
they also speak about individual reliability, stating that "... In most UEMs, low individual
reliability means high variability among evaluators, which means that merging results
over a group of evaluators will give higher overall thoroughness" (p. 397). Thus individual
reliability seems to refer to evaluations conducted by one single evaluator; presumably
they refer to consistency of UEM results in cases where an evaluator applies a UEM
multiple times on the same material (i.e., within-evaluator consistency).

In line with Hartson, Andre and Williges’ definition, Guba and Lincoln (1989) state that
(in research starting from a positivistic paradigm) the establishment of reliability "...
typically rests on replication, assuming that every repetition of the same, or equivalent,
instruments to the same phenomena will yield similar measurements" (p. 235). However,
they also state that in research based on a naturalistic research paradigm, where by
definition measurements cannot be exactly repeated, the issue of reliability (or de-
pendability, as it is often referred to in that context) is dealt with mainly by making sure
that the used process is "... an established, trackable, and documentable process," so
that outside reviewers "... can explore the process, judge the decisions that were made,
and understand what salient factors in the context led the evaluator to the decisions and
interpretations made (Guba and Lincoln, 1989, p. 242)."

Kanis (1993) performed an extensive literature study to determine how the term reli-
ability is used in two important constituent disciplines of human factors and ergonom-
ics, namely technical sciences and social sciences. As a result of his inquiry he proposed
"... to maintain a clear-cut distinction between random variation and systematic deviance
in outcomes of measurements" (p. 96) and to use the term reproducibility rather than
reliability. According to Kanis (1993), reliability (or reproducibility) should deal with
random variation, rather than with systematic deviance.

In case of usability test data analyses based on extracting usability problems, the ana-
lyst forms part of the instrument for identifying problems; after all, ultimately, it is the
analyst who judges whether an event is considered problematic or not. Presumably,
analyst judgments are largely based on individual expertise, experiences, and ability to
empathize with users. In such a context reliability concepts based on ‘repeated meas-
urements’ are problematic as they assume that in the repeated analysis, the analyst has
forgotten everything about the previous analysis, and has not gained any relevant, ad-
ditional knowledge or experience affecting his/her perception of interactions (which
will probably never be completely true). For the same reason it is also questionable to
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what extent differences in findings from multiple analyses of a single analyst can be re-
garded as 'random variation' (cf. Kanis, 1993). Therefore, in the remainder of this article
the term ‘reliability’ will be avoided and the issue will be dealt with mainly in terms of
‘consistency of individual analysts‘.

In this article, consistency of individual analysts (analyst teams) will be dealt with by
using the repeated measures approach (within-team consistency), but taking into
account Guba and Lincoln’s (1989) advice to use established, documentable and
traceable processes.

Consistency of findings across multiple analysts (subjectivity)

According to Guba and Lincoln (1989) objectivity is "... concerned with assuring that
data, interpretations and outcomes of inquiries are rooted in contexts and persons

apart from the evaluator and are not simply figments of the evaluator's imagination"

(p- 243). In addition, they state that in a naturalistic research paradigm one may not
assume that methods can prevent the inquirer (even inadvertently) introducing
subjectivity in findings. Instead, assurances of integrity of findings are rooted in the
data themselves. In other words, the starting point is that (at least some degree of)
subjectivity is acknowledged in data analysis and should be dealt with properly. In
Guba and Lincoln's view this means that both the original data and the processes

used to compress these data should be available to be inspected and confirmed by
outside reviewers of the study. For this they adopt a criterion of confirmability

rather than objectivity. Probably, the term inspectability would be more appropri-

ate, as the products and processes should be available for inspection (not only for
confirmation, but also for falsification).

Because in usability test data analyses based on extracting usability problems the ana-
lyst forms part of the measurement instrument, Hartson, Andre and Williges” (2001)
definition of reliability as "... a measure of the consistency of usability testing results
across different users of the UEMs (evaluators)" (p. 396) (and analyst agreement in gen-
eral) should be seen as primarily dealing with issues of subjectivity/objectivity, rather
than with reliability purely. Findings from a number of studies investigating the so-
called evaluator effect seem to confirm this notion. The evaluator effect (e.g., Hertzum
and Jacobsen, 2001; Vermeeren, van Kesteren and Bekker, 2003; Law and Hvannberg,
2004) is the effect that if several evaluators analyze the same video recorded user test
sessions there is a considerable lack of overlap in their findings. The findings from the
studies suggest that no matter how careful, structured and detailed the analysis is, if it
involves qualitative analyses there is a considerable subjective component in it (e.g., see
Vermeeren, van Kesteren and Bekker, 2003). This suggests that, also in case of user test
data analyses, assurances for objectivity cannot be rooted entirely in the method used
and its subjectivity will have to be dealt with somehow.

In the remainder of this article, issues of subjectivity and objectivity will be dealt with by
using measures of agreement between analyst teams as well as by keeping in mind
Guba and Lincoln’s (1989) advice that it should always be possible to trace back on
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what data the findings are based and how the data transformed from primary observa-
tions into findings (i.e. findings should be inspectable).

Aim of the study

Aim of the study presented in this article is to investigate issues of consistency and in-
spectability of data analyses and reports from usability tests based on extracting usabil-
ity problems. For that purpose usability tests were conducted by lab teams in three dif-
ferent countries. They all tested the same product, applying the same test protocol.
Subsequently, each individual team analyzed their data and reported about it. After the
teams had finished writing their reports, they were asked to re-analyze their data a few
weeks later, now applying (a simplified version of) the DEVAN tool (Vermeeren, den
Bouwmeester, Aasman and de Ridder, 2002); the DEVAN tool was originally developed
for improving an analyst’s consistency in data analysis, for documenting the analysis
procedures and for making findings inspectable (in order to facilitate recognition of
subjectivity in each of the data analysis stages).

The teams’ reports formed the basis for making various comparisons. The first step to
making comparisons was to compile a ‘complete’ master list of usability problems from
the teams’ reports. As problem formulations in team reports were sometimes too am-
biguous or incomplete to understand problems in enough detail for direct comparison,
there proved to be a need to track back reported problems to their original sources.
Experiences in trying to do so, have provided insight into issues of inspectability of the
teams’ reported findings. Based on the master problem list, measures of consistency
(within-team consistency, as well as agreement between teams) were calculated. In-
consistencies in findings were analyzed in more depth by trying to trace back findings
to the original data (inspectability) and identifying possible causes of differences. Iden-
tified causes of differences indicate whether these are due to issues of inconsistency of
individual analyst teams or of inconsistency between multiple analyst teams. Also,
those procedures that had been described in enough detail and those findings that
were inspectable enough, indicated at what stage in the data analysis process inconsis-
tencies (either within individual analyst teams or between analyst teams) occurred.

In the next section, the usability tests conducted by the three labs are described, along
with the analyses the lab teams performed and the way they reported their findings.
Subsequently, in section 3, the reference analysis procedure (the simplified version of
the DEVAN procedure) is explained, along with the teams’ report formats that resulted
from applying it. Section 4 discusses the procedure, experiences and results of compar-
ing the reported findings and it reports the identification of relevant analysis and report
characteristics. In section 5 the results are discussed and implications for data analyses
and usability problem reports in practice are drawn.
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Case study

This section introduces the usability tests that the labs conducted. It then discusses the
ways in which the lab teams analyzed the user test data according to their usual profes-
sional practices and shows examples of the report formats used.

Usability tests on an advanced oven interface

The laboratories

The laboratories that conducted the user tests were UTEST at the Middle East Technical
University in Ankara (Turkey), the WIT-lab at Delft University of Technology in the Neth-
erlands, and ESRI at Loughborough University in the United Kingdom.

At the time of the test, UTEST was a relatively new usability laboratory within Middle
East Technical University. UTEST provides services to industry and promotes academic
studies. The collaboration with industry consists of both research and consultancy ac-
tivities embracing military and consumer products as well as software and electronic
appliances. Evaluators sitting in the control room of the lab can observe users in the
test room through monitors and a one-way mirror. Remote-controlled and portable
digital cameras are used to record user performance and observational software is used
for data analysis. The research team consists of experts having diverse academic back-
grounds.

The WIT-lab (Laboratory for Work and Interaction Technology) is a laboratory at Delft
University of Technology, for both commercial usability services and for the support of
research and educational projects. At the time of the study it had more than ten years
of experience in commercial usability services. The lab has two test rooms, an evalua-
tion room and a control room. Staff members have a background in organizational psy-
chology, experimental psychology and systems engineering.

ESRI (The Ergonomics and Safety Research Institute) is located within Loughborough
University and was formed from two institutes on ergonomics and human factors
(HUSAT and ICE) dating back to the early 1970s. ESRI provides research, consultancy
and teaching in the area of human interaction with computer systems, products and
advanced technology. The ESRI usability laboratory is fitted with audio-visual equip-
ment for testing product usability and is split into two areas: a user-work area and an
evaluator's control room from which users can be monitored directly through a one-
way mirror. Remote-controlled and portable video cameras are used to capture the us-
ers' interactions and performance with the product. The camera images are mixed and
stored on tape for analysis. ESRI staff has a background in ergonomics, computer sci-
ence and psychology and has more than ten years of experience in offering usability
services in a commercial context.

71




What'’s the problem?
Studies on identifying usability problems in user tests

72

2.1.2

2.1.3

The product

The product that was used as the object of evaluation was a prototype of an advanced
oven interface panel. The interface consisted of a combination of an LCD display with
two push buttons and a rotary knob; at all times during product use, the function of
each button is shown on the display. In the test room a prototype of the complete oven
casing was shown, with a non functioning interface on it. Next to it was a cardboard
mockup with a functioning interface on it (see figure 1).

Figure 1 A participant interacting with a mockup of the oven's interface panel.

Sessions and task scenarios

Test protocols were collaboratively developed by the three lab teams. Scenarios were
defined prescribing what tasks each participant had to perform with the control panel;
these scenarios covered most of the functionality of the oven and were phrased as real-
life contextual goals to be reached by participants; for example: "Suppose the test room
is the kitchen of a friend of yours. You enter the kitchen and you see that it is filled with
smoke and that the smoke is coming from the oven. You see that the oven is work-

ing... something is cooking inside. Please go in and try to stop the cooking." and "For some
special dishes the oven knows how it has to be set. Now suppose that you want to grill a
large sized fish. See if the oven knows this recipe and if it does then start grilling the fish."
After each task scenario, follow-up questions were asked for clarification of actions
with unclear intentions (e.g., "what did you expect would happen when you pressed that
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button?" or "what did you think had happened when you saw that screen appear?"). On
average, sessions lasted about one hour.

Participants

Sampling of participants was done according to the manufacturer's market profile. In
each of the three countries eight participants took part in the trials (6 female and 2
male, age varying between 20 and 55 years). All participants were regular cooks and
part of a family of 3 to 5 members. They all had either recently purchased an oven or
had recently considered the possibility of purchasing one. Other characteristics in-
cluded: they are full-time or part-time employees; they are indigenous individuals, they
cook for themselves at least 4 times a week; they not always cook ready-made meals;
they live in a city or town environment.

The lab specific data analysis procedures
For each of the labs, the analyst team’s data analysis procedure is described below.

Team A

In lab A two researchers participated in the test. Researcher 1 acted as facilitator, con-
ducting the test sessions (providing participants with tasks, helping them if necessary
and asking questions). During task performance, researcher 2 (acting as observer)
watched participants performing tasks, took some notes and sometimes discussed with
two student observers what exactly was happening. After the sessions, researcher 1
(the facilitator) watched the video recorded task performance sessions and wrote
notes about the sessions in a format as shown in Figure A1 (Appendix A). Researcher 2
(the observer) and the two student observers did not take part in the analysis of the
video recorded sessions.

TeamB

In lab B, two researchers were involved in the test. Researcher 1 (the observer) manu-
ally logged sessions in real time during task performance and interviews, using dedi-
cated database software. Logs were automatically time-stamped and linked to the digi-
tal video recordings. Figure A2 (Appendix A) shows an example log (NB. The logs were
not part of the reports that were handed in and thus could not be used in the compari-
sons). Researcher 2 acted as facilitator during the test, but did not take part in the data
analysis.

After the sessions, researcher 1 went through the event logs (during the analysis video
recordings were automatically kept synchronized with the log files) and assigned so
called findings (key usability-related observation) to logged events. Findings were then
categorized according to tasks. Subsequently, for each finding a paragraph discussing
the weight of the findings was written, as well as a paragraph providing suggestions for
solutions. Weight and suggestions for solutions were inspired by going through the ad-
ditional non-finding events in the log files (e.g., a user’s additional verbal comments).
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Finally, for each finding a number of example events was selected for inclusion in the
report. This resulted in a report format as shown in Figure A3 (Appendix A).

Team C

Inlab C, two researchers participated in the test: researcher 1 acted as facilitator, re-
searcher 2 as observer. During task performance, researcher 2 (with no strong under-
standing of the product interface) took notes on a printed version of the task protocol,
focusing mainly on timing of tasks, as well as on key comments and actions of partici-
pants. Researcher 1took notes on a printed version of the task protocol, using their
own defined abbreviations. The notes from both researchers were discussed amongst
them and were then combined and typed up as a single record of each session.

The data analysis was jointly done by both researchers. Subsequently, researcher 1
wrote a report based on the combined notes. Video tapes were now and then used as a
reference during the process. Figure A4 (Appendix A) shows examples of team C's re-
port.

The reference analyses

One to two months after the teams had reported their findings, the videotaped ses-
sions were analyzed again. This time a prescribed, detailed analysis was performed, us-
ing SIimDEVAN (a simplified version of DEVAN (Vermeeren, den Bouwmeester, Aasman
and de Ridder, 2002)) as a reference to compare the initial analysis to. Below, Slim-
DEVAN will first be explained, followed by a brief description of how the teams got ac-
quainted with it. Then the teams’ SIimDEVAN analyses will be presented together with
the report formats they resulted in.

Description of SIimDEVAN

SIimDEVAN is a checklist-based approach to user test data analysis. It is a simplified ver-
sion of the DEVAN technique for video data analysis (Vermeeren, den Bouwmeester,
Aasman and de Ridder, 2002). Main differences between DEVAN and SIimDEVAN lie in
the way in which overviews of interactions are made. In case of DEVAN, the procedure
for arriving at the overviews as well as the format for the overviews are prescribed in
much detail; in case of SIimDEVAN decisions on these issues are largely left to the indi-
vidual analyst, but advice and constraints are given. Both DEVAN and SIimDEVAN make
use of a checklist. The checklist (see figure 2) aids in detecting events that signal the ex-
istence of interaction difficulties by defining such events. In this context, the term diffi-
culty does not necessarily refer to a complete halt in task performance. For example,
hesitations before (or frustration after) successful task performance are also regarded
as difficulties, as are erroneous actions that are corrected instantaneously. The use of
the checklist stimulates that evaluators use the same definition of what constitutes an
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interaction difficulty. Moreover, it makes the analysis process more explicit. The DEVAN
checklist is based on Lavery, Cockton and Atkinson's (1997) definition of usability prob-
lems which describes, in general terms, the behavioral and outcome consequences of
usability problems. The SIimDEVAN checklist is basically the same as the DEVAN check-
list (Vermeeren, den Bouwmeester, Aasman and de Ridder, 2002) but was slightly
adapted based on experiences in other projects (e.g., Barendregt and Bekker, 2006;
Vermeeren, Bekker, van Kesteren and de Ridder, 2007).
Basically, two types of observations are distinguished within the checklist. These are:
¢ physical actions performed on the product (i.e. actions performed on the products'
control elements);
e expressions: (verbal) utterances from users, as well as body language (i.e., facial
expressions, gestures, etc.).
The checklist assumes that both types of difficulty signals can be found at several
stages of performing an action: (a) prior to physically performing the action (e.g., user
hesitates before acting), (b) during the physical performance of an action (e.g., mis-
pressing a button), (c) directly following an action (e.g., exclamation of surprise after
seeing the system's reaction to an action) or (d) later in a session (e.g., when after con-
tinuing with other actions the user suddenly notices a preceding erroneous action and
corrects it).
The SIimDEVAN approach works best if the analysis starts from a session log that speci-
fies time-stamped actions on the product, as well as (verbal, gestural, facial) user ex-
pressions. The procedure is to go through a log file (or if desired also review parts of
video taped sessions) and search for the types of events as defined in the checklist (the
so-called difficulty signals). Codes for detected difficulty signal events are added to the
session logs (thereby making the events time-stamped). Subsequently, for each partici-
pant, a list of difficult moments is created, preferably with time-stamps added. A single
moment of difficulty can be signaled by multiple event types at a time (i.e., a single us-
ability problem can be identified based on multiple signaling events). Figure 3 shows
examples of how moments of difficulties can be specified (these examples are taken
from the SIimDEVAN user manual (Vermeeren, 2003)).
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Breakdown signals in the form of physical actions performed on the product
(code, short description: definition):

ACT, wrong action: An action does not belong in the correct sequence of actions,
an action is omitted from the sequence, an action within the sequence is replaced by another action, or
actions within the sequence are performed in reversed order

DISC, discontinued action: User points at function as if to start executing it, but then does not, or user stops
executing action, before it is finished.

EXE, execution problem: Execution of action not done correctly or optimally.

REP, repeated action: An action is repeated with exactly the same effect.

CORR, corrective action: An action is corrected with a subsequent action (or sequence of actions), or an
action is undone.

STOP, task stopped: User starts new task, before having successfully finished the current task.

Breakdown signals in the form of utterances (verbal, sound) or body language (facial expressions, ges-
tures) (code, short description: definition):

PER, perception problem: User indicates (in words or behavior) not to be able to hear or see something
clearly.

INTN, wrong goal or intention: User formulates a goal that cannot be achieved with the product or that does
not contribute to achieving the task goal; or user (verbally) specifies an action that s/he think is needed
in order to progress towards the goal, but the specified action is not correct (indicating wrong user in-
tention).

PUZZ, puzzled (before an action): User indicates (in words or behavior) not to know how to perform the task
or what action is needed for it, or not to be sure whether a specific action is needed or not.

RAND, random actions: User indicates (in words or behavior): that the current action(s) are chosen randomly

SEARCH, searching for a function (but not finding it): User indicates (in words or behavior): not being able to
locate a specific function

DIFF, execution difficulty: User indicates (in words or behavior) having physical problems in executing an
action, or that executing the action is difficult or uncomfortable

DSF, doubt, surprise, frustration (after an action): User indicates (in words or behavior) not to be sure
whether an action was executed properly, not to understand an action’s effect, to be surprised by an
action’s effect or that the effect of an action was unsatisfactory or frustrated the user.

WEX, wrong explanation (after an action): User formulates an explanation for something that happens, but
this explanation is not correct; or user formulates an interpretation for displayed feedback, but this in-
terpretation is not correct.

REC, recognition of error or of misunderstanding: User indicates (in words or behavior) to recognize a
preceding error, or to understand something previously not understood

QUIT, quits task: User indicates (in words or behavior) to recognize that the current task was not finished
successfully, but continues with a subsequent task; or user indicates (in words or behavior) that s/he
thinks a task was successfully finished and continues with a subsequent task, (whereas in fact the task
was not finished successfully).

Figure 2 The SIimDEVAN checklist (at the time of the test the word breakdown was used in the
checklist, as a synonym for the word difficulty in the present article).
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Inferences about what design
elements may have caused the

signal codes description breakdown to occur.
0:02:40 User wants to change Time style, At two places there are settings
ACT and clicks at the time in the bot- related to time. At only one of
DSF tom right corner. Apparently, he those places it is possible to
0:04:20 expects that time style settings change Time Style. User expects it
CORR can be found there. He should to be where the clock is, but it
have gone to regional settings in isn’t.
the control panel.
0:03:10 User expects to find Time style At two places there are settings
INTN settings in the Time Zone tab of related to time. At only one of
ACT the Date/Time Properties, instead those places it is possible to

of in the Regional Settings in the
Control Panel.

change Time Style. User expects it
to be where the clock is, but it

isn’t.

Figure 3 Example format for a usability problem list that was made available to the teams (at the
time of the test the word breakdown was used as a synonym for the word difficulty).

How the teams learned to use SIimDEVAN

The first time the teams heard about DEVAN was during the first project meeting with
all teams. In that meeting they were told about the existence of DEVAN and were pro-
vided with copies of the article in which the tool was first introduced (Vermeeren, den
Bouwmeester, Aasman and de Ridder, 2002). At that time, however, DEVAN was not
considered feasible for use in the project, due to its time-consuming nature. At a later
stage, after the second project meeting, the idea of using SlimDEVAN arose.

A brief description of how SIimDEVAN differed from DEVAN was sent to all partners by
email, along with a few paragraphs of information about what actions would be re-
quired from them if they would be willing to use SimDEVAN. After the three teams
agreed on using SIMDEVAN, a user manual (Vermeeren, 2003) was written. The user
manual included a separate checklist reference card specifying the SIimDEVAN codes
for difficulty signals. In a third meeting the teams were provided with a copy of the
user manual. In addition, the procedures for using it were orally explained and ques-
tions were answered in order to clarify what the teams could expect while using it. It
was suggested to the teams that they could send part of the results of the analysis of
one participant's task performance to the first author of the present article (who had
not been involved in conducting the tests). In this way, they would have the opportu-
nity to have their analyses checked for misunderstanding SimDEVAN. Team C made use
of this possibility.
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3.3.1

3.3.2

The teams’ SIimDEVAN analyses

Below, each team's implementation of the SIimDEVAN reference analysis is described.

Team A

In case of lab A, two researchers participated in the SlimDEVAN analysis. These were
the same researchers as in the lab specific approach. First, the researchers together
analyzed part of one participant's session that seemed difficult to analyze and dis-
cussed their implementation of SimDEVAN. In this way they developed a common un-
derstanding about the use of it. Then, each researcher watched the videos of four par-
ticipants and took notes using identical table formats (see Figure B1, Appendix B for an
example). The checklist card was used as a reference during the analysis. In addition,
researcher 2 (the observer) sometimes compared fragments from different sessions to
ensure better consistency. Also, researcher 2 analyzed one (difficult to understand)
session twice to feel more confident about the findings. Subsequently, researcher 2
went through all typed up tables of both researchers to check for consistency in assign-
ing codes. This led to only a few changes in the tables of researcher 2. Finally, for each
participant a usability problem list was created. This was done by researcher 1. Figure
B2 (Appendix B) shows an example of the format used for reporting the problems.

Team B

In case of lab B, researcher 1 (the observer) did the analysis. The SimDEVAN analysis
started from the log files made in the team’s initial analysis. Figure B3 (Appendix B)
shows an example of part of a session log made by team B. Figure B4 (Appendix B)
shows an example report format'.

The researcher went through all log files on the computer and while going through
them, the video recordings were automatically kept synchronized with the log files.
The dedicated software for logging was modified to allow for entering SimDEVAN
codes as markers into the log files. An additional marker called Comment was added for
difficulty signals found in the interviews and for comments from the researcher (e.g.,
ideas for solutions to problems). As the video recordings ran along with the log files, it
was possible for the researcher to especially focus on those parts of the video for
which no loggings were made, as well as on parts of the log files for which it was not
clear what exactly had been observed. At several points the original log files (from the
lab specific analysis) proved to be incomplete.

Subsequently, the log files (including the SImDEVAN codes) were filtered such that a
list of (SiMDEVAN) coded events was created. Findings were then defined based on the
coded events and multiple events could be linked to a single finding. In the next step of
the analysis, the findings were grouped into categories that emerged during the

1

Although log files with SIIimDEVAN codes were made for all eight participants, team B accidentally reported

problems for only six participants.
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process itself (e.g., consistency, changing parameters during cooking, etc.). Categories
in turn were grouped into chapters. Summaries of the findings reported in a chapter
were made and frequencies of findings were related to variables like participant, par-
ticipant characteristics or tasks, to get more insight into those situations in which prob-
lems occurred (in the report this was referred to as validity). Descriptions of loosely
judged problem severity were written as well as suggestions for solutions. In writing
about validity, severity and suggestions, the researcher especially searched for inspira-
tion by going through those events that had not resulted in findings.

Team C

In case of lab C, both researchers together watched the tape of one of the participants
and discussed it in relation to the SIIimDEVAN checklist. Researcher 2 then watched the
video of that participant again and wrote down actions and times of actions. Subse-
quently, researcher 2 watched the video again to add participant expressions to the ac-
tion log, as well as to assign SIIimDEVAN codes to events. Researcher 1 followed the
same procedure for the other seven participants. Notes were typed up by each of the
researchers in a format as shown in Figure B5 (Appendix B). Finally, researcher 1 used
the format as shown in Figure B6 (Appendix B) to create a list of usability problems and
indicate which participants experienced each problem.

Comparing the reports

In this section, the protocols for making comparisons are presented along with the re-
sults of the comparisons. First, in section 4.1, how the findings in the teams’ reports
were re-formatted into a form that allowed for making comparisons will be discussed:
across teams, as well as across each team’s subsequent analyses. Issues of inspectabil-
ity of reports as experienced in this process are discussed. Then, in section 4.2, it is dis-
cussed what exact measures are used for making comparisons.

Making the reported findings comparable

Procedure and resulting material

Figure 4 illustrates the process of making the reported findings comparable. Starting
points were the reports with problem descriptions as they were handed in by the
teams (figure 4, blocks at the top). The reports were used and compared without any
further clarification and explanations by the teams. The comparer (the first author of
the present article, who had not been involved in conducting or analyzing any of the
test sessions) read through all reports and (as much as possible) annotated each mo-
ment of difficulty reported in a problem description with a unique identification num-
ber (id). However, this proved not always to be possible. In some cases, problem de-
scriptions referred to n unspecified users having experienced the problem, or
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Figure 4 Problem descriptions in team reports (blocks at the top) were re-formatted into difficulty
records (blocks in the middle). Then similar moments of difficulty were grouped in order to arrive
at a master list of usability problems (block at the bottom).

contained no reference to any specified user or specified number of users at all. Figure
5 specifies the applied decision procedure for assigning ids to moments of difficulty. Af-
ter ids were linked to the specific problem descriptions, a difficulty record was created
for each id (figure 4, blocks in the middle). Figure 6 provides an overview of attributes
of problem descriptions that were used as fields in the difficulty records. This part of
the process resulted in a total of 466 difficulty records.

After entering as many attributes as possible for each of the moments of difficulty, us-
ability problems were defined based on similarity. This was done in an iterative, data-
driven process where the actual problem definitions emerged from the descriptions of
the moments of difficulty themselves. Figure 7 shows some example usability prob-
lems.
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Moments of difficulty had to be similar in fairly high levels of detail for considering
them to be the same problem. For example, one might argue that the first three prob-
lems mentioned in figure 7 essentially are instances of one underlying problem, namely
a problem with the rotary knob. However, important in many comparative user studies
and in studies conducted in design contexts are inferences about causes of reported
problems. In this example case, the three mentioned problems led to different expla-
nations of why the rotary-knob related problems occurred; in case of the first problem,
participants in their attempts to stop the cooking process tried to set a very low tem-
perature by turning the rotary, whereas in the second case participants most likely as-
sumed that the cooking process could directly be stopped, by pressing the rotary knob.
These problems refer to two different strategies for trying to stop the cooking process.
As to the second and third problem: they both start from the same wrong use of the ro-
tary knob (trying to press it, whilst this was not possible).

if a problem description explicitly referred to a moment in only one specified user’s
interaction (i.e., one moment of difficulty) this was recorded as one single id (and thus as
one single difficulty record), with a reference to that specific user;

if a problem description referred to moments in all users’ interactions, these were
recorded as individual difficulty records for each individual user (so in case of a difficulty
for all 8 users, this turned into 8 difficulty records);

if a problem description referred to moments in n specified users’ interactions (where n <
the total number of users), the reported difficulties were recorded as n difficulty records
each referring to an individual user;

if a problem description referred to moments in n unspecified users’ interactions (where
n < the total number of users), it was recorded as one single difficulty record, and a
reference was made to ‘n users’, without specifying the users (because they were un-
known).

if a problem description referred to moments in a not specified number of unspecified
users' interactions, it was recorded as one single difficulty record, stating ‘unspecified” in
the database field referring to users.

Figure 5 Checklist that was used for deciding how to create difficulty records from problem de-
scriptions.

In case of the second problem this was done with the aim of trying to immediately stop
the cooking process, whereas in case of the third problem, this was done to select a

menu item or to make a menu setting. Thus, these three problems are likely to have dif-
ferent causes and it is very likely that in a design context these problems would lead to
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different interface revisions. Identifying these three problems as one single problem
might lead to false impressions of agreement similar to those reported by Hertzum, Ja-
cobsen and Molich (2002). The process described above resulted in a list of 63 different
usability problems (figure 4, block at the bottom).

Attributes (fields)

Possible values

1.1D

Unique number.

2. Team that reported the problem

<A>, <B>, <C>

3. Participant

<Name> and <participant number>, or <unspecified>, or <number of
participants>

4. Data analysis approach

<Lab specific> or <SIimDEVAN>

5. Task

<Task number> and short phrase indicating the task (e.g., <Stop the
cooking process>)

6. Description of difficulties and
causes assumed by the evalua-
tor

Copied from the teams’ reports in unedited form

~N

. The action stage at which the
problem occurred

Action stages based on Hartson (2003): <Planning>, <Translation>,
<Physical>, <Outcome>, <Assessment>, <Independent>

8. The context in which the prob-
lem occurred.

Exact reference in grammar-form to a screen image on the product:
Cooking_mode_setting (Tab: Cooking, Menu: menu where mode for
cooking can be set)

9. Target context (i.e., screen
image that would have been
shown had the participant per-
formed the correct action in the
context of the provided task)

Exact reference in grammar-form to a screen image on the product:
Cooking_mode_setting (Tab: Cooking, Menu: menu where mode for
cooking can be set)

10. Action that would have been
correct in the context of the task
and would have led to the target
context.

Specified in loosely defined grammar that indicates the required steps

in detail. For example <select_cooking_OK> (i.e., participant has to use
the rotary labeled 'select' to select the Cooking tab and then press the
button 'OK' to confirm the selection).

11. Action that was performed by
the participant

Specified in loosely defined grammar that indicates the steps per-
formed by the participant in detail. For example <press_select> (i.e.,
participant pressed the rotary labeled 'select").

12. Relevance to the problem of a
number of high level issues (vari-
ables).

For each variable, relevance: <Yes>, <No>, <Maybe>. Multiple variables
can be relevant, at least one is relevant.
Variables were:

® manually setting some cooking parameters

® making settings for selecting recipes

® actions for naming self-defined recipes

® actions for starting a cooking process, and for editing or stopping an
ongoing cooking process

¢ issues related to making general settings, like the clock time etc.

® issues related to defrost settings

e jssues related to low-level issues on how to use buttons and menus

® issues related to the meaning and use of the 'Back’ button

Figure 6 Attributes of moments of difficulty as specified in the fields of the difficulty records.
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As the choice of the level of abstraction of problems is to some extent arbitrary and
can be expected to influence agreement levels, a second way of categorizing problems
was used as well. This other way of categorizing was purely based on the higher level
issues as specified in the usability problem attributes (see figure 6, attribute 12). In this
higher level categorization, problems were characterized by combining (mostly pairs
of) higher level issues that were marked as relevant to the reported moment of diffi-
culty. For example, if a moment of difficulty related to the issues manually setting the
cooking parameters (abbreviated as Cooking) and low-level issues on how to use buttons
and menu (in short Interaction techniques), it would be categorized as <Cooking>-
<Interaction Techniques>. In cases where only one issue related to the moment of diffi-
culty it was characterized as, for example <Cooking>-<Only>. In rare cases of more than
two issues, all possible combinations of two marked issues were treated as separate
categories (this was done to get all data in the same shape). This resulted in a total of
35 high-level problem category pairs. For most analyses the (detailed) 63 problems
were used. The 35 high-level problem category pairs were only used for comparing
agreement measures.

Findings on consistency and inspectability

The process of creating a master list of usability problems proved to be hindered by
how problem descriptions were structured (inconsistent formats), by the formulations
that were used, as well as by the reports' lack of inspectability.

Uses rotary to stop the cooking process

Presses rotary knob to stop the cooking process

Presses rotary knob to select a menu item or set time

Participant hesitates to select EDIT for prolonging the cooking time.

Inefficient having to do so many actions for making settings: composing a name
Setting wintertime should not be done by just changing the hours and minutes
Inconsistency between menu options with and without default values
Misunderstanding that BACK in tabs menu displays main menu showing the clock time.
Participant needs to be able to make longer names for own recipes.

Figure 7 Examples of usability problems (from the master list of usability problems).

Inconsistencies in problem formulations Sometimes problem descriptions were formu-
lated in behavioral terms of difficulties encountered by users (e.g., Figure A4, Appendix
A:"... users continued interacting thinking that the oven was still cooking" or "... one
user tried to reduce the temperature... "). In other cases problem descriptions were
formulated in terms of problematic product features; then it was sometimes unclear
whether any of the users actually experienced the problem or what exact difficulty
they had encountered (e.g., Figure A4, Appendix A): "Left hand arrow indicating that
there is a submenu available is not clear"). In yet other cases, behavioral descriptions of
problematic interaction episodes were given, but the difficulties themselves were not
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described separately. This sometimes made it difficult to infer what exactly the re-
searchers thought the difficulty was or whether they thought that multiple moments
of difficulty had occurred (e.g., Figure A1, Appendix A): "... Pressed rotary knob, turned.
Presses ‘stop’ but puzzled when she saw... (etc.)").

The inconsistencies in problem descriptions hindered the construction of a master us-
ability problem list. In cases where one of a team's report described a problem in be-
havioral terms, and the other described it in terms of a problematic product feature, it
often proved to be difficult to decide whether the descriptions actually referred to the
same moment of difficulty; to be able to do so a comparer? has to infer causal relation-
ships between observed behavior and problematic product features. Similar problems
occurred in cases where problematic interaction episodes were described without
separate descriptions or marking of difficulties. In order to find out to what extent such
a description refers to the same moment of difficulty as other problem descriptions
formulated in terms of an encountered difficulty, a comparer has to infer what the ana-
lyst may have concluded about how many (and how many types of) difficulties are em-
bedded in the described interaction.

Useful information complementary to difficulty descriptions The core of the problem de-
scriptions in the teams’ reports (i.e., descriptions of difficulties and of problematic fea-
tures) was often provided with complementary information. Such additional informa-
tion sometimes proved to be essential (and often at least very helpful) for a better un-
derstanding of the problem. For example, mentioning the task in which a difficulty oc-
curred provides context that can help in envisioning the situation in which the difficulty
occurred. Suggestions for interface improvements or inferences about how design ele-
ments may have caused the problems may implicitly detail difficulty description (e.g.,
Figure B2, Appendix B: the description of the difficulty only states "... User presses ro-
tary knob to stop the oven", whereas the inference about what may have caused the
difficulty includes the statement: "... The rotary knob is the most dominant element
among the controls, so that the user is directed to that without much intention." By stat-
ing this, the researcher implicitly details the difficulty description by suggesting that the
user’s focus of attention may have been at the wrong place.)

Thus, information complementary to the core of the problem description can be useful
to a better understanding of the observed interaction. However, in a number of cases
another problem then showed up. For example, in some cases suggestions for solutions
or inferences about possible causes were not linked to specific observed difficulties on a
one-to-one basis; instead, a group of inferences about causes were linked to a group of
difficulties or reasons of difficulties. For example, in Figure A3 (Appendix A), it is un-
clear whether the researcher intended to relate suggestion 3 about users’ preferences
for a stop/start button to one of three mentioned reasons or only to the main problem
("... Users find the stop-button easily, press the button, but are then confused by the

> From now on the person who makes the comparisons between the team reports will be referred to as the

'comparer' (for reasons of brevity).
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feedback the oven provides").

Raw descriptions of what users said during or after interactions also provided comple-
mentary information that helped in better understanding ambiguous problem descrip-
tions. For example in Figure B4 (Appendix B): the main problem was formulated as "...
When alarm is set it is not clear if time indicates time until alarm or indicates the actual
time." The comment the user gives in the second finding at the bottom of the page "...
I was not sure if duration was the total time or the time left" provides extra information
that can be taken into account in trying to interpret the (more or less cryptic, main)
problem formulation.

Inspectability of data analyses In some team reports, some of the raw descriptions re-
ferred to above were included and clarified reported problems. However, in many
cases raw descriptions were missing and could only be found in the log overviews rep-
resenting observed interactions. In order for that to be of any use, it should be possible
to exactly trace back which raw descriptions relate to which problem. This relates to
the issue of inspectability. Inspectability of data analyses can sometimes alleviate the
problems mentioned above. For example, if the description of a problematic feature
has some kind of reference to a specific moment that is captured in some representa-
tion of an interaction, that interaction may be re-inspected to find out what observa-
tion lies at the basis of the problem.

The primary reference needed for inspectability always is a reference to the specific user
that encountered the difficulty. In cases where it is not specified which user encoun-
tered a difficulty, it becomes a very tedious and difficult job to go through all interac-
tions and try and identify the exact session and moment at which the difficulty oc-
curred. In those cases where this was tried, it usually ended up with various candidate
moments from multiple users’ interactions. No further information was then available
for a better understanding of problem descriptions.

In addition to references to users, references to tasks also proved to be very helpful.
Not only because the task description in itself helps in envisioning the context in which
a difficulty might have occurred (see before), but also because it makes it possible to
search in a more focused way for the specific interaction in which a difficulty has (or
might have) occurred. In many cases such a reference to a task is not needed, because
it is almost obvious in which task a difficulty must have occurred (e.g., Figure A4 (Ap-
pendix A): it is very likely — though not certain - that the difficulty "... after the user
presses Stop, there is no feedback that the oven has stopped cooking" refers to the task
in which the user is asked to stop the cooking process). However, in some cases this is
less clear (e.g., Figure A4 (Appendix A): the problem left hand arrow indicating that
there is a submenu available is not clear could have occurred in many tasks). In general,
information about the task in which a difficulty occurred helped in finding back interac-
tion episodes when overviews of interactions were available. Again, this was helpful
because in such overviews complementary information could be found that helped in
understanding the problem (e.g., verbal utterances of users, or for example, sequences
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of actions that helped re-constructing what the state of the product must have been at
the time when the problem occurred).

4.2 The comparisons

The previous section described how problem descriptions were made comparable. This
was done by first re-formatting them into uniformly structured difficulty records and by
then constructing a master list of usability problems. This process of making findings
comparable allowed for the comparisons that are described in the following section.
First, comparisons between (findings from) the teams’ initial and reference analyses
will be discussed. Quantitative comparisons are made on the number of problems iden-
tified in each of the analyses, and the amount of overlap in problems was determined.
An analysis is given on why certain problems were reported in one analysis and not in
the other. This provides some information on consistency of teams, when re-analyzing
interactions. Experiences in trying to trace back causes of inconsistencies are then dis-
cussed and shed a light on inspectability of reports.

Next, comparisons between teams are discussed, for the initial analyses as well as for
the reference analyses. Quantitative comparisons are made of what was specified
about each difficulty in the teams' problem descriptions, as well as about the extent to
which teams reported similar or different problems (agreement or consistency across
teams).

4.2.1  Comparing problems reported in a team's subsequent analyses
For comparing how many problems the teams’ subsequent analyses produced, a
measure of thoroughness (Hartson, Andre and Williges, 2001) was used, and overlap in
identified problems was examined (i.e., the number of problems that a team found in
both analyses, divided by the total number of problems they found in the two analy-
ses). For calculating thoroughness and overlap, usability problems (from the master list
of usability problems) were used as units of comparison. In addition, all problems that
were uniquely identified either by a team’s initial analysis or by its reference analysis
were further inspected to trace back reasons of uniqueness. For that inspection, usabil-
ity problems were traced back to the difficulty records on which they were based and if
necessary to the teams' original problem descriptions in their reports.

Thoroughness. Hartson, Andre and Williges (2001) define thoroughness as the number of
real problems found divided by the number of real problems that exist. In this case, it
was assumed that all problems identified are real, as we had no reference criterion to
determine whether problems are real or not. The number of real problems that exist, is
defined here as the sum of all problems found by all three teams
(teamAuUteamBUteam(), using both their initial and reference analyses
(teamXjapspecifici/teamXsimpevan)- Figure 8 presents the results of the calculations.
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Initial analyses Reference analyses

(lab-specific) (SlimDEVAN)
AJ(AUBUC ) apspecificsimDEVAN 26/63 = 41,3 % 29/63 = 46,0 %
B/(AUBUCQ) abspecificslimDEVAN 23/63 = 36,5 %* 27/63 = 42,9 %
C/(AUBUC ) abspecificslimDEVAN 23/63 = 36,5 % 33/63 =524 %

* Because for the reference analysis with SlimDEVAN the results of only 6 (instead of 8) partici-
pants were reported, the measures for the team’s initial report are based on the results of the
same 6 participants.

Figure 8 Thoroughness of data analyses (usability problems as unit of comparison)

For all teams, the second (reference) reports describe a larger number of problems
than the initial team reports. Thus the second analysis must have revealed problems
that were not revealed in the initial analysis. However, based on the summative figures
of thoroughness it cannot be excluded that the initial analysis also identified some
unique problems. Thus, as a next step, which analyses yielded unique problems, and to
what extent, will be examined.

Initial report

Reference report
Initial report

i

Team B 12

Reference report
Initial report

18

ﬁi

Reference report

Figure 9 Number of problems identified in the teams’ initial reports and in the teams’ reference
(second) reports. The black areas indicate overlap in problems between the first and second re-
ports. Because team B's SimDEVAN report reported results of only six (instead of eight) partici-
pants, the measures for the lab specific approach are based on the results of the same six partici-
pants.
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Overlap and uniqueness Figure 9 shows that for all three teams, both the initial analyses

as well as the reference analyses identified unique problems. Because the thorough-
ness of reference analyses was always higher than the thoroughness of initial analyses
the number of unique problems was always higher for the reference analyses. Within-
team consistencies (i.e., the proportion of overlap depicted in figure 9) varied consid-
erably across the three teams: 72% (=23/(23+3+6)) for team A, 43% (=15/(15+8+12)) for
team B and 37% (=15/(15+8+18)) for team C.

Inspecting why problems were reported in only one of the teams’ analysis reports

Uniqueness of problems extracted in only one of the analyses can be explained in at
least two ways. It can be due to methodological differences in the subsequent analyses
(e.g., the focus of a data analysis procedure or the way usability problems are defined),
or it can be due to something like ‘chance’ (because researchers, as part of the meas-
urement instrument, can not be expected to be equally concentrated during all situa-
tions in their analysis). Below, unique problems are studied in more detail by trying to
find out to what extent the specific moments of difficulty on which they were based
had been observed and analyzed in both analyses, and how these were further inter-
preted in each of the analyses. For that, problems were first traced back to the diffi-
culty records on which they were based and from there, if necessary and possible to
available interaction overviews that provided detailed insight into what actually hap-
pened. For example, if a problem was identified in the reference analysis, but not in the
initial analysis, one could search in the reports of the initial analysis to find out whether
the moment of difficulty had been observed at all and had been interpreted differently,
or whether it seemed to have been overlooked. Thus, if a moment of difficulty was
uniquely found in the reference analysis and it was not possible to find anything back
about it in the reports of the initial analysis, this tells something about the (un) inspect-
ability of the report from the initial analysis; after all both analyses were based on the
same observed interactions.

For 57 (out of 102) moments of difficulty that were uniquely based on one of the two
reports it appeared to be impossible for the comparer to find anything about it in the
other report because of inspectability problems. In the remaining 45 cases there were
no inspectability problems and reasons of uniqueness could be analyzed. On closer in-
spection, in 10 out of these 45 cases a problem had incorrectly been considered unique;
in these cases the comparer had problems in interpreting the problem report which
then led to difficulties in recognizing the usability problem underlying the moment of
difficulty. In 35 cases uniqueness could be traced back to specific parts of the data
analysis process. Below these categories are dealt with in more detail.

No inspection possible: unknown reasons of uniqueness Figure 10 shows how the 57

cases in which moments of difficulty appeared not be inspectable were distributed
across the teams. There were two main reasons for hindering inspectability: (1) al-
though the problems were described, the moments of difficulty on which they were
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based were not described; in such cases one has no starting points for inspecting the
other report, or (2) it was not possible to link back from a problem description in the re-
port to a moment of difficulty reported in the other report.

Figure 10 shows that 45 (out of the 57) moments of difficulty with un-inspectable rea-
son of uniqueness came from the reference reports (the sum of the values of the black
bars), whereas 12 came from the initial reports (sum of white bar values). By analyzing
the reasons of un-inspectability, it becomes clear to what extent these lie in the refer-
ence reports or in the initial reports.

Team A. In case of team A for five difficulties uniquely reported in the initial report it
was not possible to find anything back in the reference reports. As no complete interac-
tion overviews were available in the initial report (see Figure A1, Appendix A) the only
way to find the moment of difficulty is, would be to re-view the video tapes. Therefore,
essentially this is a problem of inspectability of the initial reports that did not guide
enough in where to search for the unique difficulty in the other analysis. In case of six
moments of difficulty uniquely reported in the reference report, the reason of unique-
ness was not traceable, again for the same reason: in the initial reports there were no
complete interaction overviews for verifying whether the interaction that lies at the
basis of the difficulty had even been observed or not.

Team B. In case of team B for 15 moments of difficulty uniquely identified in the refer-
ence analysis, there was a lack of inspectability of the initial report. This lack of inspect-
ability was a result of the fact that in the initial analyses (or at least in the initial report;
see Figure A3, Appendix A) there were no (relatively complete) overviews that repre-
sented the users’ interactions (there were only some example interactions embedded in
the problem descriptions). Trying to inspect uniqueness of moments of difficulty would
then imply re-viewing the video-recorded interactions for the specific task performance
of the specific user again.

Team C. In case of team C, of 24 moments of difficulty were uniquely identified in the
reference analysis, for which there was an inspectability problem in relation to the ini-
tial report (see Figure A4, Appendix A). A major reason for that was that in the initial
report those moments of difficulty had no reference to specific users, some also had no
reference to a specific task and no interaction overviews were available. Therefore, it
was practically impossible to reliably trace back the moments of difficulty identified in
the reference analysis to something in the initial reports if the same problem descrip-
tions were not explicitly mentioned there. Also the cases of the three unique moments
of difficulty that were identified in the initial reports only were caused by the lack of in-
spectability of the initial reports. These concerned suggestions for solutions for which it
was unclear whether any specific observed difficulty had been at the basis of it. In four
other cases, the comparer had no idea why the problems had not been recorded in the
reference analysis: a lack of interaction overviews in the initial reports made it impossi-
ble to verify whether the problem had actually occurred or not (unless the video re-
cordings would be re-viewed).

Thus, in summary, the initial reports proved to be less inspectable than the reference
reports. Problems of a lack of inspectability of the initial reports occurred largely be-
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cause: initial reports provided no complete interaction overviews (team A, B and C), no
reference to specific tasks (team C), no reference to specific users (team C) and because
problems formulated in the initial report were written as suggestion with no apparent
moment of difficulty mentioned (because of which it was unclear where to search in the
reference reports or in available session logs of the initial reports, and the video would
have to be re-viewed to see whether the difficulty actually occurred or not).
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Figure 10 Moments of difficulty for which causes of uniqueness were not traceable.

On closer inspection not unique: ‘comparer’ problems. For ten (out of 102) moments of

difficulty, the reason of uniqueness was caused by the fact that the comparer had had
problems interpreting the problem report. In these cases, the inspectability of the re-
ports made it possible to find out that the 'unique' moments of difficulty were not
really unique. In eight of those cases the comparer had (on hindsight) made a wrong
decision on whether a statement in a report should be interpreted as a problem or just as
part of an overview of an interaction episode; this was the case for six records that were
uniquely found in the reference analysis of team A and for two unique moments of dif-
ficulty in the reference analysis of team B. Here, problem descriptions were embedded
in incomplete overviews of interaction episodes and were not separately and explicitly
mentioned as such. In two other cases the comparer had interpreted a problem descrip-
tion in one analysis in a different way than he did in the other analysis. This happened
with only one unique moment of difficulty from team B’s initial analysis and with one
unique moment of difficulty from team C’s reference analysis. In case of team B this
was due to an ambiguous problem formulation in the initial report, which was wrongly
interpreted by the comparer.

Thus, to sum up, in some cases the comparer had made errors in interpreting problem
descriptions. These errors related largely to ambiguous problem formulations (team B)
and lack of explicit distinctions between logs and problem descriptions (team A and B) in
the initial reports. This could only surface because in these cases the problem reports
proved to be inspectable enough.
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Unique problems: tracing back reasons of uniqueness. In the analysis of the remaining 35
(out of 102) cases for which the comparer had concluded that a moment of difficulty
was uniquely reported and for which the reasons were traceable, the following catego-
ries of inferred reasons for differences emerged:

1 false-positives: moments of difficulty were reported but should not have been re-
ported, because from the detailed analysis it has become clear that it is extremely
unlikely that the problem actually occurred (and no other proof of existence was
found other than the final problem description in the team’s report);

2 slips in the analysis leading to missed moments of difficulty: the interaction in which
the difficulty arose was observed in both analyses, but (for unknown reasons) was
not recorded as a difficulty in one of the analyses even though it unambiguously
represented a moment of difficulty;

3 slips in the analysis leading to different problem descriptions: missed observations or
utterances leading to different interpretations of moments of difficulty and thus to
different interpretations of what exactly the problems were;

4 threshold differences: differences in an analyst’s decision of how difficult a difficulty
should be for recording it as a moment of difficulty in the report;

5 definition of 'usability problems': differences in what should lay at the basis of a us-
ability problem (e.g., defining the fact that the user needed a hint as a moment of
difficulty or not, distinction between problems of usability or other problems like
software bugs).

Figure 11 shows that of the 35 unique moments of difficulty that were inspectable and

regarded as being veritably unique, 23 were in the initial reports (sum of all values in

the graph at the top of the figure) and 12 were in the reference reports (sum of all val-
ues in the graph at the bottom of the figure).

Team A. In case of team A (figure 11: grey bar), for the one moment of difficulty

uniquely reported in the initial report that had been inspectable the reason of unique-

ness was of type threshold differences. Based on the low number of inspectable mo-
ments of difficulty here, it may seem as if the reports of team A had been relatively un-
inspectable. However, one should bear in mind that team A had the smallest number of
unique moments of difficulty, among which a relatively large amount of comparer
problems (which is a problem not of inspectability but of problem descriptions in the
initial report).

Team B. In case of team B (figure 11: white bars), most ‘real’ unique moments of diffi-

culty for which the reason had been inspectable were in the initial report (top graph of

figure 11). Reasons of uniqueness were mainly of types: slips causing differences,
threshold differences and definition of usability problems. In addition there were a few
of types false-positives and slips causing misses. In case of the slips uniqueness usually
had to do with not hearing or not noticing user’s verbal utterances containing clues
that helped in interpreting the specific moment of difficulty.

Team C. In case of team C (figure 11: black bars), reasons of uniqueness were found to

be in the categories threshold differences and definition of usability problems. In addi-
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tion, for eight moments of difficulty the reason of uniqueness was placed in the cate-

gory false positives (seven of these were from the reference report).

Although the number of seven seems impressively large, it should be mentioned that
these were seven instances of one single usability problem, and each of the instances

was from a different user.
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Figure 11 Analysis of the reasons of uniqueness of moments of difficulty.
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In summary, inspectability of the reports allowed for tracing back causes of uniqueness
in these 35 cases. Reasons for uniqueness included: slips causing misses (team B refer-
ence analysis), slips causing differences (due to for example missing user utterances)
(team B initial analyses), threshold differences (team A, B, C), differences in definitions
of usability problems (team B and C) and false positives in the reference analysis (team
Q).

Comparing the reported problems across the three teams

Some of the categories of reasons for uniqueness mentioned in the previous section
seem to relate to issues of analysts working inaccurately (e.g., lack of attention),
whereas others might be related to issues of differences in point of view, opinions or
focus. For example, a more explicit and detailed procedure (as in the reference analysis
with its checklist of signals of difficulty), may (but not necessarily does) bring about an
implicit focus on specific elements of interactions or specific interpretations in formu-
lating problems. If this would be the case, than one would expect to find less consis-
tency between teams in the initial analysis (lab-specific analysis) than in the second
(reference) analysis. Thus shifts in levels of agreement between teams when moving
from the initial analyses to the subsequent analyses can tell something about the qual-
ity, in terms of biasing the results from the reference analysis. Below, levels of agree-
ment across teams are calculated. First, comparisons are made of which problems were
reported. Subsequently, comparisons are made on the type of information that is given
about each problem.

Comparing which problems were reported For determining consistency in what prob-
lems each of the three teams reported, evaluator agreement measures are used.
Hertzum and Jacobsen (2001) suggest the use of the any-two agreement measure in
cases where the number of evaluators is relatively small. In this article, Hertzum and
Jacobsen's (2001) definition is used, substituting evaluators by teams:

the average of ﬂ (over all %n(n-1) pairs of teams). 1)
PiLP;

Similarly, agreement between x teams can be defined as:

PNnPiN.NPx
PiOPU...UPx

)

In equations 1and 2, P;, P;and P, are the sets of problems (or high-level categories) de-
tected by team i, team j, and team x, and n is the number of teams.

Figures 12 and 13 show the any-two agreement measures for usability problems and for
high-level categories respectively.

Due to the higher level of abstraction (and hence the smaller number of categories) the
higher any-two agreement for high level problem categories comes not unexpected.
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On both levels of abstraction, any-two agreement in the initial analysis is about the
same as in the reference analyses. If the largely prescriptive analysis and reporting
techniques of the reference analysis would have introduced a bias in finding usability
problems, a higher level of agreement would have been expected for the second (ref-
erence) analyses. No indications were found that the reference analysis leads to a spe-
cific bias in the teams’ results. In other words, the level of agreement does not seem to
be influenced by the fact that the teams' analysis methods used in the initial analyses
were different, whereas those in the second analyses were similar.

Agreement between teams

Usability problems Lab specific Slim-DEVAN

Team Avs. B 11/38 = 28,9 % *
13/36 = 36,1 %

10/36 = 27,8 % *

11/45 = 24,4 %
15/47 = 31,9 %
16/44 = 36,4 %
Any-two agreement 30,9 % 30,9 %

(7/45 =) 15,6 %* (9/56 =) 16,1 %

Team Avs. C

Team Bvs. C

Three agreement Teams A-B-C

* Because for the reference analysis with SIimDEVAN the results of only 6 (instead
of 8) participants were reported, the measures for the team’s initial report are
based on the results of the same 6 participants.

Figure 12 Agreement between teams (usability problems as unit of comparison)

Agreement between labs

High-level problem categories

Lab specific

Slim-DEVAN

Team Avs. B
Team Avs. C
Team Bvs. C

Any-two agreement

12/23 = 52,2 %*
12/23 =52,2 %
13/19 = 68,4 %*
57,6 %

15/28 = 53,6 %
14/23 = 60,9 %
17/31 = 54,8 %
56,4 %

Three agreement Teams A-B-C (11/25 =) 44,0 %* (13/31 =) 41,9 %

* Because for the reference analysis with SIimDEVAN the results of only 6 (instead
of 8) participants were reported, the measures for the team’s initial report are
based on the results of the same 6 participants.

Figure 13 Agreement between teams (high level problem categories as unit of comparison)

Comparing ‘what was specified about each problem’ Figure 14 shows, for each of the

analyses, an overview of the elements that problem descriptions consisted of in case of
each of the three teams. For that, the fields difficulty and cause in each difficulty record
(see figure 6, 6™ attribute) were analyzed. The contents of these difficulty record fields
had been taken literally from the teams’ reports. These difficulty records were analyzed
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to find out to what extent they mentioned (or otherwise referred to) the following

problem description elements:

1 the situation in which the problem occurred (was the product status mentioned,
was there a mentioning of preconditions for actions that were not met?)

2 the user’s observable behavior at the time the difficulty occurred (what parameters
was the user trying to set, what physical action was the user trying to perform?)

3 what the user thought, felt or understood (explicit mentioning of inferences about
the user’s reasoning, understanding, feelings or about what the user tried to
achieve)

4 what the effect of the difficulty was (this relates to the effect of the problem on the
product status, as well as effects on the user, like confusion, frustration, etc.)

5 inferences about what product element had caused the difficulty or should be redes-
igned to avoid it (explicit mentioning of product characteristics that are believed to
have contributed to the difficulty, of the reason why they are believed to have con-
tributed to it, as well as suggestions to change the functionality of the product).

Compared are the proportions of problem descriptions that contained statements re-
ferring to each of the mentioned descriptive elements. Thus, the figures are corrected
for differences in absolute numbers between the initial analyses and the reference
analyses.
Figure 14 shows that in the graph at the bottom, the relations between the bars per
team (i.e., all bars of a certain color) are more similar than in the graph at the top. In
other words, it seems that in the second analysis teams have produced more similar
reports in terms of what they reported about problems.
Summarizing, the reference analysis procedure did not lead to more agreement on
what usability problems were extracted, but it did lead to more consistency in what
was reported about each of the problems. Teams reported more about the situation in
which problems occurred and were more in agreement with each other with respect to
the amount of problem descriptions containing behavioral observations and inferences
about what users seemed to understand, feel and think. Especially team C, which origi-
nally reported relatively little about what users did, now reported more about that. The
teams that in the initial reports mentioned only few possible causes of problems

(teams A and B), now showed a considerable increase, whereas team C that already

was at a high level, reported relatively less causes. Finally, for teams A and B, the re-

porting of effects of actions dropped to a very low level in the reference analysis,
whereas team C stayed at an already relatively low level.
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Figure 14 Overview of the descriptive elements that each of the teams used in their problem de-
scriptions (proportion of problem descriptions that contained a specific statement).
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Discussion and conclusion

The aim of the study was to investigate issues of consistency and inspectability of data
analyses and reports based on usability tests meant to extract usability problems. Con-
sistency of findings was studied for analyst teams who analyzed their observed interac-
tions twice with time intervals of one to two months (the first time using their own
usual method of analysis, the second time all using the same reference method of
analysis). Inconsistencies were analyzed in detail in order to trace back their origin.
Consistency across teams was studied in terms of levels of agreement on problems and
high-level categories; it was determined to what extent these levels change when the
teams, in their re-analysis, all use the same data analysis method. Also, it was explored
to what extent the use of the same data analysis approach led to the use of similar de-
scriptive elements in the teams' problem descriptions. By making the reported usability
problems comparable as well as by analyzing reasons of inconsistencies, it became
clear which problem report elements were important for (1) making reports inspect-
able and (2) making the reported findings traceable to the original observations. Below
the findings on inspectability and consistency are discussed.

Inspectability

Inspectability of usability problem reports is important for laying bare those elements

in a data analysis process that involve subjective analyst judgments. In this study it be-

came clear that for comparative studies inspectability is also important for two other

reasons. Firstly, it proved to be of crucial importance for understanding reported prob-

lems in enough detail to be able to decide on their similarity. Secondly, inspectability

proved to be of major importance for tracing back reasons of why a team reported a

problem in one analysis and not in the other. For example, problems of inspectability

when trying to trace back the origin of uniqueness were present in 57 of the 102 prob-

lem records that were reported in just one of a team's analyses.

The absence of the following report characteristics proved to be a hindrance in tracing

back findings to more primary data. In other words, to make usability problem reports

more inspectable, the following issues can be helpful:

¢ inclusion of descriptions of a user's actual behavior in the description of a problem,
e.g., descriptions of problematic user actions;

¢ making references to which users encountered a problem;

¢ making references to the task context or the (sub) goal that a user was trying to
accomplish at the time of the problem;

¢ making clear distinctions between descriptions of problematic interactions and de-
scriptions of interactions that are interpreted as proceeding without problems;

¢ inclusion of (or making references to) overviews of observed interactions (without
substantial gaps), instead of only relying on problem descriptions;
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¢ inclusion of an account of a user's verbal utterances, as well as clear links between
such account and interaction overviews or problem descriptions;

¢ inclusion of inferences about causes of problems (or suggestions for how to re-
solve problems) with clear links to behavioral problem descriptions.

Consistency

Across-teams consistency (subjectivity)

Comparison of what descriptive elements were used to report problems showed that
the (SimDEVAN) reference reports led to more across-teams consistency, than the ini-
tial reports. In other words, without using an agreed method for reporting problems,
consistency across analysts on what elements are used to report problems may suffer;
this in turn makes it more difficult to compare the usability problems identified by
those analysts. In the present study, the SlimDEVAN method led to more consistency in
the degree to which the teams provided descriptions of the situations in which prob-
lems occurred, of the behavioral descriptions of observable problematic actions, of ac-
counts indicating what analysts inferred users were feeling, understanding or thinking,
and in mentioning product elements that presumably had caused problems.

Although consistency in what descriptive elements were used to report problems was
higher in the reference reports than in the initial reports, measures of consistency on
which problems were identified tell a different story: any-two agreement levels were
about the same for the initial and reference analyses. This implies that adopting similar
data analysis approaches and using an agreed format for describing usability problems
do not necessarily lead to more consistency in findings across teams. Any-two agree-
ment of the teams (comparing usability problems) was 30,9% for both analyses. Based
on our data, it is unclear whether the lack of agreement stems (1) from differences in
the teams' original data (e.g., actual differences in interactions, because the teams
used different test participants in different countries) or (2) from some team-specific
(i.e.,: not method-specific) characteristic of the analysis (e.g., inherent subjectivity in
the data analysis process).

Within-team consistency

For measuring within-team consistency two measures were used: (1) thoroughness of
the first analysis and of the second analysis; (2) overlap: the number of problems that a
team found in both analyses, divided by the total number of problems they found in
the two analyses.

In the reference analysis (the second analysis) thoroughness proved to be consistently
higher than in the initial analysis. Two possible reasons are: (1) problems identified in
the initial analysis may have a higher chance of being identified again in the second
analysis, while at the same time analysts have a second chance for identifying problems
that were overlooked in the first analysis; (2) due to its characteristics the reference
method is able to identify a larger number of problems. The present data do not allow
determining to what extent these reasons contribute to the current findings.
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The proportion of overlap of findings from the initial and subsequent analyses was
found to be substantially different across teams. One can think of two possible rea-
sons: (1) differences in levels of thoroughness between initial and subsequent analyses
varied considerably (e.g., more thoroughness in the analyses increases the chance for
more overlap); (2) the methods the teams used in their initial analyses differed in the
extent to which they facilitate analysts to work in a consistent manner. Based on the
available data it is unclear which of these reasons is most likely.

The reasons behind the findings on (within-team as well as across-teams) consistency
all raised some questions. Due to issues of confounding in the set up of the study, the
questions can not be answered just by using the data of the present study. In making
within-team comparisons there was confounding due to the analysis methods the
teams used as well due to an order effect (teams used different methods in their first
and second analysis); in the across-teams comparisons, there was confounding due to
the fact that the three teams worked from observations of different test participants.
Data from a separate study described in Vermeeren, Koenderink-van Doorn and de
Ridder (2006) suggest possible answers. These are dealt with below.

Follow-up study on causes of (in)consistency

In the study described in Vermeeren, Koenderink - van Doorn and de Ridder (2006) two
pairs of students (in the context of a course on research methodology) were asked to
analyze parts of the recordings from team B twice with an interval of about three
weeks and to use SImDEVAN for both their analyses. Students were free to decide how
many and which sessions they analyzed. They were third-year (Bachelor) students of
Industrial Design Engineering at Delft University of Technology and had no experience
in formal user testing and data analysis. However, they had three years of experience in
practical courses on user-centered design and evaluation of consumer products. Stu-
dents were provided with the English language user manual of SimDEVAN (Vermeeren,
2003), with an abbreviated Dutch language user manual as well as with published lit-
erature on DEVAN (Vermeeren, van Kesteren and Bekker, 2003; Vermeeren, 2004). In
addition, the first author of the present article explained and discussed SimDEVAN
with each individual team of analysts. In addition, after they had performed their first
session, student teams had their analysis checked by the first author of the present pa-
per to identify misunderstandings of SimDEVAN.

The student teams analyzed the sessions of their choice twice with a minimum interval
of three weeks. During those weeks the students did not watch the recorded sessions
nor did they review their analyses; largely they spent time on doing exams for other
courses as well as on doing a literature search on the topic of comparing usability
evaluation methods. Student team 1 decided to analyze the sessions of test partici-
pants 1, 2, 3, 4 and 5; student team 2 analyzed the sessions of test participants 2, 4, 5
and 6.
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The following measures were applied to study issues of consistency:

e across-teams consistency in the second analysis, in terms of agreement between
findings of each student team and of lab team B (expressed as a proportion of the
total number of problems identified by team B and the student team in their sec-
ond analysis). Figures are based on the same sample of test participants for student
team and team B). See figure 15 for the results.

¢ thoroughness of the students teams' first and second analyses in comparison to
thoroughness of team B's analyses (again for the same sample of test participants).
Total number of usability problems that exist is defined here as the total number of
problems identified by all three lab teams and the two student teams in their first
and second analyses (77 problems). See figure 16 for the results.

e within-team consistency in terms of overlap between first and second analysis in
comparison to that of team B (for the same sample of participants). Overlap is ex-
pressed as the proportion of the total number of problems identified by a
lab/student team in their two analyses. See figure 17 for the results.

In the discussion, the question was raised as to what had caused the limited agreement

in the lab teams' findings: would it be due to differences in the observed interactions

themselves (as the teams had used different participants) or to issues of analyst sub-
jectivity. Even though each of the student teams and team B had analyzed exactly the
same data (i.e., the same sessions of the same participants), the levels of agreement

still are roughly in the same range as those of the lab teams (i.e., 24,4%, 31,9% and 36,4%

for the SIimDEVAN analyses; see figure 12). This is contrary to the expectation one

would have if the difference in original data would have been the most important fac-

tor for the lack of agreement. This suggests that analyst team-specific factors (e.g.,

subjectivity) play an important role in the lack of agreement. The fact that agreement

levels between team B and the student teams were even lower than agreement levels

between lab teams may be explained by the fact that these were based on data from a

smaller number of participants.

Participant Analyst agreement second
Analyst combination sessions analysis (SlimDEVAN)
Student team 1vs. Lab team B 1,2,3,4,5 26,8%
Student team 2 vs. Lab team B 2,4,5,6 29,4%

Figure 15 Analyst agreements of student teams and lab team B in the second analy-
sis (proportion of the total number of problems identified by the lab team and the
student

With respect to the observed increase of thoroughness from the first to the second
analyses, the question arose: to what extent would this be due to the fact that the sec-
ond analysis is a re-analysis or to some method-specific factor. In figure 16, the ob-
served increase in thoroughness for the student teams (i.e., 1,3% and 3,9%) can only be
due to the sole fact that the second analysis was a re-analysis. A similar increase in
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thoroughness for lab team B would suggest the same underlying reason. However, fig-
ure 16 shows that the increase for lab team B is higher. This suggests that the increase
in the labs' thoroughness is partly due to the fact that the analysis is a re-analysis (i.e.,
in the range of 1,3 - 3,9 %) and partly due to differences between the methods that were
used in the first and second analysis (i.e., one of the methods being more thorough
than the other). Further research is needed to substantiate this.

Participant  Thoroughness 1st Thoroughness 2nd Increase in

Analysts sessions analysis analysis thoroughness
Student 1,2,3,45 31,2% 32,5% 1,3%
team1 (SlimDEVAN) (SimDEVAN)
LabteamB 1,2,3,4,5 29,9% 35,1% 5,2%

(Lab specific) (SimDEVAN)
Student 2,4,5,6 49,4% 53,3% 3,9%
team 2 (SlimDEVAN) (SimDEVAN)
LabteamB 2,4,5,6 26,0% 32,5% 6,5%

(Lab specific) (SimDEVAN)

Figure 16 Thoroughness of teams compared across 1* and 2" analysis. Total number of usability
problems that exist is 77.

Participant Within-team
Analysts sessions 1** Analysis 2" Analysis consistency
Student team 1 1,2,3,4,5 SlimDEVAN SIimDEVAN 63,3%
Lab team B 1,2,3,4,5 Lab specific SlimDEVAN 42,9%
Student team 2 2,4,5,6 SlimDEVAN SlimDEVAN 71,7%
Lab team B 2,4,5,6 Lab specific SimDEVAN 36,4%

Figure 17 Within-team consistencies of student teams and lab team B compared (proportion of the
total number of problems identified by a lab team/student team in their two analyses).

The question regarding within-team consistency in terms of overlap was whether this
would relate to thoroughness or to differences in methods (as some methods may
make it easier to work in a consistent manner than others). The findings in figures 16
and 17 suggest no clear relation between thoroughness and within-team consistency;
the highest and lowest within-team consistency are found for the analyses with the
highest and lowest thoroughness, but within-team consistency of student team 1is also
high without their thoroughness being quite high. Note that within-team consistency is
high for both student teams and low for lab B. This raises questions about the role of
the used analysis method in consistency across subsequent analyses: What role do the
characteristics of the used analysis method play in this? Would a comparison of two it-
erations of any method give higher consistency than a comparison of a method with a
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different method? To what extent do characteristics of the analyst teams play a role?
Further research is needed to answer these questions.

5.3.1  Conclusions

The findings in the case study together with those from the complementary study sug-

gest that:

¢ thelevels of agreement between analyst teams relate to analyst team-specific
characteristics, rather than to characteristics of the used analysis methods or to dif-
ferences in the original data. In other words there seems to be considerable inher-
ent subjectivity in findings from a usability test based on identifying problems and
consistency across teams is not very likely to be improved by using specific analysis
methods;

e re-analysis of the same data is very likely to lead to a slightly higher thoroughness in
the second analysis even if the second analysis is done one or two months later (in
this case in the range of 1-4%);

¢ within-team consistency can vary considerably (in this case between 37% and 72%)
and may depend on the methods used or on ‘who does the analyses’.

5.3.2  Implications
In usability studies that are based on comparing problems, it is important that all data
are analyzed by the same analysts/analyst teams. This is important because of the in-
herent subjectivity in extracting usability problems from observations. With appropri-
ate methods that conform to the characteristics as present in SimDEVAN and as men-
tioned in section 5.1 the findings can be made inspectable. Inspectability is important
for laying bare subjective parts in data analyses and for making sure that outside re-
viewers can falsify or confirm the findings. In comparative usability studies inspectabil-
ity is also important for a thorough understanding of the reported problems. This is
crucial for being able to decide on similarity of problems.
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Identifying usability problems in
product tests: effects of using
cardboard and software prototypes

abstract

Findings from usability tests of a functioning TV-video recorder com-
bination were compared to those of a cardboard mockup and a
VisualBasic computer prototype. Usability data were analyzed in a
detailed and structured manner. Focusing on high-level task per-
formance measures like the number of task failures and counts of
usability problems only small differences were found between the
findings from the product, prototype and mockup. However, in more
detailed analyses several relevant differences in participants’ behav-
ior could be identified. In case of the cardboard mockup, the fact
that the interaction was mediated by a facilitator not only improved
the clarity of participants’ verbal information, but also resulted in
participants not showing typical behavior like repetitively pushing
buttons not leading to any response. Other differences seemed to be
related to specific properties of the prototypes in comparison to the
product, like the visual prominence of feedback (in particular for the
mockup), the limited functionality of both prototypes and the fact
that, in case of the software prototype, both the remote control and
the menu it controls were shown on the same computer screen.

This chapter is in review:

Vermeeren, A.P.O.S., de Ridder, H., van Doorn, A.J. (submitted).
Identifying usability problems in product tests: effects of using
cardboard and software prototypes. (submitted to Journal of Us-
ability Studies, October 2008).
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Overview of characteristics —
of the Studies reported in - Philips TV-video combination (TV-VCR)
Chapter 4 Three conditions

- Functioning product
- Cardboard mockup
- Software prototype on computer

Test prepared by AUTHOR OF THESIS

% Tests facilitated by ASSISTANT

6 participants per condition
All sessions were video recorded

Overview created by AUTHOR OF THESIS using DEVAN

N.B. Researcher was one of the developers of DEVAN

NI
T2l

Difficult moments described by AUTHOR OF THESIS using DEVAN

5. Describing difficulties

Difficulties described by AUTHOR OF THESIS using DEVAN

6. Des: ng usability problems

Problems described by AUTHOR OF THESIS using error taxonomy of Zapf et. al. (1992)

7- Using results to redesign or compare

e | Comparisons across conditions and analyses performed by AUTHOR OF THESIS:
- Comparison of task effectiveness.

- Comparison of numbers of difficult moments.

+ Comparison of numbers of action based and expression based signal events.

- Comparison of numbers of individual signal event types.

- Striking differences in number of signal event types were further analyzed by tracing them back
to individual moments of difficulty.

+ Comparison of numbers of problem types according to Zapf et al’s (1992) taxonomy.

- Striking differences in number of problem types were further analyzed by tracing them back to
individual moments of difficulty.
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Introduction

A number of studies have been conducted in which usability problems identified in us-
ability tests with low-fidelity prototypes are compared to those identified in tests with
functioning products or high-fidelity prototypes (see Sauer, Franke and Ruettinger,
(2008) for an overview). Generally, the aim of such studies was to study to what extent
(for example in a product development project) low-fidelity prototypes can adequately
be used to predict usability problems that will occur once the finished product would
be used. In a recent publication on assessing usability evaluation methods (UEMs)
Hornbaek (in press) discusses the problematic assumptions that lie at the basis of many
of such comparisons. The most common assumption he mentions is that just focusing
on summative measures like counting problems is sufficient. The limitation of such an
approach is that...
“... different kinds of problems - for example with respect to generality, type, aspects
of the interface covered, or clarity - are given equal weight when counted. This limita-
tion becomes serious if different UEMs lead evaluators to produce problem descrip-
tions of different kinds”.
This limitation may also apply to comparisons of usability problems from usability tests
with different kinds of prototypes. Hornbaek argues for a more careful analysis of the
contents of problems so that similarities and differences between problems can be de-
termined (e.g., by using problem classifications or taxonomies). Furthermore, in the lit-
erature a number of publications have appeared that make clear that there are un-
avoidable subjective components both in extracting problems from observations and in
comparing and/or matching usability problems (e.g., Lavery, Cockton and Atkinson,
1997; Cockton and Lavery, 1999; Hertzum and Jacobsen, 2001; Vermeeren, van Kesteren
and Bekker, 2003; Howarth, Andre and Hartson, 2007; Hornbak and Frokjzer, 20083;
Vermeeren et al., 2008). In most of the studies cited by Sauer, Franke and Ruettinger
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2.1

(2008), differences in the number of usability problems found through testing a func-
tioning product (or high-fidelity prototype) and testing a (low-fidelity) prototype are
reported to be small. However, these studies did not report on one or more of the fol-
lowing methodological issues: systematic procedures to uncover the nature of the dif-
ferences in problems by looking at their contents; measures for improving consistency
and dealing with subjectivity; procedures for extracting and matching usability prob-
lems.

The present article describes a study in which the findings from usability tests with a
functioning product (a combined TV-video cassette recorder) are compared to those
with a cardboard mockup as well as an interactive software prototype on a PC. The aim
is to explore how characteristics of prototypes and the active role of the facilitator that
is needed for many prototypes may influence the resulting list of problems. All re-
corded test sessions were processed by the same analyst using the DEVAN (DEtailed
Video ANalysis, Vermeeren et al. 2002) method, which was especially developed for
improving consistency and inspectability in extracting usability problems from video
recorded usability test sessions (e.g., Vermeeren et al., 2002; Vermeeren et al., 2008).
As the DEVAN analysis allows for comparisons at various levels of detail, sessions are
first compared at the following high-level task performance measures: task effective-
ness and number of so-called difficult moments in interactions. Subsequently, the find-
ings were studied in more detail to gradually uncover similarities and differences that
possibly relate to characteristics of the prototypes used. This was done in two different
ways: 1) by using lower-level data provided in the course of the DEVAN analyses, and 2)
by conducting a causal analysis on the difficult moments. DEVAN does not include
causal analyses. Zapf et al.”s (1992) theory-based error taxonomy was used for this be-
cause of its ability to relate identified types of errors to characteristics of a user’s be-
havior.

Methods

The product

The object of evaluation was a Philips combined TV-video cassette recorder (VCR) (see
figure 1). The video recorder part is located above the TV screen, behind a lid that can
be opened with the only visible button on the front. The user can control the product
with a remote control (RC) and a small number of buttons behind the lid. The remote
control has buttons on either side of it. The quick reference card that participants re-
ceived refers to these sides as the ‘daily side’ and the ‘special side’. Product feedback is
given in the form of LED feedback information displayed just above the TV screen and
as on-screen information (see figures 2 and 3).

The ‘daily side’ of the RC contains a rotary for switching TV channels. In addition it con-
tains buttons for standby, mute, volume (plus and minus), invoking a ‘timer for today’
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menu, play, rewind, wind (on most VCRs this is called ‘fast forward’), stop and record.
The exact functioning of the rewind and wind buttons is different from that of most
other VCRs; it depends on the speed and direction of the tape at the moment of using
them. For example, pressing rewind while a tape is playing, results in a still image.
Pressing it again results in reversed play and pressing it yet again results in rewinding
with visible images. Pressing rewind when the tape is not moving (and there is no still
image) results in rewinding at fast speed, without visible images. Note, that contrary to
most VCRs, a still image is not evoked by pressing the pause/stop button, but by press-
ing the rewind button when playing a tape. The ‘special side’ of the remote control
contains functions for teletext, various menus, cursor keys and an ‘OK’ button for using
menus, numbered buttons, and additional functions like switching to an external
source etc.

Three broadcasted channels (Netherlands 1, 2 and 3) were simulated by playing pre-
recorded broadcasts on VCRs connected to the antenna input of the TV-video combina-
tion. As a consequence, all participants had the same broadcasted programs to choose
from. The pre-recorded programs were selected to be representative for broadcasts
that typically fitted the profiles of the Dutch channels at the time (i.e, Channel 1: reli-
gious programs; Channel 2: sports, quizzes, soap series; Channel 3: news, current affair
programs, culture, etc). Teletext was not available.

Figure 1 The TV-video combination, showing the on-screen menu ‘Timer for today’ (‘Timer voor
vandaag’). On the right the two sides of the Remote Control: the ‘daily’ side (with rotary for
‘switching between channels’) and the ‘special’ side.

107




What'’s the problem?
Studies on identifying usability problems in user tests

2.2

2.2.1

108

© O 0000 |0 @)
standby today timer programmed timer L rewind playAwind recording

Figure 2 Schematic view of the LEDs and labels above the screen.
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Figure 3 The timer menu. Listed items are: Timer block, Channel, VPT <no>, Start time, Stop time,
Date, VPS <no>, Timer for <recording>, Timer <off>.

The prototypes

Two prototypes were especially made for the study: a cardboard mockup and a com-
puter simulation programmed in Microsoft’s VisualBasic.

The cardboard mockup.

The cardboard mockup (figure 4) was made by the first author, in cooperation with the
Industrial Design Engineer who conducted the user tests (the facilitator). It took about
one person day and a half to build the mockup. The product’s case was simulated by
cardboard boxes. Inserting a tape was simulated by laying it on top of the box. On the
front side of the box, small ridges were made for placing cards representing menus, TV
images, LEDs and the counter/clock. For values within menu-items, Post-It® Notes were
used. Changes of menu, changes within menus and changes of feedback or TV images
were done manually by the facilitator. Menu cards, TV images and feedback cards were
prepared in advance, the Post-It® Notes were written when needed. The RC was simu-
lated by a wooden block (about real size) with color prints of the ‘daily’ and ‘special’
sides of the RC glued on it.
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Figure 4.The cardboard mockup (showing the Timer for today menu) with cards and Post-It®
Notes as feedback.

The software prototype

The software prototype (figure 5) was made by Paremion, a company specializing in
multimedia software productions, who needed 60 person hours to complete the pro-
totype. On the 19-inch computer monitor, one side of the remote control (RC) was
shown next to a simulated TV screen. Near the lower edge of the screen two extra
(toggle) buttons were made: one for changing the view on the RC (for switching ‘daily
side’/’special side’) and one to simulate inserting or ejecting a tape. TV-images and re-
corded images were simulated by animations of a walking ‘stick figure’ against various
backgrounds. Different channels showed different animations. When switching chan-
nels, it took about two to three seconds for animations to appear; the indication for
channel numbers (or the indication ‘tape’ in the top-right corner of the TV screen)
would appear almost instantaneously. The tree of menus and settings was structured
like the menus of the real product. Menus and feedback in the form of LEDs and on-
screen messages were similar to those of the real product with respect to their con-
tents. Functionality behind menu settings was simulated for functions directly related
to watching the TV, as well as for using (playing, winding etc.) and programming the
video.
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Figure 5 The software prototype (showing the picture menu). Both TV/video recorder and remote
control are shown on the computer screen. The large buttons along the lower edge of the screen
are named ‘Turn over remote control’ and ‘Insert cassette’.

Due to insufficient screen size and/or screen resolution, the labels on the RC were hard
to read. Therefore, participants received an A4-sheet showing the RC with labels in a
more readable form. For controlling the TV-video combination, participants were asked
to point at buttons shown on the screen. Subsequently, the facilitator would use the
mouse to click the button the participant pointed to. Due to difficulties in programming
the simulation, there were some small inconsistencies in the prototype, (e.g., the time
counter did not stop at ‘00:00’ when rewinding a tape; functions like ‘play’ and ‘rewind’
were not blocked when a program was being recorded).

Test set-up, test procedure, participants

Participants

The test was performed by 18 Dutch participants (9 male, 9 female) who were equally
divided over the three conditions (i.e., product, cardboard mockup, software proto-
type). In each condition, there were two participants from each of the following three
age categories: 15-18 years, 30-40 years, 60-70 years.

Test set-up

In the period 1996/1997 all tests were conducted in the user interface laboratory of the
Faculty of Industrial Design Engineering at Delft University of Technology. In case of
the product and cardboard mockup, participants sat behind a table at a distance of
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about 4 m from the TV screen. For using the computer simulation, participants sat at a
table directly in front of the computer. In front of the participant, on the table were:
the RC, a (supposed) TV guide with information about the channels 1, 2 and 3 for ‘to-
day’ and ‘tomorrow’, the Dutch language part of the user manual, and a reference card
briefly explaining the functions of buttons on the RC. All sessions were video recorded
using three cameras: two focusing on the table, hands and remote control and one fo-
cusing on the TV-screen; in case of the software prototype, two cameras focused on
the screen. Figure 6 depicts a schematic overview of the test setup for the product and
the cardboard mockup.

facilitator

Figure 6 Schematic overview of the test-setup for the tests with the product and the cardboard
mockup.

Test procedure

The procedure for conducting a session was as follows: participants were told that the
test concerned the use of a combined TV video recorder and that the facilitator would
ask them to perform some tasks described in task scenarios, after they had explored
the use of the product for a maximum of 5 minutes. Participants were asked to talk
aloud as much as possible, and to especially verbalize what actions they intended to
perform. In addition, they were asked not to withhold utterances of surprise or frustra-
tion in case something unexpected would happen. They were asked not to explain
things to the facilitator, but to talk aloud to themselves, as if they were alone in the
room. Before participants started to briefly explore the use of the product, they were
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instructed about some specifics related to using the product or prototype in the test
situation. Examples of such instructions are: for the real product: ‘there are no real
broadcasts’, ‘teletext does not function’; for the cardboard mockup: ‘we act as if this
box is the TV-video recorder and this thing is the RC. Just press buttons and speak out
loud which button it is, so that | know which button you pressed’; for the computer
prototype: ‘this is a special RC, it has two sides. You can change side by pressing this
button’ and ‘you don’t have to use the computer yourself, just point to the button you
want to press, | will take care of the necessary actions’.

Tasks and task scenarios

Fourteen participant tasks were read out loud by the facilitator and were repeated on
request (or spontaneously if it was clear that the participant had forgotten the task).
The facilitator was not allowed to help the participant (only encouraging or reassuring
was allowed) and was instructed to stop task performance if a participant after some
time of trying was unable to perform it or seemed to get too distressed. In many ses-
sions some tasks were cancelled beforehand, because there was no need to perform
them any more. For example, a number of the tasks were devised just because the
product needed to be brought to a certain status in preparation for a subsequent task.
However, sometimes participants had already brought the product in the required
status and therefore there was no more need to do that anymore. In most cases, this
concerned simple tasks like switching channels. Tasks 2, 3, 4, 5, 8, 10, 11 and 14 (see ta-
ble 1) were performed by all 18 participants. These were used as the basis for making
comparisons. The time needed to perform all tasks ranged from 15 to 45 minutes. The
crossed cells in figure 7 indicate the tasks that were not performed by the specified
participants. Table 2 shows example task scenarios of task 5 and 14.

Table 1 The tasks that were performed by all participants

2. Lower the sound volume

3. Make the screen image less colorful

4. Have a look what’s on the tape

5. Position the tape exactly at the beginning of the recorded movie.

8. Rewind to the very beginning of the tape

10. See what’s recorded at the beginning of the tape.

11. Pause the tape, so that the image freezes.

14. Schedule the recorder so that it records a specific TV program tonight.
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Mockup Task| 1123|456 |7]|8]9]10/11]12|13]|14
P1 male 15-18 3 1 5 1
P2 female 15-18 1 311 & 8 12
P3 male 30-40 1 1 5 7 6
P4 female 30-40 3 1 6 4 8
P5 male 60+ 1 5|7 2 1 2] 3 1 6
P6 female 60+ 5| 6 1 1 1 11 5
Product Task| 1123|456 |7]|8]9]10/11]12|13]|14
P7 female 15-18 8 14 4
P8 male 15-18 2 2 1 1 1 5
P9 male 30-40 2 1 6 10
P10 female 30-40 2 7 9
P11 female 60+ 8 11 12| 1 3115 30
P12 male 60+ 1 1 1 1 1 4 5 3
Software Task| 1123|456 |7]|8]9]10/11]12|13]|14
P13 female 15-18 2 5 1 1 6 6
P14 male 15-18 1 3 8 4 4
P15 male 30-40 3 1 3 1 4
P16 female 30-40 10 2 | 1 1 2 0] 8
P17 female 60+ 1 419|162 1 1 3 14
P18 male 60+ 3111 4 2 1 5 16

Figure 7 Overview of task performance per participant for each of the three conditions. Grey cells
indicate unsuccessful task outcome (task goal not achieved), crossed cells indicate that the task
was not performed by the participant. The figures within the cells indicate the number of difficult
moments, based on the DEVAN analysis (for details see Results).

Table 2 Example task scenarios of tasks 5 and 14

Task 5 What you currently see on this tape are some short commercials. The commercials are
followed by a movie that you have recorded before. Please try to position the tape exactly at the
start of the movie.

Task 14 Tonight you won’t be at home. However, you would like to record the program ‘Chirur-
genwerk’ (Channel 2, 22.12-22.16hrs). Do you think you can record the program while you are not
at home? Could you please try and do that?

Processing the recorded sessions using DEVAN

The video recorded sessions were processed using the video analysis tool DEVAN
(Vermeeren et al. 2002, see chapter 2). This tool was developed to improve an analyst’s
consistency in the extraction of usability problems and to make that process explicit.
For that, it prescribes a detailed data analysis procedure as well as a checklist that de-
fines interaction event types that signal difficulties in interactions. Interactions are
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transcribed to a specified format assisting analysts in making explicit how they inter-
preted interactions (figure 8 and 9).
Two main stages are distinguished in the analysis, consisting of three and two sub
stages, respectively:
1 Creating a table that represents the interaction at multiple levels of abstraction:
e Transcribing actions, verbal utterances and non-verbal behavior.
e Preliminary segmentation of the interaction based on threshold pause times
between actions.
¢ Defining interaction segments, as well as clustering and abstracting these to
(sub) task-level episodes.
2 Creating alist of difficult moments in the interaction:
e Detecting events that signal a difficulty, by using a checklist of signal event

types.
¢ Describing the observed difficult moments.

interaction breakdown
time stamy log segments context indications
0:00:00 action description of task 1
0:00:12, tion interaction description
0:00:13 ction segment code
0:00:19, action description of
0:00:21 action interaction @
0:00:22 action segmgent
0:00:23 action c
action 7 )
action (verbal utterance, code
action description of task 2
action interaction description @
;ti; = segment
action (verbal utterance) code

1 column for logging user-product interaction 2 primary boundary, indicating the start of a new in-
teraction segment 3 secondary boundary, indicating the possible start of a new interaction seg-
ment 4 column for interaction segment boundaries and descriptions 5 column for task descrip-
tions and descriptions of intermediate level episodes 6 column for breakdown indication type
codes 7 event marked as breakdown indication

Figure 8 General format for DEVAN’s interaction overview table. NB. ‘Breakdown indication’ is a
synonym for ‘signal event’.
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Interaction segments Signal
Time Actions Utterances Tasks codes
12,04| Task 14 Task 14
Record "a
Surgeon's job"
let's try... I am not sure whether I |tonight from
will succeed in this... I can try 21.22 - 22.16,
Netherlands 2
12,10|menu today  [evokes <menu today>
let's have a look, first time for
today... starting time... have a
look...I want to go down...
12,24|cursor,down [moves to item <starting time> act
starting time... what's the name
of the programme again?
facilitator: a surgeon's job
participant: a surgeon's job...
Netherlands 2... 21.22... starting
time 21
12,42{number,2 sets starting time and
12,42|number, 1 then moves to stop time
12,43|number,2 22
12,45{number,2
12,47|cursor,down |stop time
- _12_,5(-) -cu_rso_r,uF = changes plan and first goes to corr
menu item <programme> to set it
to 2
12,51|cursor,up Oh, wait... it's on 2 rec
wasn't it?
12,53|number,2 (verifies in TV guide)
13,00]cursor,down |moves to item <stop time>
13,00|cursor,down |[stop time... surgeon's job...
2216...then I set it to 2230

Figure 9 Example of an interaction overview table (participant 12, product condition - translated
from Dutch original).

At the end of stage one, the interaction is represented in the format shown in figure 8
(except for the grey marks (figure 8, item 7) and the signal event codes (figure 8, item
6), which are added in stage two). The interaction table includes all recorded actions,
as well as transcriptions of utterances and non-verbal behavior that are used as the ba-
sis for detecting difficult moments. The segmentation in combination with the abstrac-
tions makes explicit how analysts interpret a participant’s interaction with the product.
The checklist of signal event types (table 3) serves as a list of event types that assist in
recognizing difficult moments. Identified signals of difficulties are then listed and de-
scribed using the following elements: 1) a time code reference, 2) a description of the
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observed behavior, 3) the context in which the event occurred (task context and prod-
uct mode), 4) the code for the type of signal event, 5) a free-form description of the
signal event. It should be noted that a difficult moment can be signaled by multiple sig-
nal event types at a time. For example, an analyst may observe that the user selects the
wrong button (first signal), may hear the user say “oops, that was wrong” (second sig-
nal) and may then see that the user undoes the wrong action (third signal). Therefore,
multiple events signaling the same difficult moment have to be grouped before com-
parisons between conditions can be made. The outcome of a DEVAN analysis is an un-
categorized list of difficult moments in interactions.

Table 3 DEVAN’s checklist of signal event types (abbreviated descriptions; adapted from Ver-
meeren et al., 2002).

Signal event types based on observed actions  Signal event types based on verbal utterances

on the product or on non-verbal behavior
ACT User chooses wrong action GOAL  User formulates an inadequate goal
DISC User discontinues an initiated PUZZ User’s seems to be puzzled about
action what to do next.
EXE User has problem in physically RAND  From the user’s words it is clear
executing an action that actions are selected at random.
REP An action is repeated with exactly SEARCH User indicates to be searching for a
the same effect. specific function and can’t find it, or
function does not exist.
CORR User corrects or undoes a preceding  DIFF User indicates that physical execu-
action. tion of an action is problematic or
uncomfortable.
STOP User stops task, task not success- DSF User expresses, doubt, surprise or
fully finished. frustration after having performed
an action
REC From the user’s words it is clear
that a preceding error is recognized
as such, or

that something previously not
understood now has become clear.

FBK From the user’s words it is clear
that some feedback has not been
perceived or correctly understood

QuUIT User realizes that the current task
was not successfully finished, but
continues with next task.
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Results

High level task performance measures: task effectiveness and
difficult moments

As a first step task effectiveness was determined. Figure 10a shows the total number of
tasks that were not finished successfully. Performance with the software prototype
seems to lead to a slightly higher number of task failures than with the product, but dif-
ferences are small. For the mockup the result is even less clear due to the large varia-
tion in findings.

Task failures Difficult moments in interactions
6 100
5 - o )
" £ 80
o £ 70
3 44 é 70
f = 60
3 3
& 34 € 50 1
o] ©
3 5 w0 e
g 2 © o
=] -g 30 o
z g ° o
1] ° 8 z 20 A 8
10 ~ (] [¢]
O © T T © O T T
mockup  product software mockup  product software

Figure 10a Task effectiveness: the number of Figure 10b Number of difficult moments for
tasks that were not successfully finished each participant (each dot represents one
(each dot represents one participant). participant).

A more fine-grained measure is the number of difficult moments in interactions as de-
fined by the DEVAN tool. Figure 10b provides an overview of the number of difficult
moments per participant. The pattern seems to be roughly the same as for task effec-
tiveness. Note that one participant using the real product shows remarkably more diffi-
cult moments than all other participants. On further inspection of the verbal data, this
participant (P11) was the only one who proved to have no experience in the use of
VCRs; the person had never played a video tape, and had problems understanding sim-
ple English words (e.g., ‘play’). This lack of video experience in combination with the
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participant's language problems explained a lot of the difficult moments the person
experienced (e.g., not realizing having to press the play button in order to play a video
tape). As the aim of the case study was to compare findings from the three situations
and trace back differences to characteristics of each, homogeneity in groups was
needed. Therefore, in part of the subsequent analyses the data from this participant
are dealt with separately.

Detailed analysis 1: Signal event types

Action vs. expression based signal events

The findings so far are largely in line with those reported in the literature: summative
high level measures of task performance (i.e. task effectiveness and counts of difficult
moments) hardly differentiate between tests with products and tests with various
kinds of prototypes. However, this does not necessarily mean that no differences in
behavior or performance exist. Various effects on a more fine-grained level may com-
pensate each other, thereby leveling out any differences in summative measures.
Therefore, a more detailed analysis based on identified signal events will now be dis-
cussed.

The various types of DEVAN signal events can be divided into two broad categories:
those based on the user’s actions on the product and those based on the user’s (verbal
or nonverbal) expressions. Figures 11a and 11b provide overviews of the number of ‘ac-
tion’ based and ‘expression’ based signal events per participant. Note that for each
participant the number of signal events not necessarily equals the number of difficult
moments, because a single difficult moment can be recognized based on multiple sig-
naling events (e.g., observing a wrong choice of action and hearing an utterance indi-
cating frustration). The participant showing an extreme number of signals (in the
product situation) is the same person as the outlier shown in the overview of difficult
moments (participant P11).

The general pattern seems to be that task performance on the real product led to
slightly more action-based difficulty signals than task performance on the prototypes.
For the expression based signals the opposite is found; especially for the software pro-
totype, the number of expression signals seems to be higher. But again, differences are
negligible.
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Signals of difficulties of type Signals of difficulties of type
‘action’ '‘expression’
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Figure 11a Number of signal events of type Figure 11b Number of signal events of type
'action' in each of the three conditions (each  'expression' in each of the three conditions
dot represents one participant) (each dot represents one participant).

Signal event types

To further analyze which difficulty signals were found in each of the three conditions,
figures 12a and 12b provide overviews of the total number of signal events per signal
event code. The data have been averaged across participants and are shown per condi-
tion. Figures 12a and 12b provide an overview of the action- and expression-based signal
events, respectively. Note that the person with the extreme number of signals and dif-
ficult moments (P11) has been left out of these overviews and will be dealt with sepa-
rately.

Action-based signal types Figure 12a shows that in all three conditions, the ACT signal

event type ('wrong choice of action') was found most. Furthermore, using the product
led to more signal events of type CORR (corrections of errors) and REP (repetition:
immediate and exact repetitions of wrong actions, with exactly the same effect) than
using the prototypes. Including P11 would result in almost doubling the average num-
ber for ACT and REP signals in the product situation (grey bars in figure 12a).
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Avg. nr. of action-based
signal events across

participants.

Signals of difficulty based on actions (by type) Signals of difficulty based on expressions (by type)
(outlier in product condition excluded) (outlier in product condition excluded)
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Figure 12a Distribution of action signal types for each  Figure 12b Distribution of expression signal types for
of the conditions. Shown are the average numbers each of the conditions. Shown are the average
across participants. numbers across participants.
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Further inspection of the data shows that differences in corrective actions (CORR) and
in immediate repetitions of errors (REP) were mostly found in tasks 11 and 14. Table 4
provides an overview of the number of CORR and REP signal events in tasks 11 and 14.

Table 4 Overview of numbers of CORR and REP signal events in tasks 11 and 14.

CORR REP
Mockup Product  Software  Mockup Product  Software
Task 11 1 1 4 0 15 0
Video still image
Task 14 2 7 3 (o] 2 8

Timer recording

In task 11 participants typically first (erroneously) tried the pause/stop button for get-
ting a still video image, noticed the ineffectiveness of their action, and some partici-
pants then pressed the record button. This is not as illogical as it seems, because the
‘pause/stop’ label was in the middle between the actual pause/stop button above it,
and the unlabeled red record button below it. As a result of pressing the record button,
in the product condition, the product started recording and most other functions were
then blocked (usually without the participant noticing it). Participants trying to use the
blocked functions did not get any product feedback when doing that. They then won-
dered why the product didn’t react and repeatedly pressed (a REP signal) the blocked
functions (as previously they had successfully used them and they didn’t understand
why they didn’t function anymore). Subsequently they (often unsuccessfully) tried to
correct the situation (hence the CORR signals). This led to participants concluding that
the product didn’t function anymore, to participants giving up on the task and to some-
times very lengthy task episodes.
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In task 11 of the mockup condition the record function was erroneously used as well,
but the frustrating situation observed in the product condition was not found. There
were several reasons for the non-occurrence of blocked functions (and thus of the ab-
sence of REP signals), some of which related to the fact that a facilitator mediated the
interaction between participant and mockup:

1 Intwo cases there was a communication problem between facilitator and partici-
pant: the participant wanted to press the record button (the wrong action), said
“press STOP”, and pointed at the record button thinking that was the stop button.
In response to that the facilitator, not being able to exactly see what button the
participant pointed at, acted as if the real stop button was pressed and thus inad-
vertently avoided the blocking of functions and subsequent repeated button
presses. This could easily happen because the label ‘pause/stop’ (which was men-
tioned by the participant) was just below the actual pause/stop button and just
above the unlabeled record button (that the participant intended to use).

2 Intwo other cases the facilitator also did not block the use of other functions after
the participant had pressed the record button. Most likely because the facilitator
herself at that moment did not realize she had to block all other functions.

The miscommunication between facilitator and participant mentioned above occurred

in the software condition as well. In addition, several other situations were observed in

which characteristics of the software prototype or the presence of the facilitator pre-
vented the blocking of functions (and thus the REP signal events) to occur:

1 Inone case the participant wanted to press the record button, but then recalled the
command before the facilitator had activated the record button. Mediation by the
facilitator made this possible; most likely with a functioning product the button
would have been pressed immediately.

2 Inanother case the participant intended to simultaneously press the record button
and another button (which is technically impossible in the software prototype, be-
cause there is only one mouse cursor).

3 Blocking functions was not fully implemented in the software prototype because it
was too time consuming to implement.

In sum, in case of task 11, both in the mockup condition as well as in the software condi-

tion participants were often not confronted with blocked functions. Thus, the situa-

tions in which participants ended up in lengthy interaction episodes repeatedly press-
ing non-functioning buttons thinking the product didn’t function anymore were not
observed in the prototyping conditions.

In task 14 (scheduling a timer recording) qualitative analyses did not reveal any situa-

tions in which characteristics of prototypes led to differences in interactions clearly re-

lating to CORR signals. For the REP signals this was different. In the software condition
task 14 resulted in eight repetitive (REP) actions, all but one from one single partici-
pant. This participant was trying to set a value for a menu-item. While doing that the
participant did not notice that the cursor bar was not on the item for which (s)he was
trying to set the value or did not understand that it needed to be there. After the initial

REP actions, the facilitator tried to point this problem out to the participant several
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times, but did not succeed (and the participant kept on trying). Presumably, the prob-
lematic situations that led to the REP actions in task 14 of the product and software
condition are less likely occur in the mockup condition, because in that situation feed-
back is much more obvious, as it requires the facilitator to perform very noticeable
physical actions.

Expression-based signal types Figure 12b shows that the product sessions yielded more

DSF signal events (DSF: doubt, surprise or frustration after seeing the effect of an ac-
tion) than the prototype sessions, whereas for the PUZZ signal (puzzled: user does not
know exactly what action to choose) the opposite was found. Including P11 would lead
to roughly a doubling of the number of PUZZ signals and to eleven RAND signals (ran-
dom: actions indicated by the user as being random) in the product condition. In the
graph in figure 12b the eleven RAND signals would appear as an average value of 1.8.
PUZZ events are events in the form of (non) verbal user expressions that take place
during the preparation of actions, i.e. during the process of forming intentions on how
to proceed. In an analysis of the contents of these expressions two types of expres-
sions could be distinguished: those that contain clues as to what product properties or
characteristics are considered in the intention forming process and those that don’t.
Examples of utterances containing such clues are: “how do you switch it to video
mode?” “maybe that little cross?” “I need to find something that can go to the left”. Ex-
amples of utterances containing no such clues are: “I can’t find it...” “I have no idea,
let’s have a look in the manual” “let’s press sound and then see what happens” (NB. this
counts as ‘no clue’ as it doesn’t provide any product-related information in addition to
the actions on the product that can be readily observed). Table 5 denotes how the two
types of expressions are distributed across the three conditions.

Table 5 PUZZ events providing additional insight into relevant product characteristics.

PUZZ events Mockup Product Software

Event provides additional clues 19 2 14
as to what product characteris-

tics or properties are consid-

ered

Event provides no additional 7 4 19
clues as to what product

characteristics or properties

are considered

In the mockup sessions relatively more utterances containing useful product-related
clues were found than in the other sessions (mockup: 19, product: 2, software: 14). The
fact that in the mockup condition participants had to communicate their intended ac-
tions to the facilitator and had to wait longer for product responses (simulated by hand
by the facilitator) may have played a role in the PUZZ events being more informative.
DSF events take place during the process of interpreting and evaluating a product’s re-
sponse after the user has performed an action. In an analysis of the contents of these
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expressions, three types of expressions could be distinguished: 1) those that make
clear what product properties the participant is unsure, surprised or frustrated about,
2) those that make clear how participants interpret the product’s or prototypes’ re-
sponses to actions or what their assumed reasons for the responses are, and 3) those
that provide no specific indications other than that there is doubt, surprise or frustra-
tion. Examples of utterances that indicated what product properties made participants
unsure, surprised or frustrated are: "all the time | have been turning the rotary and
still...”, “that’s strange... | wanted to stop the video and still see the image...”, “so...
but... if you press pause... you should get a still image... . Examples of events that
make clear how participants interpreted responses, or what they assumed to be rea-
sons for responses are: “so... the upper one means... to the left more sound than to the
right...”, “so the number 1 indicates the channel... or doesn’t it...”, “oops, it is not func-
tioning anymore”. Examples of unspecified utterances of doubt, surprise or frustration
are: “that’s strange!”, “huh?”, “it’s gone!”. Table 6 denotes how the three types of ex-
pressions are distributed across the three conditions.

No striking differences were found between conditions with respect to the type of in-
formation the utterances contain. In all conditions, more than half of the DSF signals
contained useful information.

Table 6 Three categories of DSF events.

DSF events Mockup Product Software
Events that make clear what properties 6 6 8
or characteristics of the product’s

response the user is unsure, surprised or

frustrated about

Events that make clear how a partici- 3 8 6
pant interprets the response, or their

own reasoning of why they think they

received this response

Events that provide no specific indica- 5 10 5
tions other than that there is doubt,

surprise or frustration

Detailed analysis 2: Error taxonomy

As a second way of analyzing differences between conditions in more detail, difficult
moments as identified by the DEVAN tool were categorized using the taxonomy of us-
ability errors developed by Zapf et al. (1992). This taxonomy was used because of its
ability to relate usability problems to characteristics of user behavior. It was developed
from an action-theory perspective where...
“... mismatches of usability can be differentiated according to steps in the action
process and different levels of action regulation.
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Within this approach, the action process comprises goal and plan development, the
execution of actions, as well as monitoring, and feedback processes.

... three levels of action regulation are distinguished within the framework of hierar-

chically (or better, heterarchically) organized action plans and goals”. (Zapf et al.,

1992)
On the knowledge-based level, regulation is conscious, predominantly works in a serial
mode, interpreting feedback step-by-step. On this level conscious reasoning processes
take place. On the rule-based level, actions are regulated by ready-made action pat-
terns available in memory that are triggered by situationally defined parameters; such
processes can be regulated consciously, but they need not necessarily be conscious. At
the sensorimotor level stereotypes and automatic movement sequences are organized
without conscious attention. Regulation takes place with the help of proprioceptive
and exterioceptive feedback and is largely unconscious. In addition to the levels of ac-
tion regulation the framework defines a knowledge base for regulation that can con-
tain knowledge of facts and procedures and understanding in the sense of mental
models. In the framework this knowledge is assumed to be used for developing goals
and plans. Zapf et al. (1992) emphasize that understanding the two dimensions (i.e., ac-
tion regulation levels, and steps in the action process) is very important for understand-
ing the errors. Figure 13 shows how the taxonomy is organized.

Knowledge errors

ACtion regulation leve ep eraction proce

Goallplanning Monitoring Feedback
Knowledge-based level Thought errors Memory errors Judgment errors
Rule-based level Habit errors Omissions Recognition errors
Skill-based level Sensorimotor errors

Figure 13. Error taxonomy, adapted from Zapf et al. (1992).

Figure 14 shows the number of difficult moments categorized according to Zapf et al.’s
(1992) error taxonomy. Again participant P11 is left out of the overview. Inclusion of P11
would lead to roughly a doubling of the knowledge problems and judgment problems
in the product situation.
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Difficult moments by type
(outlier in product condition excluded)

16 4 O mockup
14 41 O product
M software

Average number of difficult moments

Figure 14 Difficult moments by type as defined in the error taxonomy of Zapf et al. (1992).

Knowledge errors

Figure 14 shows that the majority of difficult moments relate to knowledge errors.
Knowledge errors are errors that occur if participants have difficulty performing their
tasks, because they do not know certain actions, buttons, procedures and so forth. This
is different from for example thought errors, where participants develop inadequate
plans or take wrong decisions in assigning plans and subplans even though they know
all the required features of the product. As the current study is about first-time use of a
product, it is not surprising that the majority of the difficult moments are caused by a
lack of knowledge about the product’s functioning and use. The average number of
knowledge errors was higher for the prototypes than for the product. A closer look re-
veals that the differences in knowledge errors predominantly occurred in task 2
(mockup: 12, product: 1, software: 18). In task 2, participants were asked to change the
sound volume. It is striking that this task hardly caused any difficulties in the product
sessions, and a substantial number of problems in the prototype sessions. A combina-
tion of two factors seems to have caused the difference in conditions: 1) the two-
sidedness of the remote control, and 2) the fact that participants were asked to ex-
plore the TV-VCR for a maximum of about 5 minutes before starting the tasks.

Two sidedness of the RC In the mockup sessions, two participants assumed that the so-

called ‘daily’ side of the RC with the play and (re)wind buttons was especially for video
functions, and not for TV related functions; as the volume buttons were on that side as
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well, they concluded that they shouldn’t use those for changing the sound volume.
While looking at the ‘special’ side of the RC another participant had forgotten that it
had two sides (and therefore didn’t find the volume buttons). The fact that the buttons
on the mockup RC could not be felt (they were buttons printed on paper) may also
have played a role here. In the software session, two participants indicated that they
had forgotten about the other side of the RC as well. Three others tried to use the cur-
sor keys at the ‘special’ side of the RCinstead of the volume buttons on the ‘daily’ side.
It is likely that they also had forgotten about the back side of the RC. The fact that the
RC was not hand-held (it was depicted on the screen) and had to be turned over by
pressing a dedicated button is likely to have played a role here.

Five minutes of exploration The other reason for the differences in problems in task 2

may lie in the five minutes of exploration prior to task performance. In all three condi-
tions participants were invited to explore the TV-video combination for a maximum of
five minutes. In the product sessions, participants usually did not use the full five min-
utes, but they at least did some exploration; in the prototype sessions they hardly did.
During the explorative phase in the product sessions, one of the first things partici-
pants generally did was trying out the rotary which was prominently visible on the RC.
They then discovered that by using the rotary they could switch between TV channels.
By doing that they implicitly learned that that side of the RC could be used for TV func-
tions, whereas some participants in the mockup sessions (who had not explored the
product and therefore had not already tried the rotary) thought it was only for video
functions. Most likely, the main reason for the lack of exploration in the prototype ses-
sions is the fact that participants could not directly interact with the prototype, but had
to instruct the facilitator what to do. This makes it less likely that participants start try-
ing various buttons (like the rotary) just to see what they do. A possible implication of
this is that explorative behavior is difficult to evoke in prototyping situations. In this
case, this lack of exploration led to observing problems that did not occur in the use of
the real product.

Judgment errors

Figure 14 also shows that a considerable number of difficult moments could be catego-
rized as judgment errors and that there were differences between product sessions
and prototype sessions. Judgment errors occur if a participant has problems under-
standing or interpreting the product’s feedback after an action.

Remarkably, in the software condition there was one specific problem that led to a
relatively large number of judgment errors in task 14. The problem was that the VCR
menu was shown on the simulated TV screen, which in turn was depicted next to the
RC on the computer screen. Because of that participants sometimes got confused on
how to control the menu. Being used to a computer they wanted to press a menu-item
directly on the depicted TV screen, instead of pressing a button on the depicted RC.
This was a recurrent problem in the software condition.
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Recognition errors

Finally, recognition errors also showed an interesting pattern for further analysis. Rec-
ognition errors occur when the appearance of feedback information is not noticed or
where (on a rule-based level) this information is confused with other feedback infor-
mation. Figure 14 shows that recognition errors hardly ever occurred in the mockup
sessions (only one time in the mockup condition), were more often found in the soft-
ware sessions and even more in the product sessions. Especially the difference be-
tween the mockup and the product condition is striking.

In most cases recognition errors were related to problems of not noticing the feedback
that indicated the current status of what the VCR was doing with the tape (e.g., not no-
ticing it is winding, not noticing the tape has stopped, not noticing it is recording). This
happened mostly in product sessions, but also in software sessions (mockup: o, prod-
uct: 13, software: 8). Feedback on what the VCR is doing with the tape is given in the
form of LEDs above the TV screen (or simulated LEDs above the simulated TV screen in
case of the software prototype, or cardboard cards placed above the cardboard TV
screen in case of the mockup). In addition, in case of the product the mechanics for
winding the tape may be heard (and no sound was heard in case of the prototype con-
ditions). In the mockup condition, a change in color of a simulated LED does not go un-
noticed, as it is simulated by the facilitator manually placing another card above the
simulated TV screen. This is such a noticeable action that participants never missed it.
This explains the difference between the mockup sessions on the one side and the
product and software sessions on the other. For this product in particular the fact that
these problems were missed is important, because of this product’s specific mecha-
nisms for the rewind and fast forward functions which deviate from what is usual in
VCRs (see section 2.1).

Another reason for the difference in recognition errors between the mockup sessions
on the one side and the product and software sessions on the other is that participants
sometimes did not notice that a just entered value for a menu-item was automatically
reset by the product if it was not confirmed by pressing OK before proceeding to the
next menu-item (mockup: o, product: 4, software: 3). In the mockup condition auto-
matically resetting a value after not confirming it was simulated by manually removing
a Post-It® Note and putting back the one that was just taken off. This action was much
more noticeable than a changed number at a place on the screen that the attention
had just moved away from. Therefore, recognition errors of not noticing the automatic
resetting of a value did not occur in the mockup condition.

Conclusion

Findings from usability tests on a combined TV-video cassette recorder were compared
to those from usability tests with a cardboard mockup and a computer software proto-
type of the same product. The DEVAN tool for extracting difficulties from observations
was used to improve consistency in the analysis and to make it possible to inspect the

127




What'’s the problem?
Studies on identifying usability problems in user tests

128

data at various levels of abstraction. This made it possible to use a theory-based error
taxonomy for classifying the difficult moments in the observed interactions. High-level
task performance measures (task effectiveness and counts of difficult moments)
showed little differences in findings between conditions. However, a more detailed
analysis showed a variety of differences in how participants behaved and in types of
identified problems. It should be noted that in this case these differences related to
important interaction designs that were very typical for this specific product. Thus, in a
product development situation these would be the kind of problems designers would
be interested in. Many of the differences are related to the fact that in the sessions
with prototypes a facilitator mediated the interaction between participant and proto-
type. This proved to have both advantages (e.g., more informative verbal utterances),
as well as disadvantages (e.g., less exploration, fewer series of repeated, ineffective
button presses). In addition, some typical characteristics of prototypes had an effect
on the types of usability problems that were found. Characteristics that were found to
be relevant included: incomplete implementation of functionality, representing a three-
dimensional RC in two-dimensions on a screen, showing an RC for controlling menus
and the related menus on the same screen, changes in feedback being more noticeable
in a cardboard mockup).

Although the product used in this study may be outdated, we believe that the findings
from this study are still relevant. If we would have stuck to comparing high-level meas-
ures like task effectiveness and counting difficult moments our findings would not have
been generalizable beyond this exact product and the exact prototypes that were
used. However, in the detailed analyses we were able to track down how more general
characteristics of prototypes and prototype usage can influence participant behavior
and the types of usability problems identified. This makes our findings potentially use-
ful to situations beyond those with exactly the same product or prototypes.

Practitioner’s take-away

e When comparing usability evaluation methods based on high-level task perform-
ance measures like task effectiveness and problem counts only, relevant differ-
ences between outcomes of methods will be missed.

¢ Using a facilitator that mediates the interaction between participant and a proto-
type can have various effects on findings:

In case of cardboard mockups, participants’ utterances may contain more clues
as to product characteristics that play a role in their mental processes when
preparing for an action.

Participants may be less inclined to freely explore product use and try out un-
conventional functions. This lack of exploration may lead to identifying prob-
lems in task performance that otherwise are less likely to occur.




Chapter 4
Identifying usability problems in product tests: effects of using cardboard and software prototypes

In case of a cardboard mockup, participants may not show the typical behavior
of repeatedly pressing a button that does not appear to cause any observable
response (e.g., due to unnoticed, subtle feedback or a lack of feedback).

In case of a strictly verbal mediation, problems that are due to confusion about
which label belongs to which button may be less easily found due to miscom-
munication between participant and facilitator. If participants are asked to
clearly point at the buttons they intend to use and this pointing can easily be
observed by the facilitator, this problem is less likely to occur.

e Some actions may bring a product in a mode that blocks the use of many other
functions (e.g., the record function on a VCR). Incomplete implementation of this
blocking effect makes it difficult to find out to what extent participants can recover
from such actions. In this study the impact of such an erroneous action on further
use was often very high.

e If asoftware prototype depicts a manual menu control device (e.g., remote con-
trol) and its related menu on a single computer screen, this can lead to confusion in
controlling the menu; participants may try to control the menu by direct pointing
instead of by pointing at the buttons on the depicted control device. This can be a
recurring problem.

e The use of both sides of a two-sided manual control device (like a two-sided remote
control) may become more difficult if the user can not feel that it is two-sided (e.g.,
if buttons can not be felt) or (in case of a software prototype) if only one side is dis-
played on a screen and it requires a button press to show the other side.

¢ Inacardboard mockup, subtle product feedback mechanisms like a LED changing
color or automatically resetting the value of a menu-item if it is not confirmed, are
often simulated in a way that makes them more noticeable than with a real product
or a software prototype. Thus problems that are due to unnoticed subtle feedback
may be missed with a mockup.

129




What’s the problem?
Studies on identifying usability problems in user tests

130




What’s the problem?
Studies on identifying usability problems in user tests

chapter 5 Discussion and conclusion

Main objectives of the study
Analyze consistency in user test data analyses and devise a way of
dealing with inconsistencies, by:

1 Developing a data analysis procedure that makes the analysis
documentable, that allows tracing back of usability problems to
the original observations and that provides insight into the process
of transforming data from observations into usability problems.

2 Studying to what extent the developed procedure exposes possi-
ble causes of inconsistencies and reduces less persistent differ-
ences (i.e., those caused by fatigue, lack of vigilance and distrac-
tion).

3 Applying the procedure to find out whether it makes the data from
the comparative ‘prototypes’ study inspectable, so that differences
in identified usability problems can be traced back to characteris-
tics of the prototyping situations.
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Chapter 5
Discussion and conclusion

Developing the (Slim) DEVAN data analysis procedure

Chapter 2 reported the development and evaluation of DEVAN, a procedure for improv-
ing consistency in user test data analyses and for making these inspectable. To allow
for inspection, DEVAN makes use of tables representing interactions at various levels of
abstraction. Results from the various steps in the analysis refer back to data elements
in these tables. Consistency in creating the overview tables is facilitated by segmenting
interactions using threshold times for pauses between actions. A checklist of observ-
able signal events helps analysts remaining consistent in detecting when a usability
problem occurs. Difficulties in interactions are described using a standard format con-
taining references to specific elements in the interaction overview tables.

Chapter 3 reports the development of an adaptation of DEVAN named SlimDEVAN. Be-
cause the use of DEVAN led to session time/analysis time ratio’s that were unaccepta-
bly high for the studies reported in chapter 3, SimDEVAN was developed as a simpler,
less time-consuming version of DEVAN. Its interaction overview tables lack the multiple
levels of abstractions and it has no prescribed way of segmenting interactions. The
checklist of signal events is used in the same way as in DEVAN, but difficulty reports are
substituted by usability problem reports. The report formats are simpler than in
DEVAN, while still containing the necessary references to elements of the interaction
overviews.

(Slim)DEVAN, inspectability and consistency

In chapters 2 and 3, various issues of inspectability and consistency were studied by us-
ing (Slim) DEVAN. In chapter 2 DEVAN’s inspectability was tested by comparing multi-
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2.1

ple lists of difficulties extracted from the same videotaped test sessions. The lists were
created by two analysts (the developers of DEVAN) working independently. In chapter
3 inspectability and consistency were studied by comparing problem reports from
three labs that had tested the same product using a test protocol they developed col-
laboratively. Each lab had analyzed their data twice: first using their own regular data
analysis procedure and subsequently applying SimDEVAN. In a follow-up study (also
reported in chapter 3), again parts of the data from one of the labs were analyzed
twice but now by other analyst teams and using SimDEVAN in both analyses.

By comparing analysts’ first and second analyses it was possible to 1) list problem report
elements that proved to be important for achieving inspectability, 2) measure analysts’
consistency across the two analyses, 3) explore whether the use of SimDEVAN influ-
enced analysts’ consistency and 4) analyze causes of inconsistencies.

By comparing problem lists across analysts it was possible to 1) measure consistency
across analysts, 2) find out whether consistency across analysts was improved by the
use of SIMDEVAN and 3) analyze reasons of inconsistency across analysts.

Studying inspectability

Determining ‘what makes problem reports inspectable’ was done by trying to match

the problem lists from the lab’s first and second analyses (chapter 3). The following re-

port characteristics proved to be helpful in tracing back problems to earlier stages of

the analysis or to the original observations:

¢ Including descriptions of a user's actual behavior in problem descriptions, e.g., de-
scriptions of problematic user actions;

e Making references to which users encountered a problem;

e Making references to the task context or the (sub) goal that a user was trying to
accomplish at the time of the problem;

e Making clear distinctions between descriptions of problematic interactions and de-
scriptions of interactions that are interpreted as proceeding without problems;

¢ Including (or making references to) overviews of observed interactions, instead of
only relying on problem descriptions;

e Including accounts of users’ verbal utterances, as well as clear links between such
accounts and interaction overviews or problem descriptions;

¢ Including inferences about causes of problems (or suggestions for how to resolve
problems) with clear links to behavioral problem descriptions.

SlimDEVAN problem reports have these characteristics, and apart from the last charac-

teristic DEVAN problem reports have these characteristics as well. In addition DEVAN

problem reports provide insight into analysts’ interpretations of user intentions

through levels of abstractions in overview tables and through segmentation of interac-

tions.
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How do the characteristics relate to the literature on reporting problems?

Dumas, Molich and Jeffries (2004) have published a commentary on usability problem
reports collected in the well-known CUE-4 study (Molich et al. 2004). They provide four
categories of advice for describing usability problems, namely 1) emphasize the posi-
tive, 2) express your annoyance tactfully, 3) avoid usability jargon and 4) be as specific
as you can. Their advice aims at improving effectiveness of communicating usability
problems to those who need to act on them. No recommendations concerning in-
spectability are mentioned.

Theofanus and Quesenbery (2005) present results from a workshop on ‘the design of
effective formative test reports’. Concerning the presentation of results in formative
test reports they discuss the following issues: 1) Are positive findings included in the
report? 2) How are findings organized and presented? 3) How are recommendations
organized and presented? 4) Are severity or priority levels included? Similar to Dumas,
Molich and Jeffries (2004) their advice aims at improving the effectiveness of commu-
nicating test results to others that have to act on them. Nothing is stated about in-
spectability of test results.

An extensive study on reporting problems is published by Capra (2006). She presents a
list of ten guidelines for writing usability problem descriptions and ranks them accord-
ing to their importance from a usability practitioner’s perspective. The guidelines were
developed by consulting usability practitioners through two questionnaires and a card
sorting task. Her third guideline in order of importance directly relates to inspectability:
“support your findings with data”. The summary of the guideline includes the state-
ment: “Provide traceability of the problem to observed data”. How to provide traceabil-
ity is not specified but some of the other guidelines overlap with the report characteris-
tics from our study, namely 1) describe the cause of the problem (guideline 4) and 2) de-
scribe observed user actions (guideline 5). The report characteristics we suggested in
our study can be used for implementing Capra’s ‘traceability’ requirement.

Analysts’ consistency across two subsequent analyses
In chapter 3 consistencies of analyst teams across two subsequent analyses were stud-

ied. Table 1 summarizes the findings. Consistencies varied considerably across the ana-
lyst teams.
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Table 1 Consistency across subsequent analyses as reported in chapter 3. As a measure of consis-
tency the overlap in usability problems was determined (i.e., the number of problems found in
both analyses, divided by the number of problems found in any of the two analyses).

Within-analysts

Analysts Used data 1* Analysis 2" Analysis consistency
LabA LabA Lab specific SlimDEVAN 71,9%
Lab B LabB Lab specific SIimDEVAN 42,9%
LabC Lab C Lab specific SlimDEVAN 36,6%
Studentteam1  Part from lab B SIimDEVAN SIimDEVAN 63,3%
LabB Same part as team 1 Lab specific SlimDEVAN 42,9%
Studentteam2  Part fromlab B SIimDEVAN SIimDEVAN 71,7%
LabB Same partasteam2  Lab specific SlimDEVAN 36,4%

Does SIimDEVAN help in improving analyst consistency?

The student teams’ consistencies, based on part of the data from lab B were higher
than lab B’s consistencies on the same data. They were also higher than the consisten-
cies of labs B and C on their complete data sets. Does this mean that SimDEVAN is ef-
fective in improving analyst consistency? For multiple reasons, the definitive answer
cannot be given yet: 1) Lab A’s within-analyst consistency was about as high as that of
student team 1, and even higher than that of student team 2, 2) results were con-
founded because not only the methods, but also the analysts were different (student
teams vs. lab B), and 3) the higher levels of consistency for the student teams may also
have been caused just by the fact that in the first and second analyses the methods
were the same; in other words the choice of methods may not have mattered at all.

Future work An interesting question for follow-up research would be: “To what extent

can within-analyst consistency be improved with methods like (Slim)DEVAN? To what
extent is it method-independent?”’

Analyst inconsistencies in more detail

In chapter 3, the following causes of within-analyst inconsistencies were identified:

1 differences in defining 'usability problems' (12 out of 35 differences): differences in
what is required for calling something a usability problem (e.g., defining the fact
that the user needed a hint as a moment of difficulty or not, distinction between
problems of usability or other problems like software bugs).

2 threshold differences (8/35 differences): differences in an analyst’s decision of how
problematic an interaction should be before identifying it as a difficulty;

3 false-positives (10/35 differences): usability problems were reported but should not
have been reported, because from the detailed analysis it has become clear that it
is extremely unlikely that they actually occurred (and no other proof of existence
was found other than the final problem description);
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4 slips in the analysis leading to missed moments of difficulty (1/35 differences): the in-
teraction in which the difficulty arose was observed in both analyses but in one of
the analyses the difficulty was not recorded (for unknown reasons), even though it
clearly was a difficulty;

5 slips in the analysis leading to different problem descriptions (4/35 differences):
missed observations or utterances leading to different interpretations of moments
of difficulty and thus to different interpretations of what exactly the problems
were; for example, an analyst not hearing or not noticing user’s verbal utterances
containing clues that help in interpreting the specific moment of difficulty.

How does this relate to the literature on inconsistencies in data analyses?

Hertzum and Jacobsen (2001) describe three main contributors to inconsistencies

across analysts (the evaluator effect): vague goal analyses, vague problem criteria and

vague evaluation procedures. How do these relate to our findings on within-analyst con-
sistencies?

For usability tests, vague goal analyses relate to the tasks that test participants are

asked to perform. In the conditions that we compared participants always performed

the same tasks. Hence, vague goal analyses can not have contributed to the inconsis-
tencies we identified. Then the question becomes ‘how do the causes of inconsisten-
cies we have identified relate to Hertzum and Jacobsen’s other two vaguenesses’:

e Cause 1 (differences in defining ‘usability problems’) obviously relates to ‘vague prob-
lem criteria’. In our study this was the largest category of differences. Most likely
differences due to these causes could have been eliminated by refining our prob-
lem criteria.

e Cause 2 (threshold differences) can be interpreted as relating to ‘vagueness in
evaluation procedures’. However, doing so implies that using more precise proce-
dures will reduce the number of such inconsistencies. We doubt so: during the de-
velopment of DEVAN we tried to get rid of such differences by trying to explore
more meticulous procedures, but that proved to be ineffective.

e Causes 3, 4 and 5 (false positives and slips) relate to differences caused by fatigue,
lack of vigilance or distraction. The combined causes 3, 4 and 5 constituted almost
half of the differences. Reducing the number of such differences by applying differ-
ent, rather than less vague procedures may be possible (e.g., automated logging
tools reduce the chance that actions are not noticed). Complete elimination of such
differences is not to be expected.

In conclusion, better (automated) tools for logging and transcribing user behavior (i.e.,

different, rather than less vague evaluation procedures) in combination with refined

problem criteria (less vague problem criteria) could have improved within-analyst con-
sistency in our case.

137




What’s the problem?
Studies on identifying usability problems in user tests

2.3

2.3.1

138

Consistency across analysts (the evaluator effect)

In chapters 2 and 3 consistency across analysts was studied by comparing analysts’ lists
of problems or difficulties and determining levels of agreement. In addition, in chapter
2 differences in difficulty lists were studied in more detail to reveal what had caused
the differences. Table 2 provides an overview of the levels of agreement.

Table 2 Agreement levels found in chapters 2 and 3.

Characteristics of the comparison Agreement
1 Thermostat, 1 user, DEVAN, moments of difficulty (table 8, Ch. 2) 61%
2 TV-video, user 1, DEVAN, moments of difficulty (table 9, Ch. 2) 80%
3 TV-video, user 2, DEVAN, moments of difficulty (table 10, Ch. 2) 60%

Any-two agreement of 3 labs
lab A: 8 users; lab B: 6 users; lab C: 8 users

4 Lab’s own procedure, usability problems (fig. 12, Ch. 3) 30,9%
5 SIimDEVAN procedure, usability problems (fig. 12, Ch. 3) 30,9%
6 Lab’s own procedure, problem category pairs (fig. 13, Ch. 3) 57,6%
7 SIMDEVAN procedure, problem category pairs (fig. 13, Ch. 3) 56,4%

Agreement 8: 5 users; agreement 9: 4 users

8 Student team 1vs. lab B, SimDEVAN, usability problems (fig. 15, Ch. 3) 26,8%
9 Student team 2 vs. lab B, SImDEVAN, usability problems (fig. 15, Ch. 3) 29,4%

Before drawing conclusions from table 2 it should be noted that agreements 4, 5, 6 and
7 do not reflect ‘pure’ evaluator effects, because the compared problem lists originated
from different test sessions. Hence, inconsistencies may have been caused either by
differences in the original data or by inconsistencies across analysts. The results from
the follow-up study reported in chapter 3 (agreements 8 and 9, table 2) may give a
rough indication on ‘how much this affected the comparisons’, because for these com-
parisons the compared data originated from the same test sessions. In other words,
differences found in comparisons 8 and 9 do reflect pure evaluator effects. Table 2
shows that agreements 4 and 5 are in the same order of magnitude as agreements 8
and 9 suggesting that agreement levels 4 and 5 were caused largely by evaluator ef-
fects, rather than by differences in the original data. Accepting this, which conclusions
can be drawn from table 2?

Can the evaluator effect be eliminated?

The most obvious conclusion is that the evaluator effect was found in all comparisons.
Even agreements 1, 2 and 3 with analysts that were extremely well-trained in the use of
DEVAN (as they had developed it themselves) show evaluator effects. This suggests
that the evaluator effect may not be eliminated easily (as was also suggested by
Hertzum and Jacobsen (2001), Capra (2006) and others).
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Why does the evaluator effect vary so much?

Another conclusion from table 2 is that the evaluator effect varies substantially across
the nine comparisons. Explanations for this may be found in Hornbaek’s (in press) dis-
cussion on the problems of matching usability problems. One of his issues concerns
which entities are compared, or as Hornbaek (in press) phrases it: “the level at which
matching is done may impact evaluation results”. Agreements at the level of moments of
difficulty are determined in comparisons 1, 2, and 3. Moments of difficulties are the en-
tities at the lowest level. The next higher level of entities consists of usability problems
as usability problems are merged moments of difficulty. Agreements at the level of us-
ability problems are determined in comparisons 4, 5, 8 and 9. For comparisons 6 and 7
the even higher level of ‘problem category pairs’ were used (see chapter 3, section
4.1.1). The differences between agreements 4 and 6 as well as between 5 and 7 can be
attributed to differences in entity level only. These comparisons show that consistency
across evaluators is higher for the problem category pairs than for the lower level us-
ability problems.

Does analyst training play a role?

Remarkably, the highest consistency across analysts is found in comparisons 1, 2 and 3,
whereas in those cases ‘moments of difficulty’ (i.e., entities at the lowest level) were
compared. This may relate to the fact that in case of agreements 1, 2 and 3 both analyst
were highly trained in using DEVAN. Positive effects of training on analyst agreement
were reported by Barendregt and Bekker (2006) in a study with an adaptation of the
SlimDEVAN data analysis procedure.

Future research To learn more about how well DEVAN performs as a data analysis proce-

dure in academic practice, it would be interesting to let it use by other researchers and
study the effect of their training on across-analyst consistency. For example, the train-
ing on establishing DEVAN’s threshold pause times could be investigated. An interest-
ing topic for further research would be the effect of differences in threshold pause
times on the detection of problems, if any.

Does the report format matter?

The variation in agreement levels we found in our studies also suggests that further
study is needed to better understand the process of matching problems. One of the
suggestions that Hornbaek and Frgkjaer (2008b) make is to further study “how the
problem reporting format may matter in matching and consequently in establishing the
evaluator effect”. Our data may help in suggesting answers to this question.

The problem reports used for establishing agreements 4 and 6 differed from those
used for agreements 5 and 7. For agreements 5 and 7 SimDEVAN problem reports were
used, and these were shown to be more inspectable than those of the lab specific
analyses. Nevertheless, agreement level 4 is similar to that of 5 and agreement level 6 is
similar to that of 7. This suggests that using SimDEVAN did not affect consistency
across analysts (i.e., the evaluator effect). In other words, for the evaluator effect the
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reporting format did not matter. On the other hand, although agreement levels 1, 2 and
3 cannot be directly compared to the others it is remarkable that these were higher
than all other agreements, even though the compared entities were at a very fine level
of detail.

Future research It would be interesting to further study if and to what extent structured,
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inspectable problem reports like those of DEVAN can improve across-analysts consis-
tency.

How serious are the consequences for development contexts?

The figures on consistency of our analysts and those reported by others indicate that
being consistent is extremely difficult for analysts. The question is how serious this
problem is for actual product or software development practice. An important issue for
that is to be aware of the fact that in many comparisons all problems are considered to
be equally important. To what extent are practitioners interested in whatever usability
problem will occur? Cockton (2006) states that in practice “Only difficulties that destroy
or degrade achieved value are carried forward for remediation during iteration.” and
“What does or does not matter depends wholly on earlier translation of intended value
statements into evaluation criteria”. It would be interesting to study, whether and to
what extent consistency would improve in cases where there are clear statements on
what values matter to the company that asked for the test.

Future research The following topics could be considered for further research:

Is the lack of consistency within and across analysts as disastrous as suggested by the
findings in chapter 2 and 3? How does the evaluator effect behave if only problems that
matter are considered? Would that depend on the type of analysis procedure?

Inconsistencies across analysts in more detail

In chapter 2 the two analysts’ lists of difficulties were compared to study causes of dif-

ferences. Differences were found to relate to (see chapter 2, table 11):

1 differences in detecting difficulty signal events (36-38 out of 70 differences): differ-
ences in assigning difficulties to inefficient task behavior, differences in interpreting
vague user utterances like ‘puzzlement’, ‘confusion’ etc., differences in noticing
missing actions that would eventually result in faulty execution of tasks (e.g., video
recorder would not start recording at the scheduled time), differences in dealing
with users setting the wrong value to some parameter, eventually resulting in
faulty execution of tasks (e.g., video recorder would start recording on the wrong
day).

2 differences in interpreting user intentions (17-19/70 differences): situations in which it
was unclear what the user’s intentions were and decisions on whether a user is ac-
tively trying to pursue a functional goal or is exploring the interface;

3 differences in reporting (non) verbal behavior (12-14/70 differences): differences in
reporting or not reporting nonverbal behavior (facial expressions, pointing, visually
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scanning the interface, etc.), differences in decisions on whether to report evalua-
tive remarks not directly related to actions or not (“this thing is difficult to use”) and
differences in hearing what a participant says

4 differences in (manually) logging actions (3-5/70 differences): e.g., analysts missing
quickly correct wrong actions.

5 differences in listing observed difficulties (2/70 differences): in some cases analysts
forgot to copy an observed difficulty from the interaction table overview to the list
of difficulties.

How does this relate to the literature on inconsistencies in data analyses?

In line with the conclusions about within-analyst inconsistencies, some of the differ-

ences could have been dealt with by using better (automated) tools for observing user

behavior. This concerns items 4 and 5, which constitute only a small part of the differ-

ences (<10% of the differences).

More precise problem criteria would have helped in reducing differences related to

some of the factors mentioned in item 1 and 3 (e.g., how to deal with inefficient behav-

ior and how to deal with evaluative remarks not directly related to problematic ac-

tions). Other factors mentioned in item 1 like not noticing missing actions are hard to

avoid. Finally, many of the factors in items 1, 2 and 3 are related to analysts’ beliefs, val-

ues and preferences (e.g., differences in interpreting user utterances, in inferring user

intentions, differences in reporting or not reporting (non-)verbal expressions). These

are persistent differences that one may try to ‘train away’ but probably this would go

at the cost of biasing the analysts.

By relating our analysis of causes to the factors Hertzum and Jacobsen (2001) men-

tioned as contributing to the evaluator effect, we conclude that vaguenesses in problem

criteria contributed to the evaluator effect, but that vagueness of evaluation procedures

was not so much of a problem. Other issues not mentioned by Hertzum and Jacobsen

that contribute to inconsistencies are

¢ the tools for observing user behavior

¢ the fact of e.g., not noticing missing actions because of fatigue, lack of vigilance
and distraction

¢ differences in analysts’ beliefs, values and preferences.

Future research For dealing with differences in analysts’ beliefs, values and preferences

the possibility of teams of analysts analyzing the data together could be considered.
The advantage of using teams of analysts could be that multiple view points are made
explicit already during the analysis and can then be discussed and possibly resolved be-
fore the final lists of problems are made.
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3 Applying DEVAN to a comparative study on prototypes

In chapter 4 DEVAN was applied to a comparative study on finding out how character-
istics of prototypes and the prototyping situations affect test participant’s behavior
and resulting problem lists. Findings from two examples of prototyping techniques
were compared to each other as well as to findings from a test of the functioning
product of which they were a prototype. The objective of the study in the context of
this thesis on the one hand was to determine whether the results of the DEVAN analy-
sis would be inspectable enough to serve the aim of the case study and on the other
hand to determine to what extent DEVAN results would be inspectable enough to suc-
cessfully serve as input for a causal analysis using Zapf et al.’s error taxonomy. The ap-
proach was to use raw counts of difficulties as a vehicle to start exploring in more de-
tail the differences in the problems and user behavior between the compared condi-
tions.

The high level comparisons of task failures and difficulties showed only small differ-
ences between conditions. The detailed analysis of the problems showed how the us-
ers’ behavior was influenced by specific prototype characteristics and by the role of the
facilitator. This served as anillustration of how relevant differences in behavior and
problems may level out and become invisible if only high-level summative task per-
formance measures are used. It is important to note that although in this case the num-
ber of such differences was small, they were mainly caused by designed elements that
were very specific to this exact product. It is very likely that in a product development
situation these would exactly be the kind of things a developer would be interested in.

4 Conclusion

A tool for improving consistency and inspectability of user test data analysis was de-
veloped. In various studies consistency of analysts performing multiple analyses was
determined as well as consistency across analysts. It was shown that much is still to be
learned about the causes of such inconsistencies, its consequences and how to deal
with them. Chapter 4 provided an example of how the quality of the work of analysts
and comparers can be supported in studies that involve comparing usability problems.
Eventually this will lead to more insight into the quality aspects of usability tests, which
in turn may lead to a decrease in the number of users muttering: “What’s the problem?
Why does this thing not do what | want it to do?”
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Appendix A
Examples from the lab specific analyses

In the initial analyses that the three teams performed, each team used the procedures
as they always did in their regular professional practice. Team A manually logged their
sessions, with problem descriptions embedded in the loggings (see Figure A1 for an ex-
ample). Team B logged their session using dedicated software (see Figure A2 for an ex-
ample log) and then wrote a separate report summarizing their findings and sugges-
tions for improvement (see Figure A3). Team C made hand-written notes of their ses-
sions and then reported their findings in a separate document (see Figure A4 for an ex-
ample of how they reported their findings).
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<Name> 41 High Female
Meets
Task Effectiveness | Problem Suggestion | Comments | expectations?
Pressed rotary knob,
turned. Pressed Display may
'stop' but puzzled turn dark;
when she saw 'menu' | feedback or | Not safe,
and 'cooking'. a text may Didn't
Pressed 'stop’ appear on provide
Stop 1 | unintentionally. the screen feedback

Figure A1 Example of part of a session log from team A (lab specific analysis). Task: stop cooking.
In the top row, characteristics of the participant are given. The various columns show (1) the task,
(2) task effectiveness (either 1 or 0), (3) free-form problem description/logged actions, (4) evalua-
tor's suggestions for solutions to the problem, (5) general comments, (6) answer to the question
whether the product met the participant's expectations with respect to this task.

28-10-2003
10:35
28-10-2003
10:35
28-10-2003
10:35

28-10-2003
10:36
28-10-2003
10:36
28-10-2003
10:36
28-10-2003
10:36
28-10-2003
10:36
28-10-2003
10:37
28-10-2003
10:37

[SYS][switched to task Prolong
the cooking time]

start

I will make it thiryt minutes ...iot his
right

| forgot to check how many
minutes you still have to go...what
is twenty minutes more

...Im not sure | forgot to check how
many minuytes to go...

stops and explains

you did not check the temperaty
1 will try

goes to edit

goes to temperatue

change temperature

36

36

36

36

36

36

36

36

36

36

36

Prolong the
cooking time
Prolong the
cooking time
Prolong the
cooking time
Prolong the
cooking time

Prolong the
cooking time
Prolong the
cooking time
Prolong the
cooking time
Prolong the
cooking time
Prolong the
cooking time
Prolong the
cooking time
Prolong the
cooking time

1589
1591 NL281 003_930_riette.av
}\JL281 003_930_riette.av
}\JL281 003_930_riette.av
i

1593

1602

1624 | NL281003_930_riette.av

i
_NL281 003_930_riette.av
}\JL281 003_930_riette.av
TNL281 003_930_riette.av
TNL281 003_930_riette.av
TNL281 003_930_riette.av
i

NL281003_930_riette.av
i

1650

1670

1676

1679

1683

1687

Figure A2 Example of a part of team B's session logs (lab specific analysis). Columns show (from
left to right): date and time; recorded events; code for participant; task; video frame number; ref-
erence to video file.
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Task 1 Stop the oven
Problems related to task

Find the stop button:

Users find the stop-button easily, press the button, but are then confused by the feedback the
oven provides.

Reasons:

1. Display still says "cooking", indicating a menu-item. Novice users interpret it as feedback: the
oven is still cooking.

2. When users go up one level, they find an icon that shows a cooking pan. It is animated and is
interpreted by novice users as: the oven is still cooking

3. There is no tactile, visual or audible feedback that indicates that the oven stopped cooking after
pressing the stop button.

EventnoEventlog Msec.Video file
Did things...l pushed a
794button...I think the oven | 4819NL281003_930_riette.avi

stopped
375Goes to settings 5156NL281003 1400 robert.avi
p5aPoes ot see thatithas | 500 30102003 Marion.avi

stopped already

320Is it stopped...goes to
start now

What do you think when
518you saw this...what 6244INL04112003_900 karin_1.avi
should | do now
481[Tries to turn 6749NL051103 1400 wim.avi

6025NL031103_1400_Femke.avi

Weight:

Weight = high. In emergency situations novice users will not be sure whether the oven stopped
and especially in dangerous situations they may try to stop it again or to verify whether it stopped.

Suggestions:

1. Give feedback when stopping the oven, for example a small screen indicating that the
oven stopped. Or an indicator of the on/off status of the oven that can be seen in each
menu. Suppose that the oven evolves and users can change settings without stopping
cooking, such an indicator maybe very useful (see findings on alarm-clock)

2. The word “cooking” is very active: it seems to indicate the status of the oven. Maybe
there is an alternative word. After selecting suggestion 1 the confusion is probably
already over.

3. Some users preferred a stop/start button. This is also a way of providing immediate
feedback: a clear start/stop button that is in or out depending on the status of the oven.

Figure A3 Example of how team B reported its findings (lab specific analysis).
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4. Problems and issues with control panel listed by task

This section describes the main problems identified during observation of the sample
users. Suggestions for change are given in the tables below. More detailed
recommendations for change listed per screen are shown in Appendix 1.

Scenario 1: Stop the cooking

Problem/comment

Recommendation

There is no clear feedback after pressing ‘stop”,
the cooking process has stopped. 7 users
continued interacting thinking that oven was still
cooking. One user tried to reduce the temperature
while another thought oven temperature would
show it cooling.

After pressing stop, user should go to a screen that
indicates stop and gives the options to *stop
completely’ or *continue’ (default - stop
completely). After stop, system should return to
main menu.

When user gets back to main menu, the current
option is ‘cooking’, which indicates that the oven
is still cooking.

Maybe re-label the tab as ‘cook’ or “cook setup’

Left hand arrow indicating that there is a submenu
available is not clear.

Consider another way to indicate lower level
menu, ¢.g. place arrow after the menu option, or
place 3 dots after the menu option.

(from the report’s appendix 1:)

<screen image that is
shown after the cooking
process has stopped>

e After the user presses Stop, there is no
feedback that the oven has stopped cooking.
Pressing Stop should lead to a screen with a
heading and two options:

COOKING PAUSED
Stop completely
Continue

This would give the user the option to either
stop completely, or to check the food and
continue. If the user presses ‘Stop
completely” then the cooker should return to
the Main Menu.

Figure A4 Examples from team C's report (lab specific analysis).
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Appendix B
Examples from the SIimDEVAN analyses

In the reference analyses, teams were asked to use SIimDEVAN. Although, to some ex-
tent, SimDEVAN prescribes how to perform the analysis, the teams’ reports showed
differences in their implementations of it. Figures B1, B3 and B5 show how the teams
(A, Band C, respectively) logged their sessions. Figures B2, B4 and B6 show how the
teams (A. B and C, respectively) reported the usability problems they had identified.
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Actions
(time stamp)
(00:27)

presses rotary knob
(00:28)

turns rotary knob

(00:29)

Repeated turning and pressing
rotary knob

<0:29: 00:32>

(00:33)

TASK GOAL ACHIEVED
(00:34)

(00:35)

cooking diplay appears
(00:43)

(00:44)

(00:53)

USER 7: FEMALE, 41, HIGH INCOME

Verbal utterances, user
behaviour

Shall I stop now?

Didn’t stop!

Himm...

What shall I do?

Didn’t stop !

Breakdown signal types

TASK: Stop the oven cooking

ACT

ACT

REP, ACT

RAND and DSF

RAND: After the end of the task it
was indicated by the user that she
hadn’t seen stop button, she had
pressed it unintentionally.

DSF: Surprized by the action’s
effect, can’t understand why she
couldn’t stop

DSF

Doesn’t understand action’s effect
DSF

Surprised by the action’s effect
INTN

Specifies an action that she thinks is
needed

PUZZ

Doesn’t know what action is needed
to stop

WEX

Oven has already stopped but she
formulates a wrong explanation for
the display

Figure B1 Example of a log made by team A (SimDEVAN analysis).
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<Name>

Time stamp and
signal codes

Free-form difficulty
description

Inferences about what design elements may
have caused the difficulties to occur.

(00:28) User presses rotary knob The rotary knob is the most dominant element

ACT to stop the oven among the controls, so that user is directed to that
without much intention. Furthermore, stop is not
sufficiently expressed.

<0:29: 00:32> User rotates and presses User expects to control the oven with the knob, just

REP, ACT the knob several times to as she uses a conventional oven. This is a problem

stop. regarding user’s expectation.
(00:53) WEX Although she successfully After the oven is stopped user is not informed. The

stopped the oven she
expresses that she was
not successful.

info present in the following screen actually misleads
the user.

Figure B2 Example of usability problem list as reported by team A (SIimDEVAN analysis).

28-10-2003
14:15
28-10-2003
14:15
28-10-2003
14:15

28-10-2003
14:15
28-10-2003
14:15
28-10-2003
14:15

28-10-2003
14:15
28-10-2003
14:15
28-10-2003
14:15
28-10-2003
14:15
28-10-2003
14:15
28-10-2003
14:15

28-10-2003
14:16

[SYS] [switched to task Stop the
cooking]

....go ahead

this is the oven

presses...loooks, turns the button
[DEVAN] [ACT], Wrong Action:
presses...loooks, turns the button
presses at back

goes to menu

recipes

[DEVAN] [ACT], Wrong Action:
recipes

goes to settings

alarm

status of alarm

cooking

turns knob

I'm looking for a stopbutton
[DEVAN] [SEARCH], Searches for
Function: Im looking for a

stopbutton
| can't find it

37 | Stop the cooking 289

37 | Stop the cooking 344 NL281003_1400_robert.avi
37 | Stop the cooking 349 NL281003_1400_robert.avi
37 | Stop the cooking 352  NL281003_1400_robert.avi
37 | Stop the cooking 357  NL281003_1400_robert.avi
37 | Stop the cooking 360 NL281003_1400_robert.avi
37 | Stop the cooking 363 NL281003_1400_robert.avi
37 | Stop the cooking 369 NL281003_1400_robert.avi
37 | Stop the cooking 369 NL281003_1400_robert.avi
37 | Stop the cooking 375 NL281003_1400_robert.avi
37 | Stop the cooking 378 NL281003_1400_robert.avi
37 | Stop the cooking 380 NL281003_1400_robert.avi
37 | Stop the cooking 383  NL281003_1400_robert.avi
37 | Stop the cooking 389 NL281003_1400_robert.avi
37 | Stop the cooking 394 NL281003_1400_robert.avi
37 | Stop the cooking 394 NL281003_1400_robert.avi
37 | Stop the cooking 402 NL281003_1400_robert.avi

Figure B3 Example of part of a session log made by team B (SlimDEVAN analysis). Columns (from
left to right): time and date; logged events; code indicating participant; task; video frame number;
reference to video file.
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Usability issues related to the cooking screens.

MAIN

1. When alarm is set it is not clear if time indicates time until alarm or indicates the actual time
STARTING/STOPPING

1. All users press the stop button when asked to stop the cooking process. However: the feedback is not
clear. The "cooking" title above the menu, the animated and moving "Cooking"-picture suggest that the oven
is still operating.

2. Cooking is interpreted as "Boiling". The animated gif with the boiling pan supports this interpretation.

It is better to have a picture of an oven.

Weight

The issues related to starting and stopping the oven are found several times in each session (in total 34
times).

The issues related to editing were found 16 times, and in each session. The issues related to the menu,
status were found in at least three sessions. The defrost issues were found in two sessions.

The start/stop issues are therefore probably quite general for the user population, also the issues related to
the edit-menu. The issues related to status, menu and defrost were found in specific sessions in which users
were less experienced.

Validity

Start and stop issues and issues related to the edit cooking are quite central to the operation of the oven. In
general it can be concluded that users can learn to operate the oven, without a manual but they need some
learning time. Reaching errorless and routine performance will probably take some time, for the less used
functions it may be difficult to reach.

Suggestions

1. If applicable, present In the opening screen also information on selected program and alarm settings.

2. The term "Cooking" is confusing. Although it finally remains the only option for setting settings after users
have tried the other items (setting duration in the time dialog or in the alarm dialog, looking in recipes). The

icon is associated with boiling (potatoes, vegetables) and not with an oven.

The cooking icon is animated, suggesting that the oven is actually working. Also the title "cooking" suggests
that the oven is working. A clear indication of the status of the oven, a program or alarm could help users to
understand what the oven is doing when they are in the main menu.

3. Pressing the stop-button should give feedback, for instance a sound.

FINDING 841 D cooking adaptaton of parameters: When changing duration the old
temperature is not shown. If user forgets: cannot cancel changes. Mot clear if
duration indicates minutes o go or total duration

[DEVAN]COMM)], Comment ...He is on bottom now.. it works... the minutes | changed...|
suppose it ie clear. .. .is not sure if minutes where actually changed (program does not take change
in time 111y

BESSI0n: 39 Pre-| ntervienw video 1258

[DEVAN]COMM)], Comment: was not clear that minutes were added. .| was not sure if duration
was the total time or the time left

BESSI0N: 41 Prolong the cooking ime video 1280

[DEVAN]DIFF], Execution Difficulty: _..Im not sure | forget te check how many minuytes to go. .
BESSI0N: 36 Explain the dsplay video 1625

Figure B4 Parts from the usability problem report of team B (SimDEVAN analysis).
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SUBJECT 5: <NAME>

Appendix B
Examples from the SIimDEVAN analyses

Actions/Times
(minutes and seconds)

Verbal utter-
ances/User behaviour

Difficulty signals

0.11 Pressed STOP.

0.17 Tries out knob and moves up to
MODE.

0.30 Down to DURATION and up to
MODE.

0.32 Selects MODE

0.36 Twiddles knob within mode options.

0.39 Presses BACK to go to MODE

0.44 Task completed

"The natural thing would
be to press the button
that says Stop. But I don't
think that's right. Perhaps
I'll twiddle that knob."
"But that doesn't do any-
thing.

ngg.

"The oven'’s going to blow
up I suppose. I'm stuck. I
don’t know what to do.
I've probably messed it
up."

Task 1: Stop the
cooker

User achieves task
but does not realise
it.

ACT

ACT

ACT

PUzz

Figure B5 Example from a log file made by team C (SimDEVAN analysis).

Lack of feedback when stopping oven (1,2,3,4,5,6,7,8)

Fixed order of making settings in cooking menu (1,2,3,4,5,6,7)
Hesitating or not realising that they should select COOK to start cooking (1,2,3,4,5,6,7,8)
Expects selection bar in View and Cook screen (7)
Did not realize had to press VIEW AND COOK (4)

\Problem list following by subjects who experienced them (numbered I to 8).

Figure B6 Example from the problem list made by team C. (SimDEVAN analysis).
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Summary

“What’s the problem? Why does this thing not do what [ want it to do? “ - this is the kind
of muttering one may hear when someone is trying to use a newly bought product. The
user of the product has just encountered a difficulty in use, a usability problem. During
the process of developing products it is hard to predict such problems. This especially
holds for interactive products with embedded software. In user tests conducted during
the design process analysts try to foresee which problems people will run into when us-
ing a product. Once they have identified and understood the problems, product devel-
opers may attempt to redesign the product so that the risk of users encountering us-
ability problems will be minimized.

In this thesis we deal with methodological issues of usability (or user) tests, in particu-
lar with issues on how analysts extract lists of usability problems from observed user
behavior. Doing this in a consistent manner has proven to be very difficult. Two types
of consistency turn out to be relevant. The first type called within-analyst consistency
concerns issues like ‘were all observations analyzed in the same way?’ and ‘if the ana-
lyst would do the analysis again would (s)he find the same usability problems?’ The
second type of consistency deals with the following question: ‘do multiple analysts find
the same problems?’ This is called across-analysts consistency. The finding that multiple
analysts hardly ever identify the same set of usability problems is called the evaluator
effect. The term evaluator is often used as a more general term for analyst.

Sources of inconsistencies can be found in almost all activities of a data analysis proc-
ess. Some of these concern the fact that analysts may become tired, less attentive or
distracted during the analysis. The number of such inconsistencies can be reduced by
using appropriate procedures and tools. Important sources of across-analyst inconsis-
tencies are differences in analysts’ beliefs, values or preferences. Such inconsistencies
should not be seen as errors in the analysis but as reflections of differences in the in-
terpretation of user behavior. Trying to align these interpretations is not always desir-
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able; instead they should be exposed by making the analysis inspectable so that inter-

pretations can be discussed with others. Inspectability means that insight is provided

into all procedures, ranging from observing and recording user behavior to identifying
and describing usability problems, so that it can be made clear ‘which observations led
to the identification of which usability problem’.

The main objectives of this thesis are to study issues of consistency in identifying usabil-

ity problems in user tests and to devise a way to deal with inconsistencies by

1 developing a procedure that makes the analysis documentable and inspectable,

2 studying to what extent the developed procedure exposes possible sources of in-
consistency and manages to reduce inconsistencies caused by fatigue, lack of vigi-
lance and distraction,

3 applying the developed procedure to a comparative study in which the effect of us-
ing prototypes (instead of functioning products) in user tests is studied in detail.

Developing the (Slim)DEVAN data analysis procedure

Chapter 2 presents the DEVAN (DEtailed Video ANalysis) procedure for making user
test data analyses documentable and inspectable. In DEVAN tables representing inter-
actions at various levels of abstraction are created to make an analysis inspectable by
allowing results from the various steps in the analysis to refer back to data elements in
these tables. Consistency in creating the overview tables is facilitated by segmenting
interactions on the basis of threshold times for pauses between actions. A checklist of
observable signal events helps analysts to remain consistent in detecting when a usabil-
ity problem occurs. Difficulties in interactions are described by means of a standard
format containing references to specific elements in the interaction overview tables.

In chapter 3 the development of an adaptation of DEVAN named SIimDEVAN is re-
ported. SlimDEVAN was developed as a simpler, less time-consuming version of DEVAN.
To this end, the multiple levels of abstractions were removed from the interaction
overview tables and no prescribed way of segmenting interactions was included. The
checklist of signal events can be used in the same way as in DEVAN and now problem
reports also provide room for reporting possible causes of difficulties. The report for-
mats are simpler than in DEVAN without loosing the necessary references to elements
of the interaction overviews.

Studying inspectability and consistency

Chapters 2 and 3 report studies in which (Slim)DEVAN was used to investigate various
issues of inspectability and consistency. Chapter 2 describes a study in which DEVAN’s
inspectability was tested by comparing multiple lists of interaction difficulties extracted
from the same videotaped test sessions. The lists were created by two analysts (the
developers of DEVAN) working independently of each other. Chapter 3 presents stud-
ies on inspectability and consistency in which problem reports from three professional
usability labs were compared. The three labs had tested the same product using a test
protocol they had developed collaboratively. Each lab had analyzed their data twice:
first by using their own regular data analysis procedure and subsequently (a few weeks
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later) by applying SimDEVAN. In a follow-up study (also reported in chapter 3), again
parts of the data from one of the labs were analyzed twice but now by other analysts
and using SIimDEVAN in both analyses.

Within-analyst consistency and inspectability Analysts’ first and second analyses were
compared to identify problem report elements important for achieving inspectability,
to measure analysts’ consistency across two analyses and to analyze causes of incon-
sistencies. We identified a list of problem report characteristics that helps in making
them inspectable. Within-analyst consistency was found to vary considerably. An analy-
sis of the causes of within-analyst inconsistencies revealed that advanced (automated)
tools for logging and transcribing user behavior in combination with refined problem
criteria may improve within-analyst consistency. Comparison of the within-analyst con-
sistency measures tends to show higher within-analyst consistency when SIimDEVAN
was used in both analyses. Further research is needed to study to what extent this can
be attributed to the use of SlimDEVAN.

Across-analysts consistency and inspectability Usability problem lists and lists of difficul-
ties were compared across analysts to measure the evaluator effect, to find out
whether consistency across analysts can be improved by the use of (Slim)DEVAN and
to analyze sources of inconsistencies across analysts. The evaluator effect was found to
vary considerably across all our comparisons and we had to conclude that the evaluator
effect cannot be eliminated easily. Our findings suggest that the variation in the evalua-
tor effect has been caused by differences in the units chosen for calculating this effect
and by differences in the extent to which analysts were trained users of (Slim)DEVAN.
Whether structured, inspectable problem reports can improve across-analysts consis-
tency remained unclear. The study reported in chapter 2 revealed that vaguenesses in
problem criteria contribute to the evaluator effect. Other causes of across-analyst in-
consistencies were differences in analysts’ beliefs, values and preferences, the tools for
observing user behavior and the fact that missing actions were not noticed because of
fatigue, lack of vigilance and distraction.

We conclude that it is interesting to study whether and to what extent consistency will
improve when it is clear which values matter to the company that asked for the test
and these values are taken into account while determining the evaluator effect. For
dealing with differences in analysts’ beliefs, values and preferences we propose to con-
sider the possibility of teams of analysts analyzing the data together. The advantage of
using teams of analysts may be that multiple viewpoints can be made explicit already
during the analysis so that they can be discussed and possibly resolved before the final
lists of problems are made.

3 Applying DEVAN to a comparative study on prototypes
In chapter 4 DEVAN is applied to a comparative study aimed at finding out how charac-
teristics of prototypes and prototyping situations affect a test participant’s behavior
and the problem list resulting from the test. Findings from two examples of prototyp-
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ing techniques were compared to each other as well as to findings from a test with the
actual product. In the context of this thesis the objective of this study was to deter-
mine whether the DEVAN analysis is inspectable enough to serve the aim of the com-
parative study and whether the results of a DEVAN analysis are suitable to be success-
fully linked with an error taxonomy for performing causal analyses.

Both objectives were met in the comparative study. Detailed problem analyses showed
how the behavior of users was influenced by prototype characteristics and by the role
of the facilitator. We also observed that summative task performance measures tend
to level out interesting differences in user behavior and experienced difficulties . These
differences appeared to be mainly caused by product elements that made this product
outstanding relative to competitors’ products.

Conclusion

This thesis has demonstrated how user test data analyses suffer from persistent incon-
sistencies. Making the analyses inspectable is proposed as a way of dealing with the
more persistent inconsistencies while advanced (automated) observation tools and
more precise problem criteria are proposed for reducing less persistent inconsistencies.
We suggest that further research should focus on consequences of inconsistencies in
actual product development contexts. Eventually this will lead to more insight into the
quality aspects of user tests, which in turn may lead to a decrease in the number of us-
ers muttering: “What’s the problem? Why does this thing not do what | want it to do?”

Arnold Vermeeren, March 2009
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Samenvatting

“Wat is 't probleem? Waarom doet dit ding niet wat ik wil?” — dat is het soort gemopper
dat je te horen kan krijgen, als iemand probeert een net gekocht product te gebruiken.
De gebruiker van het product is dan op een moeilijkheid gestuit bij het gebruik, een
bruikbaarheidsprobleem (‘usability problem”). Zulke problemen zijn tijdens het pro-
ductontwikkelingsproces moeilijk te voorspellen. Dit geldt in het bijzonder voor inter-
actieve producten met ingebouwde computerprogrammatuur. In gebruiksonderzoe-
ken tijdens het ontwerpproces proberen analisten vooraf te ontdekken welke proble-
men mensen kunnen ondervinden bij het gebruik van het product. Als ze die proble-
men eenmaal gevonden en begrepen hebben, kunnen productontwikkelaars gaan pro-
beren het ontwerp van het product zo te veranderen dat de kans op bruikbaarheids-
problemen minimaal wordt.

In dit proefschrift worden methodologische aspecten van gebruiksonderzoeken be-
handeld, en vooral die aspecten die te maken hebben met de wijze waarop analisten
lijsten met bruikbaarheidsproblemen afleiden uit waargenomen gedrag van gebruikers.
Gebleken is dat het erg moeilijk is om dit op een consistente manier te doen. Twee
soorten consistentie blijken daarbij relevant te zijn. Bij de eerste soort, genaamd bin-
nen-analist consistentie, gaat het om vragen als ‘zijn alle observaties op dezelfde ma-
nier geanalyseerd?’ en ‘als de analist de analyse nog eens zou uitvoeren, zou die dan
weer dezelfde problemen vinden?’ Bij de tweede soort consistentie gaat het om de
vraag ‘vinden verschillende analisten wel dezelfde problemen?’ Dit heet tussen-
analisten consistentie. Het verschijnsel dat verschillende analisten zelden dezelfde set
van bruikbaarheidsproblemen herkennen, wordt het beoordelaarseffect genoemd. ‘Be-
oordelaar’ wordt vaak gebruikt als een meer algemene term voor analist.
Inconsistenties kunnen hun oorsprong hebben in bijna alle activiteiten binnen een data-
analyseproces. Bepaalde inconsistenties ontstaan doordat analisten gedurende de ana-
lyse soms moe en minder oplettend worden of niet steeds geconcentreerd zijn. Het
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aantal van dit soort inconsistenties kan verkleind worden door het gebruik van geschik-

te procedures en hulpmiddelen. Daarnaast zijn er tussen analisten veel inconsistenties

die voortkomen uit verschillen in opvattingen, waarden of voorkeuren van die analis-
ten. Dergelijke inconsistenties kunnen beter niet gezien worden als fouten in de analy-
se, maar als het resultaat van verschillen in de interpretatie van het gedrag van gebrui-
kers. Het is niet altijd wenselijk om te proberen die interpretaties gelijk te trekken. Be-
ter is het om de verschillen in interpretatie bloot te leggen door ervoor te zorgen dat
de analyse stap voor stap te volgen (‘inspectable’) is, waardoor het mogelijk wordt die
verschillen met anderen te bespreken. Een analyse is inspecteerbaar, als inzicht wordt
gegeven in alle procedures, van het observeren en registreren van het gedrag van ge-
bruikers tot het herkennen en beschrijven van bruikbaarheidsproblemen, en als duide-
lijk wordt ‘welke observatie heeft geleid tot welk bruikbaarheidsprobleem’.

De hoofddoelstellingen van dit proefschrift zijn het bestuderen van consistentievraag-

stukken bij het herkennen van bruikbaarheidsproblemen in gebruiksonderzoeken en

het bedenken van een manier om inconsistenties aan te pakken. Daartoe moet

1 een procedure ontwikkeld worden om analyses goed te documenteren en inspec-
teerbaar te maken,

2 onderzocht worden in welke mate deze procedure mogelijke bronnen van inconsis-
tentie blootlegt en in staat is om inconsistenties voortkomend uit vermoeidheid,
verminderde oplettendheid en gebrek aan concentratie terug te dringen,

3 de procedure toegepast worden in een vergelijkende studie waarin het effect van
het gebruik van prototypes (in plaats van werkende producten) in gebruiksonder-
zoeken gedetailleerd onderzocht wordt.

Ontwikkeling van de (Slim)DEVAN procedure voor data analyse

In hoofdstuk 2 wordt de DEVAN (DEtailed Video ANalysis) procedure geintroduceerd.
DEVAN zorgt ervoor dat de data-analyse van gebruiksonderzoeken goed gedocumen-
teerd kan worden en inspecteerbaar is. De inspecteerbaarheid van analyses wordt in
DEVAN gerealiseerd door interacties in tabellen op verschillende abstractieniveaus
weer te geven. Resultaten van de verschillende stappen van de analyse verwijzen direct
naar gegevens in deze tabellen. Om de consistentie in de overzichtstabellen te bevor-
deren, worden de interacties in segmenten opgedeeld met behulp van drempeltijden

voor de pauzes tussen handelingen. De analist wordt geholpen om bij het vaststellen
van gebruiksproblemen consistent te blijven, door middel van een controlelijst met
waarneembare signalen voor problematische gebeurtenissen (‘signaalgebeurtenis-

sen’). Moeilijkheden die in de interactie kunnen optreden, worden op een gestandaar-
diseerde manier beschreven. Deze beschrijvingen verwijzen naar specifieke gegevens

in de overzichtstabellen met interacties.

In hoofdstuk 3 wordt de ontwikkeling beschreven van SIimDEVAN, een variant van DE-

VAN. SIimDEVAN is bedoeld als een eenvoudigere en minder tijd vergende versie van

DEVAN. Om dat te bereiken, zijn de verschillende abstractielagen uit de overzichtsta-
bellen met interacties verwijderd en wordt niet voorgeschreven hoe de interacties in
segmenten moeten worden opgedeeld. De controlelijst met signaalgebeurtenissen
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wordt net zo ingezet als bij DEVAN en behalve interactieproblemen kunnen nu ook
mogelijke oorzaken van die problemen gerapporteerd worden. De vorm van rapporte-
ren is eenvoudiger geworden dan in DEVAN, zonder dat daarbij de verwijzingen naar
gegevens in de overzichtstabellen met interacties verloren zijn gegaan.

2 Onderzoek naar inspecteerbaarheid en consistentie
In de hoofdstukken 2 en 3 worden onderzoeken gerapporteerd waarin met behulp van
(Slim)DEVAN verscheidene vraagstukken op het gebied van inspecteerbaarheid en
consistentie onder de loep zijn genomen. In hoofdstuk 2 wordt een onderzoek gerap-
porteerd waarin de inspecteerbaarheid van DEVAN werd beoordeeld door vergelijking
van verschillende lijsten met interactieproblemen. Deze lijsten werden door twee on-
afhankelijk van elkaar werkende analisten (de bedenkers van DEVAN) afgeleid van vi-
deo-opnamen van steeds dezelfde onderzoekssessies. In hoofdstuk 3 wordt onderzoek
beschreven naar inspecteerbaarheid en consistentie waarin interactieproblemen zoals
gerapporteerd door drie professionele ‘usability’ labs, vergeleken werden. De labs on-
derzochten alle drie hetzelfde product met behulp van een gezamenlijk ontwikkeld
testprotocol. Elk lab analyseerde de eigen gegevens twee keer: eerst volgens de eigen
standaardprocedure en, na een paar weken, volgens de procedure van SimDEVAN. In
een vervolgstudie (ook beschreven in hoofdstuk 3) werd een deel van de gegevens van
één van de labs opnieuw twee keer geanalyseerd, maar nu door andere analisten, die in
beide gevallen SlimDEVAN gebruikten.

Binnen-analist consistentie en inspecteerbaarheid De eerste en de tweede analyse van
elke analist werden met elkaar vergeleken om elementen in de manier van rapporteren
van problemen te onderkennen die van belang waren om inspecteerbaarheid te reali-
seren, om de consistentie tussen de twee analyses van elke analist te bepalen en om de
oorzaken van inconsistenties te achterhalen. Er kon een lijst opgesteld worden met ei-
genschappen van probleemrapportages die bijdragen aan de inspecteerbaarheid van
die rapportages. De binnen-analist consistentie bleek aanzienlijk te variéren. Een analy-
se van de oorzaken van binnen-analist inconsistenties wees uit dat de binnen-analist
consistentie hoger had kunnen zijn, als er geavanceerdere (geautomatiseerde) hulp-
middelen waren gebruikt voor het loggen en in tekst vastleggen van het gedrag van
gebruikers in combinatie met nauwkeuriger criteria voor het definiéren van problemen.
Een vergelijking van de scores voor binnen-analist consistentie laat een tendens zien
van hogere binnen-analist consistenties voor die gevallen waarin SIimDEVAN gebruikt
werd in beide analyses. Verder onderzoek is nodig om na te gaan in hoeverre dit toe te
schrijven is aan het gebruik van SIimDEVAN.

Tussen-analisten consistentie en inspecteerbaarheid Lijsten met bruikbaarheidsproble-
men en lijsten met moeilijkheden van de verschillende analisten werden vergeleken om
het beoordelaarseffect te bepalen, om vast te stellen of de consistentie tussen anal-
isten verhoogd zou kunnen worden door (Slim)DEVAN te gebruiken en om te achter-
halen waaruit inconsistenties tussen analisten voortkomen. Per vergelijking varieerde
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de grootte van het effect aanzienlijk, maar in alle vergelijkingen was een effect aan-
wezig. De conclusie moest dan ook zijn dat het beoordelaarseffect niet makkelijk
geélimineerd kan worden. De resultaten wijzen erop dat de verschillen in beoorde-
laarseffect veroorzaakt zijn door het kiezen van verschillende eenheden om het effect
te berekenen en door verschillen in de geoefendheid van de analisten met
(Slim)DEVAN. Het bleef onduidelijk of gestructureerde, inspecteerbare probleemrap-
portges kunnen leiden tot een verhoogde tussen-analisten consistentie. Het onderzoek
uit hoofdstuk 2 liet zien dat onduidelijkheden in de criteria voor het definiéren van
problemen bijdragen aan het beoordelaarseffect. Vastgesteld is dat tussen-analisten
inconsistenties verder veroorzaakt werden door verschillen in de opvattingen, waarden
en voorkeuren van de analisten, door de hulpmiddelen voor het observeren van het
gedrag van gebruikers en door het, als gevolg van vermoeidheid, verminderde oplet-
tendheid en gebrek aan concentratie, niet opmerken van ontbrekende handelingen.
Het zou interessant zijn om nader te onderzoeken of en in welke mate de consistentie
hoger zou worden in die gevallen waarin het duidelijk is welke waarden van belang zijn
voor het bedrijf dat opdracht geeft voor het onderzoek, en waarin met deze waarden
rekening wordt gehouden bij het bepalen van het beoordelaarseffect. Als aanpak voor
het omgaan met de verschillen in opvattingen, waarden en voorkeuren van analisten
wordt voorgesteld de mogelijkheid te overwegen om teams van analisten de gegevens
gezamenlijk te laten analyseren. Wanneer analisten in teams werken, zou dat als voor-
deel kunnen hebben dat de verschillende gezichtspunten al tijdens de analyse expliciet
gemaakt worden en dan ook besproken en mogelijk opgelost kunnen worden, nog
voordat de definitieve lijsten met problemen worden opgesteld.

DEVAN toegepast op een vergelijkend onderzoek met prototypes

In hoofdstuk 4 wordt beschreven hoe DEVAN is toegepast in een vergelijkend onder-
zoek. Het doel van dit onderzoek was te ontdekken welke invloed de eigenschappen
van prototypes en aanpassingen in de testsituatie die gepaard gaan met het gebruik
van prototypes, hebben op het gedrag van een proefpersoon en op de lijst met pro-
blemen die het onderzoek oplevert. Er werd onderzoek gedaan met een werkend pro-
duct en met twee verschillende soorten prototypes daarvan. De drie soorten resultaten
werden onderling vergeleken. In het kader van dit proefschrift had het onderzoek twee
doelen, namelijk vaststellen of analyse volgens DEVAN zodanig inspecteerbaar is dat
deze procedure bruikbaar is in het vergelijkende onderzoek, en nagaan of de resultaten
van een analyse volgens DEVAN succesvol te combineren zijn met een foutentaxono-
mie bij het zoeken naar oorzakelijke verbanden.

Het vergelijkende onderzoek bleek aan beide doelen te beantwoorden. Gedetailleerde
analyse van de problemen bracht aan het licht hoe het gedrag van gebruikers bein-
vloed werd door de eigenschappen van de prototypes en door de rol van de proeflei-
der. Ook werd duidelijk dat bij summatieve prestatiematen het gevaar bestaat dat inte-
ressante verschillen in het gedrag van gebruikers en in door hen ondervonden moeilijk-
heden uitgemiddeld worden. De gevonden verschillen bleken voornamelijk veroorzaakt
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te zijn door elementen waarin dit product zich onderscheidde van de producten van
concurrenten.

Conclusie

In dit proefschrift is aangetoond dat inconsistenties bij het analyseren van de gegevens
van gebruiksonderzoeken heel hardnekkig zijn. Als een manier om de meer hardnekki-
ge inconsistenties aan te pakken, wordt voorgesteld de analyses inspecteerbaar te ma-
ken. Om de minder hardnekkige inconsistenties terug te dringen, worden geavanceer-
de (geautomatiseerde) hulpmiddelen voor het observeren van gedrag voorgesteld en
verder ook nauwkeuriger criteria voor het definiéren van problemen. Aangeraden
wordt om nader onderzoek te doen naar de gevolgen die inconsistenties hebben in de
productontwikkelingspraktijk. Uiteindelijk zal dit ertoe leiden dat beter begrepen
wordt hoe een goed gebruiksonderzoek moet worden opgezet. Het gevolg daarvan zal
weer zijn dat minder gebruikers mopperen: “Wat is 't probleem? Waarom doet dit ding
niet wat ik wil?”

Arnold Vermeeren, maart 2009
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