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Abstract
In this thesis, the design and implementation of a wireless communication module and an accompanyingnetwork are discussed. This wireless communication module is used in a device which communicatesfrost temperatures measured at orchards. The goal is to gather data on how fruit frost develops on or-chards, and to warn a fruit farmer if it starts freezing. First, several wireless communication protocols arediscussed and the one best suited for the application is chosen. It is decided to use the LoRaWAN com-munication protocol. Then, the off-the-shelf hardware components which are required to implement theLoRaWAN communication protocol are chosen. Furthermore, LoRa communication parameters and theLoRaWANnetwork structure are discussed. A scheduling system is designed and proposed to increase thereliability of the network. At last, network simulations are performed to verify the chosen implementation.
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Chapter 1

Introduction
In the Netherlands fruit production is a large segment of the economy. There are over 2600 fruit produc-tion companies which together cover over 20,000 hectares of ground [1]. Most of these Dutch companiesfocus on the production of pears and apples. The fruit production in the Netherlands, but effectively allaround the world, faces a large problem related to spring frosts in fruit trees. If temperatures drop belowthe critical temperature, open and blooming flowers of the fruit trees can be damaged causing less fruitto grow. The frost damages are mainly caused by the formation of ice. Intra-cellular ice formation breaksthe blossom’s tissue structure and causes a cell death [2]. Freeze injury is nowadays the biggest problemof fruit production, which causes a loss far greater than any other type of natural hazard encountered withthe production. As a result, the yield of production and distribution of fruits are restricted.
A lot of research has been done to obtain a reduction in the losses caused by spring frosts. Two of themain solutions that are provided are frost protection with sprinkler irrigation and frost protection with windmachines. The frost protection with sprinkler irrigation works using extra-cellular ice formation to preventintra-cellular ice formation. Sprinkling water onto the tree’s flowers and buds causes ice nucleation on theouter surface. This then causes the freezing of the water transporting vessels which protects the flowersdue to gradual dehydration [3]. Frost protection with wind machines aims to prevention of intra-cellular iceformation. By using a large wind machine or rotating fan a light wind (1.5 m/s) is created which causes aninstantaneous increase in temperature [4]. Because of the fan, a temperature increase is obtained of up to
1 °C at a 15m distance from the wind machine. Due to this small increase, the flowers are protected fromthe frost.
So now there are two effective solutions used to prevent spring frosts in fruit trees. Both of these so-lutions have a requirement to know the temperature of the air surrounding the trees, and their controlsystems make decisions based on these measurements. But to implement these solutions in large scalefruit production companies, an accurate temperature measurement is required over the whole field, ratherthan one single temperature measurement. Therefore this project focuses on the acquisition of the 3Dtemperature profile of a fruit orchard in the temperature range near the critical temperature, which is thetemperature where the fruit buds are damaged.

Figure 1.1: A general system overview.
The great advantage of the acquisition of the temperature profile in contrast to single temperature mea-surement is that it provides the ability to perform local frost protection rather than frost protection overthe whole field. The structure of such a local frost protection system is illustrated in Figure 1.1. Local frostprotection in turn provides a reduction in the use of resources such as water and electric energy. In ad-dition, the acquisition of the temperature profile provides a valuable resource for further research on the

6



effectiveness of frost protection methods.
To realize this large scale sensor grid, end-devices are created which have two main design requirements.They have to transmit their gathered data wirelessly and harvest their own energy. To meet these require-ments, the system design is split up into three design challenges. Namely, energy harvesting and con-trol, measurement and control, and wireless communication and networking. This thesis focuses on thewireless communication and networking part of the autonomous smart temperature measuring system.However, before the focus is put on designing this subsystem, first an overall system design is createdsuch that all subgroups have a clear end goal in mind.
The sensor network consists of multiple sensor end-devices. This end-device includes an energy harvest-ing module, a controller, a wireless communication module, and five temperature sensors, all integratedonto a pole. These poles are positioned among the trees of the fruit orchard, and together they form asmart wireless temperature sensor network in the fruit orchard. To get a rough idea of this design an ex-ample is given in Figure 1.2. In Appendix A, the choice for this implementation containing one pole withone energy harvesting module, one controller, one wireless communication module, and 5 temperaturesensors is explained.

Figure 1.2: Overview the designed system in the orchard
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Chapter 2

Program of requirements
In the Netherlands large amounts of fruit harvest are lost due to freezing of the flower buds. To find asolution for this problem, atmosphere scientists are in need of a system to monitor the air temperatureon fruit orchards. To make good measurements it is required that not only the temperature is measuredas a 2D position on the orchard, but also the temperature is measured in terms of height, such that a 3Dtemperature map of the orchard can be made. If a good solution is found, the build monitoring systemshould be used for further monitoring of fruit orchards as a commercial product.
2.1 Requirements for the entire system
The requirements for the entire system are subdivided into functional requirements and non-functionalrequirements. Functional requirements are subdivided into mandatory requirements and trade-off require-ments. Mandatory requirements are defined as the requirements the product must always comply withto consider the design acceptable. Trade-off requirements are defined as the requirements which are pre-ferred and make end-users increasingly satisfied.
2.1.1 Functional requirements
Mandatory requirementsThe system must

• have an energy harvesting unit, that is capable of sustaining all power requirements of the system,from ambient energy sources
• contain an energy storage unit, that is capable of sustaining the continuity of the power delivery
• have wireless communication network to share the measured data with the end-user
• have end-devices with a local smart processing element
• provide a 3D temperature profile of the fruit orchard, with 5 sensors each placed at a different height
• have data storage of measurements
• be capable of performing adaptive temperature measurements
• have a temperature measurement accuracy of at least 0.5 °C of the absolute temperature
• be able to warn the farmer when frost prevention action is required

To create a 3D temperaturemapof the orchard, temperaturemeasurement has to be done at several pointsin the field. Each measurement has to be stored at a central data location. This means a data commu-nication network is needed, which enables each temperature sensing end-device to send its data to thiscentral point. To reduce the hassle and cost of laying down a cable to each end-device, the assignmentrequires that the end-devices should be able to transmit their gathered data wirelessly. The fact that noexternal cabling can be used also means all the power needed, to gather and send the temperature data,should be contained in each end-device. Another requirement of the assignment is that no usage of longterm battery storage is allowed, where the battery should be replaced after some time. Therefore, the sys-tem should harvest and store the energy it needs to perform critical tasks. To ensure the temperatureswhich are of most interest are measured, the amount of performed measurements should be adaptive.The system should not measure and send high-temperature data as frequently as low-temperature datanear the critical temperature at which crops might get damaged.
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Trade-off requirementsThe system might
• have bidirectional communication
• have system failure self-diagnosis
• be able to update firmware remotely
• have energy level monitoring
• have a power saving mode

2.1.2 Non-functional requirements
• The total cost of an end-device should be minimized in the order of €100
• The system must support one end device with 5 sensors at different heights per 100 m2
• The system should be able to cover at least 10 hectares
• The system should have a lifespan of at least 20 years in normal operation conditions

The average size of a fruit orchard is 8 hectares in theNetherlands. However, in France the average size of avineyard is a little higher than 10 hectares [5]. It should be noted that the above-stated system requirementregarding the area to cover is a minimal requirement since the area of the orchard is only the average.
2.2 Requirements for the wireless communication system

• The communication range should be at least in the order of 1 km
• The network must be able to support up to 2000 nodes
• The network should be able to adapt the critical temperature value in an end device, such that differ-ent sort of crops can be supported
• The networkmust support the ability for each end-device to send amessage at amaximal frequencyof once every 5 minutes
• The network should be able to change the end-device operation mode for off-season periods
• The network should have proper reliability concerning data message delivery
• The network should abide to European regulations and laws

Since the average size of a fruit orchard is 10 hectares, the minimum range is approximated by a worst-case situation. First, it is supposed that the orchard can scale up to 20 hectares. In a worst-case situation,the orchard has a length/width ratio of 1:5. Using an orchard of 20 hectareswith a ratio of 1:5, themaximumrange that should be obtained is approximately 1 km. Having a worst-case scenario of 20 hectares and amaximumnode density of 1 per 100m2 means themaximumamount of nodes is 2000. As explained by themeasurement and control group [6], a transmission rate of once every 5 minutes is required to effectivelydetect a maximum temperature change of approximately 1 °C. Furthermore, the warning capability of thedesigned system is not required when the fruit blossom is not present. The period in which fruit blossomsare not present and thus the crops do not need protection is referred to as the off-season period. Thisoff-season period should be configurable by the fruit farmer.
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Chapter 3

Wireless communication protocol
Following the requirements, a wireless communication network is necessary to share measured temper-ature data with the orchard farmer. Also, the orchard farmer must be warned if frost occurs. Besidesthat, it is desired that all measured temperature data is stored at a central location. The first step in de-signing and realizing a wireless communication network is choosing the right communication protocol forthe end-devices. Several wireless communication protocols are compared and the best fitting wirelesscommunication protocol, fulfilling the requirements for this application, is chosen.
3.1 Feasibility of investigated technologies
In this section, the feasibility of several wireless communication protocols is investigated. Based on therequirement of energy harvesting from ambient energy sources, low power consumption of end-device isrequired. A narrow down is made regarding the number of possible wireless communication protocols.Then, following the requirement of deploying a large scale Wireless Sensor Network (WSN), protocolswith a lack of large scale support are directly omitted. Finally, based on the availability and support ofcertain wireless communication protocols, the remaining possible WSN technologies are presented andcompared in Section 3.2.
3.1.1 Low power communication
Since the end-devices deployed in the orchard are powered from ambient energy sources only, powerconsumption is required to be minimized. Wireless communication protocols such as WiFi or 4G are notconsidered suited since their power usage is too high for this application. Therefore, only Low PowerWide Area Network (LPWAN) and Low-Rate Wireless Personal Area Network (LR-WPAN) technologies areinvestigated in Section 3.1.2.
3.1.2 LPWAN or LR-WPAN
In the present day, almost all low power wireless communication protocols fall in either one of two cate-gories, namely LPWAN or LR-WPAN. Both of these categories achieve low power usage by having a lowdata rate. LPWAN is specifically designed for long range communication, in the range of 5 km to 50 km [7].Typical examples of LPWAN technologies are LoRaWAN and SigFox. Examples of LR-WPAN technologiesare ZigBee, 6LoWPAN, and Bluetooth Low Energy which are made to operate in a range of 10 m to 100 m.This means that using LR-WPAN technology requires the use of a mesh network to still cover the desiredrange of the fruit field.Mesh network structures are not considered as a suitable solution for this problem. A mesh network re-quires all end-devices to be turned on to forward messages through the network. However, keeping thedevices constantly listening for messages causes a large energy overhead. Also, end-devices close to thebase station will receive and forward more packets than other end-devices which may cause a large dif-ference in power usage. Failure of these end-devices might cause the entire network to get disconnected.Thus, it can be concluded that an LPWAN is most suited for this application.
3.1.3 Availability and support
Some widely used LWPAN technologies are LoRaWAN, SigFox, and NB-IoT. However, other protocols inthe field of LWPAN exist such as DASH7 and Weightless. However, there is a lack of online documentationand support regarding these technologies, which makes comparing them difficult. It would be preferableto test these wireless communication protocols. Since during this project no physical testing is possible,these wireless communication protocols are not compared. However, it must be noted that this does notmake these technologies less suited for the application.
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3.2 LoRaWAN, SigFox and NB-IoT
Three LPWAN technologies LoRaWAN, SigFox, and NB-IoT, nowadays widely used, are investigated moreelaborately on the following performance metrics: coverage and range, power consumption, scalability,deployment and cost, data throughput, security, and reliability.
3.2.1 Network coverage and range
The first metric to consider is the potential communication range a certain technology allows for. Theexact range of the technology heavily depends on hardware implementation and environment. Thus, it isdifficult to give an exact number, but it is generally regarded that NB-IoT has a maximum range between 1km to 10 km, LoRaWAN between 10 km to 20 km, and SigFox between 10 km and 50 km [8] [9] [10]. Havinga large range results in having better coverage per central receiving point, also referred to as a gateway.This means that for the SigFox network fewer gateways are needed to ensure coverage. NB-IoT has theadvantage that it can leverage the existing 4G network of the national network operators in each country.In the case of The Netherlands, both SigFox and NB-IoT have complete coverage. However, looking at theentire European region, not every region is well covered [11] [12].
Public networks implementing LoRaWAN are available in different countries. However, these solutionshave the same problem as with the networks of SigFox and NB-IoT, coverage is not guaranteed. What isdifferent from the other two techniques is that using LoRaWAN enables the possibility to set up an entireprivate network and install an own gateway and network server without the need of a network provider.This guarantees coverage which is a huge advantage.
3.2.2 Power consumption
Power consumption of NB-IoT is relatively high due to frequent synchronization, Quality of Service (QoS)handling, and OFDM/FDMA access modes. This results in shorter battery life than devices based on Lo-RaWAN [13] [8]. SigFox packets have a relatively high time on air compared to LoRaWAN. This is due tothe low data rate of SigFox, which is 100 bps. A SigFox uplink packet size ranges between 14 to 29 bytes.This approximately would take 1 to 2 seconds to transmit a message. LoRaWAN on the other hand has anadaptable data rate ranging from0.3 kbps to 50 kbps. A LoRaWANpackage length consists of an overheadranging between 12 and 28 bytes and a payload ranging between 0 and 222 bytes, resulting in a lower timeon air than SigFox in general and thus the power consumption is lower.
3.2.3 Scalability
SigFox, LoRaWAN, and NB-IoT all offer the support of a massive number of connected devices. However,NB-IoT allows for connectivity up to 100 K end-devices per cell against 50 K per cell of LoRaWAN andSigFox [8]. Furthermore, due to regulations LoRaWAN and SigFox have a limitation on the amount of datamessages that can be sent on a day. NB-IoT has no limitations concerning the amount of data messagesthat can be sent and is thus more scalable. Because LoRaWAN and SigFox use the unlicensed 868 MHz,they are more sensitive to end-devices of other users of the spectrum. LoRaWAN performs significantlyworse for a growing number of end-devices [14]. However, LoRaWAN easily supports thousands of end-devices when configured correctly in the operating range of interest (∼ 1 km).
3.2.4 Deployment and cost
When considering the cost-effectiveness of thewireless technologies, NB-IoT and SigFox comewith recur-ring subscription costs. As stated before, LoRaWAN has the ability to deploy a private network structure tocircumvent network subscription cost, but this requires the deployment of an own gateway and networkserver.Network subscription costs for SigFox are in the range of €6 to €20 per device per year, depending onthe number of messages per day, ranging between 2 to a maximum of 140 messages. Network subscrip-tion costs for NB-IoT on the T-Mobile network are approximately €9 per device per year. For LoRaWAN,the subscription costs for The Things Network are approximately €4 per device per year. Also, there aredifferences in Radio Frequency (RF) modules. For NB-IoT, the Quectel BC66 RF chip has a cost of approx-imately €10 and the SARA-R4 series is approximately €20 per RF chip. For LoRaWAN chips, only made by
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the company Semtech, the prices are around €3 to €5 for an RF chip of the SX126x and SX127x families.The prices for SigFox RF modules range from €1 to €2 per RF chip.
3.2.5 Data throughput
Concerning data throughput, it should be noted that no extremely high data throughput is required sincethe message payload is relatively small with only a few measured temperatures and possibly some otherparameters such as the energy level of the end-device. SigFox has a limitation of 140 uplink and 4 downlinkmessages per day because of network operator regulations.LoRaWANmessagesmust comply with a 1% duty cycle by ISM band regulations [15] and have amaximumpayload of 222 bytes at a data rate of 0.3 kbps to 50 kbps. These data rates can change depending on thedistance to the gateway, directly influencing the data throughput.NB-IoT has no limitations regarding band usage and can offer a maximum payload of 1600 bytes [8]. NB-IoT claims high data rates of 200 kbps uplink and 180 kbps downlink, but this is not the effective data rate.Generally, peak uplink/downlink data rates of 66/27 kbps, respectively, are more representative, becauseacknowledgements in between the transmission packets are required.
3.2.6 Reliability
Reliability assessment is important since it is desirable to have a network that is running continuouslyand has a low packet loss. First of all, SigFox has limited reliability due to almost one-way communicationsince almost no acknowledgements are possible [16]. LoRaWAN also has limited bidirectional capabilities.LoRaWAN uses Aloha to access the medium and has no collision avoidance techniques, but makes useof orthogonal messaging to prevent packet loss [17]. However, NB-IoT is a synchronous protocol and doestake care ofmessage loss. Also, NB-IoT uses theHARQmechanism that increasesmessage delay to avoiddata loss [9]. It can be said that the Chirp Spread Spectrum (CSS) modulation of LoRaWAN can handleinterference, multipath, and fading, but it cannot offer the same QoS as NB-IoT [13].
3.2.7 Security
Another important performancemetric is security since the system should not fail due to a lack of security.The security of NB-IoT is very high since it has LTE encryption [18]. LoRaWAN uses 128 bit AES securityand SigFox does not support encryption [16].
3.3 Choice of wireless communication protocol
In Table 3.1, a decision table is made based on the evaluated performancemetrics. The scores range from1 which is the worst possible performance to 10 which is the best possible performance. From this table,it follows that LoRaWAN is the most suited wireless communication protocol for this project.

Table 3.1: Decision making matrix for wireless communication protocols
LoRaWAN SigFox NB-IoT

Metrics Weight Score Weighted Score Weighted Score Weighted
Coverage and range 10 10 100 7 70 7 70
Power consumption 8 9 72 5 40 4 32
Scalability 6 7 42 8 48 10 60
Deployment and cost 6 10 60 6 36 3 18
Data throughput 4 6 24 3 12 8 32
Reliability 4 7 28 4 16 10 40
Security 2 7 14 1 2 10 20

340 224 272
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Chapter 4

Hardware components
It has been found that the LoRaWAN wireless communication protocol best suits this application, mainlydue to the low power, low cost, and large coverage capabilities. Now, the necessary hardware to implementsuch a wireless network is investigated. First, the Wireless Sensor Network (WSN) structure is elaborated.Then, the individual hardware components which are vital to the WSN structure are recommended or cho-sen.
4.1 LoRaWAN structure
First of all, the LoRaWAN structure is visualised in Figure 4.1.

Figure 4.1: Structure of LoRaWAN [19]
As visualized in Figure 4.1, end-devices are connected with gateways in a star topology. An end-device canconnect with multiple gateways. The gateway forwards the message via for example standard IP connec-tions to a network server. The application server is connected to the network server and can consist ofvarious applications depending on user demands.

Public or private network

Because of the popularity of LoRaWAN, large scale networks are already deployed nationwide. Thesenetworks are called public networks, as every user can connect to this network when a gateway is nearby.It is also possible to deploy a private network, in which only end-devices can connect with the permission ofthe network owner. It is reasoned that for this application a private network is more suited. Using a publicnetwork usually entails substantial network subscription costs, which can be circumvented by using aprivate network. Also, public networksmay not cover remote areas such as the orchards, a problem that isnot present when deploying a private network. Finally, public networksmay apply extra restrictions on howmanymessages an end-device is allowed to send, to prevent the network fromcongestion. Private networkdeployment includes the own deployment of gateways and a network server. Fortunately, gateways arewidely available and open-source network servers are available as well.
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4.2 End-device hardware components
In this section, the hardware components which are needed to create wireless capabilities on the end-device are treated. First of all, to implement the LoRaWAN protocol, LoRa modulation has to be usedfor sending data. LoRa modulation is a patented modulation technology by Semtech. This means that aLoRa Radio Frequency (RF) transceiver chip, which is manufactured by Semtech, must be used. To furtherimplement LoRaWAN protocol an Microcontroller Unit (MCU) is needed. This can be any MCU as longas it can run the software needed for the LoRaWAN protocol and can communicate with the LoRa RFtransceiver chip. Furthermore an antenna is needed. The antenna choice is important for the potentialrange of the LoRaWAN end-device.Designing the entire system from scratch is not necessarily needed. Due to the popularity of LoRaWAN,some pre-configured systems already exist. In Figure 4.2, three possible implementations are given.

(a) Chipset based design (b) Modem based design

(c) Module based design
Figure 4.2: Possible configurations for the hardware design [20]

The first option in Figure 4.2a is designed starting with the LoRa RF transceiver chipset from Semtech andanMCU, both chosen by the developer. This means that the LoRaWAN protocol has to be implemented onthis MCU. Also, a Printed Circuit Board (PCB) with all the hardware needed to run the LoRa RF chip has tobe designed. The second option in Figure 4.2b is to implement a LoRa modem. On this modem, an MCUis implemented with the LoRaWAN protocol, such that this does not have to be implemented on the MCUwhich is still chosen by the developer. In the last option in Figure 4.2c, the entire LoRa module is alreadymade, only additional application software has to be written.
Implementation choice

First of all, the configuration in Figure 4.2a provides a lot of implementation freedom since the MCU andLoRa RF transceiver chip can be chosen independently. This also gives the opportunity to significantlyreduce device cost. From the perspective of power consumption, optimal choices can be made. However,a proof of concept or a prototype with this implementation choice would not be possible due to the timeconstraints of this project.The last configuration, where an MCU and LoRa RF transceiver chip are already chosen and implemented,is also not chosen. The cost of these modules is relatively high and this configuration does not allow formuch implementation freedom. Furthermore, as another subgroup already focuses on the design andimplementation of the MCU it is not desired to incorporate the MCU in the design of the wireless module.The choice is made to use a pre-configured modem as in Figure 4.2b, since this implementation is almostdirectly usable. Also, large development costs and time are omitted in comparison to the chipset imple-mentation in Figure 4.2a. This still gives freedom in choosing an MCU. However, the extra MCU on themodem, which implements the LoRaWAN protocol, causes a slight increase in power consumption.
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4.2.1 LoRaWAN modem
First of all, the LoRaWANmodemmust be operating in the European 863MHz to 870MHz frequency bandsince the main focus of this project is in Europe. A comparison is made between three modems imple-menting LoRaWAN, namely the eRIC-LoRa, iM881A, and RN2483modem. Thesemodemswere chosen aspossible candidates based on their availability and documentation compared to other modems not listedhere. The modems are compared on their pricing, power consumption in different operation modes, andinterface.

Table 4.1: LoRaWAN modem characteristics
eRIC-LoRa iM881A RN2483

Cost €19.95 €12.09 €10.95
TX / RX current [mA] - / 15 38 / 11.2 38.9 / 14.2
Sleep current [µA] 15 1.4 1.6

Interface RS232/UART I2C/SPI/UART UART
As can be seen from Table 4.1, the eRIC-LoRa modem is relatively high in cost and also the sleep modepower consumption is significantly higher. Note that the transmission power consumption was not listedin the datasheet. For these reasons, the eRIC-LoRa is omitted from the options. From the two possible op-tions, the RN2483modem is chosen as the best solution. Although the power consumption of the RN2483is slightly higher than the iM881A, the lower cost, extensive documentation, and manufacturer availabilityof the RN2483 in comparison to the iM881A led to this decision. The MCU chosen by the measurementand control group [6] has an UART interface, so communication between theMCU and RN2483 is possible.
4.2.2 Antenna
For the antenna selection, an important choice is made concerning the directivity of the antenna. Cer-tain antennas, such as helical or patch antennas, can have a high directivity in a specific direction, whichimproves energy efficiency. However, these antennas must be directed to the gateway for optimal perfor-mance. For this application, the choice ismade to implement an omnidirectional antenna, which transmitsequally for a constant azimuth angle. This design choice is made to improve the robustness and deploy-ment of the system. Also, a directed antenna is not suited if multiple gateways are used since the antennacan then only be directed towards one gateway.Very common omnidirectional antennas are the whip and dipole antenna, which have a donut-shaped ra-diation pattern. These antennas are considered as an option since along their axis no radiation is present.This is desired since for this application it is already known that no radiation into the air above the deviceis required. This results in a higher gain into the main lobe of the radiation pattern which is directed tothe gateway. In comparison with ceramic chip antennas, the gain of the whip or dipole antenna is higherbecause the ceramic chip antenna does radiate into the air above the device.
VSWR

The Voltage Standing Wave Ratio (VSWR) is a measure of how well the antenna is matched to a sourceimpedance, which typically is 50Ohms. The VSWR is the ratio between themaximumandminimumstand-ing wave amplitude, created by interference of a forward and backward traveling wave in a transmissionline, given by Equation 4.1:
V SWR =

Amax
Amin

(4.1)
The backward traveling wave is caused by reflections. If the VSWR is equal to 1, no reflected power ispresent and no standing wave is created. Antennas can be matched perfectly on a specific frequency, butfor a larger frequency range small mismatches can exist, resulting in a VSWR larger than 1. When selectingan antenna, it is thus important to consider the largest VSWR in the frequency range of interest and selectan antenna with a VSWR close to 1.
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Antenna gain

The gain of an antenna is usually expressed in dBi, decibels-isotropic. This is a measure of power gainrelative to the theoretical isotropic antenna. As explained later in Section 5.4, the maximum Effective Ra-diated Power (ERP) of a LoRaWAN end-device is 14 dBm. The ERP is a measure concerning the radiationpower of a half-wave dipole antenna. Since the half-wave dipole antenna has a gain of 2.15 dB relative toan isotropic antenna, the maximum Effective Isotropic Radiated Power (EIRP) is 16.15 dBm. There is thusstill space for an antenna with a gain of 2.15 dBi to stay under the ERP limit of 14 dBm.
Antenna selection

The antenna should be operating in the 863 MHz to 870 MHz frequency range. The most suited antennafor this application is the whip antenna since there is very low availability of dipole antennas for this appli-cation. However, whip antennas require a ground plane for optimal performance and thus it is difficult toestimate the real performance of these antennas. In Table 4.2, three widely available whip antennas arecompared based on their pricing, gain, and VSWR. The prices are based on bulk prices found at Digikey,Mouser, Farnell, and RS.
Table 4.2: Whip antenna characteristics

ANT-868-PW-QW ANT-8WHIP3H-SMA ANT-868-OC-LG-SMA
Cost €6.93 €4.21 €5.60

Peak gain [dBi] 1.6 3.0 0.4
VSWR 1.9 1.4 1.9

The ANT-8WHIP3H-SMA in Table 4.2 is chosen based on the relatively low cost, high gain, and low VSWR. Itis however important to test the antenna performance in reality and it is advisable to evaluate the receivedsignal strength at several distances.
4.3 Gateway
Choosing a gateway depends on several factors. First, it is important to specify the operating environment.The gateway needs to be specified to operate in an in- or outdoor environment, with proper operating tem-peratures. Furthermore, the connectivity to the network server should be considered. This can be accom-plished via either Ethernet, WiFi, or cellular networks or a combination of the three. With certain gateways,it is also possible to have a network server running on the gateway directly.Now, the capacity of the gateway is reviewed. As will be explained later in Section 5.1, LoRa messagesare orthogonal when using different Spreading Factors (SFs) in the range of SF7 to SF12. This means thatmessages on the same frequency channel with a different SF will not interfere with each other. There arerelatively cheap single frequency channel gateways available, which only support reception of messagesfrom one frequency channel and one SF simultaneously. Fortunately, also gateways are available sup-porting up to eight frequency channels. These channels can receive different SF simultaneously in rangeSF7 to SF12 and thus have significantly higher capacity. However, it must be noted that these gatewaysonly have eight physical message demodulators on board. Thus, only eight packets can be demodulatedsimultaneously [21]. To increase the network capacity, an 8-channel gateway is chosen. Furthermore, it isimportant to note that a gateway cannot transmit and receive simultaneously. This means all incomingpackets will be blocked when a gateway is transmitting a message to an end-device.
4.4 Network server
The network server ensures correct communication between the end-devices and other applications thathandle the data. All the packets which are transmitted on the network are sent to this network server.A function of the network server is discarding the duplicate messages received by multiple gateways onthe same network. The network server also handles authentication of the end-devices. Also, it schedulespacket transmissions from the gateway to the end-device. Creating a network server would not be neededas some open source options are available. An example of this is the open-source ChirpStack networkserver [22].
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4.5 Application server
To complete the LoRaWAN, an application server is needed. This is the brain of the network that decryptesand encryptes data and handles the network join requests of end-devices. Apart from this, it contains aweb Application Programming Interface (API) from which other applications can get the data from thenetwork. ChirpStack offers an open source application server, which also contains a web interface whereit is possible to manage users, applications, and end-devices.Apart from the network, to deliver a complete product, additional applications have to be created whichhandle the possible actions taken based on the incoming data. When the system is used for researchpurposes, a front-end application should be made which takes in all the data and creates a 3D tempera-ture map from this data and displays it in a web or desktop interface. When the system is used as a frostprevention system, a back-end application should be running which can send information to a front-endapplication, such as a mobile or web-app, through which the farmer can be notified of frost with a noti-fication from the app, an email or text message. Also, in this app, the farmer can enter in what periodhe would like to do measurements to prevent the crops from frost and adjust the critical temperature forspecific crops, as listed in the requirements. The back-end application can then also be used to initiate anaction depending on the available frost prevention method. These applications all communicate throughthe application server API.
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Chapter 5

LoRaWAN end-devices
In the previous chapter, the hardware considerations were listed to implement the entire Wireless SensorNetwork (WSN). In this chapter, first the parameters that can be configured in a LoRaWAN end-device aretreated. Then, the LoRaWAN specifications for an end-device are elaborated. Furthermore, the structureof the uplink packets, that is from end-device to gateway, and downlink packets, that is from gateway toend-device, are treated. Next, amaximumcommunication distance estimation of the end-devices ismade.Knowing the packet lengths and maximum communication distance, an energy consumption estimationis made based on different scenarios. Finally, the join procedure and the use of confirmed messages inLoRaWAN are discussed.
5.1 End-device parameter configuration
To create an end-device that can transmit messages, some basic parameters not specified in the Lo-RaWAN specification, should be configured by the developer of the network. These parameters definehow LoRa modulation is performed and can be different for every packet. Each end-device can use a cer-tain Data Rate (DR) to send a message on a certain frequency channel. The DR is composed of the usedtype ofmodulation, the spreading factor, and bandwidth. According to a combination of these factors, alsoa maximum application payload is applicable. In Appendix B.2, different DRs ranging from DR0 to DR7 arelisted for devices deployed in Europe. Now, the adaptable parameters in LoRaWAN are explained in moredetail.
Center frequency

The center frequency is the carrier frequency on which the message is sent. The carrier frequency whichcan be used is dependent on the regional regulations. In Appendix B.1 the possible carrier frequencies forEurope and their regulations are specified.
Spreading Factor

The Spreading Factor (SF) stands for the number of raw bits that are encoded in a single symbol. Thismeans that the amount of values encoded in a single symbol is 2SF coming from 2bits. The symbolsare encoded in chirps, which are simply a linear frequency sweep across a frequency band defined bythe bandwidth and the carrier frequency. This type of modulation is called Chirp Spread Spectrum (CSS).By using the entire channel bandwidth for the chirps, LoRa modulation is very robust to channel noise.To allow for symbols with higher spreading factors to contain more bits, these symbols are encoded onchirps which take twice as long to sweep across the same frequency range. This means that the time tosend one symbol doubles for every spreading factor increase. In LoRaWAN, messages with different SFsare orthogonal and cannot interfere with each other. The larger the SF, the more noise resistant the signalis so the maximum distance at which the signal can be received also increases.
Bandwidth

The Bandwidth (BW) denotes the frequency range used by an up- or down chirp. The BW also representsthe chirp rate. Thus a higher bandwidth gives rise to a higher data rate. The BW is adaptable with thechoice from 125 kHz and 250 kHz for Europe. For the sake of regularity, in this design a bandwidth of 125kHz is used since DR0 to DR5 use this bandwidth, as listed in Appendix B.2.
Coding Rate

To improve link quality, LoRa modems employ cyclic error coding to perform forward error detection andcorrection [23]. Depending on the amount of interference on a channel, the Coding Rate (CR) can be
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changed. The CR is given by CR = 4
4+n with n = 1, 2, 3, 4. This expression can be interpreted as fourbits which are encoded by 5, 6, 7 or 8 transmission bits. The cyclic error coding thus introduces an amountof overhead depending on the robustness to interference that is desired. For this application in a rural area,the lowest CR = 4

5 is used.
5.2 LoRaWAN specification
In this section, the specifications of LoRaWAN are treated, the different LoRaWAN classes are reviewedand final end-device implementation details are provided.
5.2.1 LoRaWAN network layers
The networking part of an end-device can be divided into three layers depicted in Figure 5.1 [24]. The firstlayer is the application layer. Here, the data is gathered from the sensors and processed. The applicationlayer passes the data to the Media Access Control (MAC) layer when it needs to be sent. The MAC layercontains all the information and parameters needed to communicate in the network. The MAC layer addsadditional headers to the data which are needed for the communication between the network server andend-device. If everything is configured correctly, theMAC layer passes the data to the Physical Layer (PHY)which sends the data using LoRa modulation to a gateway.

Figure 5.1: LoRaWAN network layers in a end-device [24]

5.2.2 LoRaWAN classes
The LoRaWAN specification describes three class types: A, B, and C. These classes indicate options fortheMAC layer in end-devices. Class A is the base implementation of the LoRaWANMAC layer. This meansall end-devices must have the functionality described in the class A specification. Class A has two timeslots that are opened after a transmission in which downlink messages can be received. Class B adds thepossibility to send data to the end-devices in additional time slots compared to the ones given in class A.This is achieved by having the gateway sending a beacon signal regularly. This beacon is used for timingreference. Finally, in class C the end-device is constantly listening for possible downlink messages. ClassA is by far the most power-efficient solution, namely 6 and 2000 times more power-efficient than class Band C, respectively [25]. Thus class A is used for this application.
Class A

Class A specifies that after every transmission of an end-device, two short receive windows need to beopened by the end-device in which downlink messages can be received. In the first window, RX1, the end-device listens for amessage on the same Spreading Factor (SF) and frequency as the previous uplinkmes-sage. The secondwindow, RX2, is used to receive informationwith a predetermined SF and frequency. Thereceive slots open after a certain delay specified by RECEIVE_DELAY1 and RECEIVE_DELAY2 as visualizedin Figure 5.2.
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Figure 5.2: Class A end-device receive slot timing [23]
For the RN2483, the RECEIVE_DELAY1 can be adapted by the developer, but a delay of 1000 ms is default.RECEIVE_DELAY2 is fixed to a value of RECEIVE_DELAY1 + 1000 ms in the RN2483. The receive windowsize of RX1 and RX2 can be set between 0 to 65535 symbols [26]. These window sizes should be largeenough to at least detect 5 symbols of a downlink message preamble [23] [25]. The symbol time Tsym ofa LoRa packet with a certain SF and BW of 125 kHz is given in Equation 5.1 [27] and can be found in Table5.1.

Tsym =
2SF

BW
(5.1)

A receive window size of 5 symbols would demand extremely good timing for downlink message schedul-ing and sending by the network server and gateway, respectively. Therefore, a minimum extra timemarginof 10ms is given. Note that for higher SF, thismargin becomes larger since the time of sending one symbolis larger than the given margin. The final receive window sizes corresponding to a certain SF are listed inTable 5.1 below.
Table 5.1: RX1 and RX2 receive window sizes for different SFs

Spreading factor SF7 SF8 SF9 SF10 SF11 SF12
Symbol time [ms] 1.024 2.048 4.096 8.192 16.384 32.768

Receive window sizes [ms] 15.36 20.48 32.77 57.34 98.30 196.61
The disadvantage of using RX1 is that the downlink message might collide with an uplink message senton the same channel since the same SF and frequency are required to be used in RX1. The RX2 settingscan be set on any particular frequency channel and SF. The default and most useful frequency channelis the 869.525 MHz channel. This channel can only be used for downlink messages and has a morerelaxed regulation. The duty cycle limit is 10% and the maximum sending power is 500 mW (27 dBm) [23].Furthermore, because no uplink messages are sent on this channel, there is no possibility that downlinkmessages collide with uplink messages. For this reason, it is decided that RX2 primarily is used to returndownlink messages. However, the RX1 still might be used in cases it is known that no other end-devicewill transmit an uplink message. This will be explained later in Section 6.2.
5.3 Up- and downlink packets
The RN2483 modem has a hexadecimal interface. As the payload of a LoRaWAN message is per byte,two hexadecimal values are used to represent each byte sent. To make use of the payload efficiently, thedata is translated from binary format to hexadecimal. To easily distinguish between different parts of thedata and translate the binary data into decimals again in the MCU, the size of all different parts of the datais determined independently. There has been made a distinction between measurement periods, namelywhen temperature measurements are required to protect the crops or not. If this is not the case, this isreferred to as the off-season period.
An uplink message will always contain the following payload:

• Energy level indicator: 1 byte
• Measured temperatures of 5 end-devices: 10 bytes
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The energy level indicator range is between 1% to 100%. This range is chosen since if the end-device hasa zero energy level, the uplink message cannot be sent. Furthermore, the maximum temperature rangeof the temperature sensor chosen by the measurement and control group [6] is between -40 °C and +125°C with an accuracy of one decimal place. Although the practical temperature range will be smaller, still 2bytes are required to represent these numbers using two’s complement representation. Finally, the tem-perature measurements of all five end-devices and the energy level indicator will be concatenated to astatic packet structure. The total payload size of an uplink message is thus equal to 11 bytes. As describedby the measurement and control group [6] and taking into account the maximum application payload asdisplayed in Table B.3, every four hours a message is sent with hourly temperature measurement data inthe off-season period.
A downlink message may contain the following information:

• The real time: 4 bytes
• Assigned time slot: 3 bytes
• Critical temperature: 2 bytes
• Off-season period: 1 byte

The exact reason for the specific types of data included in a downlink message is explained in Chapter 6.The first part of the downlink message is the daily real time, which is sent with a millisecond resolution. Topresent the time of the day with a millisecond resolution, 26.4 bits are required, which results in a 4-bytepayload, as calculated below.
Required bits = log2(24 · 60 · 60 · 1000) ≈ 26.4 bits

Furthermore, the time slot is assigned in a time frame of 5 minutes, as the maximum transmission rate ofan end-device is once every 5 minutes, as listed in the requirements. Thus, 18.2 bits are required, resultingin 3 bytes, as calculated below
Required bits = log2(5 · 60 · 1000) ≈ 18.2 bits

The critical temperature is represented using 2 bytes, following the explanation in the uplink messagestructure. To indicate whether measurements are required to protect crops or if the off-season period isactive, a yes "Y" or no "N" ASCII symbol, respectively, is sent when a change in mode is requested.The downlink message has a worst-case message size of 10 bytes. Note that the size of this message isnot necessarily the same, as less information might be required to be sent in certain cases.
5.4 Duty cycle limitation
LoRaWAN messages of end-devices are limited by duty cycle regulations. This means that an end-devicehas a minimum off period Ts, which is dependent on the duty cycle d and the Time On Air (TOA) of atransmission Ta, given by Equation 5.2:

Ts = Ta(
1

d
− 1) (5.2)

The TOA of a LoRa transmission can be calculated as described in Appendix B.3. In Appendix B.1, theETSI and LoRaWAN frequency band regulations are given. It can be seen that three frequency bands,namely 865.0MHz - 868.0MHz, 868.0MHz - 868.6MHz, and 869.7MHz - 870.0MHz allow for amaximumeffective radiated power of 25mW (14 dBm) and amaximumduty cycle dof 1%. According to the LoRaWANspecification, the first three channels located on 868.1MHz, 868.3MHz, and 868.5MHzwith DR0 until DR5,which are listed in Section B.2, must be implemented on every end-device. Also, the gateway should listenon at least these three channels. Earlier it was concluded that an 8-channel gateway is used. Thus, alsoother frequencies in the above-specified frequency bands are implemented on devices which are: 867.1,867.3, 867.5, 867.7, and 869.8. These all have a maximum duty cycle d of 1% and maximum effectiveradiated power of 25 mW.
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5.5 Maximum communication distance
In this section, the maximum attainable distance in a rural environment is investigated. This is mainlydependent on the transmission power PTX and the receiver sensitivity SR. The transmission power canbe programmed on the RN2483 chips in a range of -4 to 14.1 dBm in 19 steps. Gateways have a highersensitivity than end-devices. Themain bottleneck of this system is thus sending amessage from gatewayto end-device. In the downlink receive window RX2, the gateway is allowed to use amaximum power of 27dBm in the chosen 869.40 MHz to 869.65 MHz channel, which does not introduce any bottlenecks. Themain bottleneck is sending downlink messages in RX1, in which the gateway is obliged to use the samechannel and spreading factor as the uplink message. The Effective Radiated Power (ERP) restriction of 14dBm also applies to the gateway in RX1. Thus, the sensitivity corresponding to a certain SF of the RN2483is given in Table 5.2 to calculate the maximum communication distance.

Table 5.2: Sensitivity of a LoRa end-device
Spreading Factor SF7 SF8 SF9 SF10 SF11 SF12
Sensitivity [dBm] -125 -128 -131 -134 -136 -137

To find the maximum distance d, the maximum allowed path loss Lpath in dB is found from rewriting thelink budget in Equation 5.3:
Lpath[dB] = PTX +GTX +GRX − Lcable_TX − Lcable_RX − SR − Lmargin (5.3)

Where GTX , GRX , Lcable_TX and Lcable_RX account for the antenna gain of the transmitter and receiver,and cable loss of the transmitter and receiver, respectively. The link margin Lmargin accounts for a marginbetween the minimum expected received power and the sensitivity of the receiver.To calculate themaximumdistance, the free-space path lossmodel is usedwith path loss exponentα = 3,which in general is on the border of rural to urban area. The path loss is given by Equation 5.4 [28] and canbe rewritten to obtain the maximum distance in Equation 5.5.
Lpath =

(
4 · π · f

c

)2

· dα (5.4)

d =

(
Lpath(

c

4 · π · f
)2
) 1

α (5.5)
Where c is the speed of light in vacuum and f is the carrier frequency of 868 MHz. The free space pathlossmodel in Equation 5.4 and 5.5 is used as an upper bound for themaximum distance with the path lossexponent near urban environments. Finally, the maximum distances of different SFs versus transmissionpowers are obtained in Figure 5.3 below.

Figure 5.3: Maximum distance obtained with different SFs and transmission power.
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In Figure 5.3, a link margin Lmargin of 10 dB is introduced to provide a safety margin such that no mes-sages are lost due to approaching the maximum sensitivity of the receiver. Also, the peak antenna gain of3 dBi for the ANT-8WHIP3H-SMA, is not embedded into the calculation but transmit and receive antennagains of 0 dBi are used instead to account for impedance mismatching and non-optimal performance ofthe antenna. Figure 5.3 thus shows a worst-case scenario for the maximum attainable distance for a cer-tain transmission power and SF.
According to the requirements, a maximum distance of 1 km must be obtained in a worst-case scenario.Important to note is that the output power setting on the RN2483 is limited by the antenna gain, as ex-plained in Section 4.2.2. A maximum E.R.P of 13.15 dBm is now allowed for the RN2483. On the RN2483,the power can be adjusted in steps, and thus the maximum output power should be set at 12.5 dBm [29].From Figure 5.3 it can be said that this is not a problem for all SFs. Also, the output power of end-deviceswith a higher SFs can be lowered to reduce power consumption. To give some distance margin such thata worst-case scenario is not exactly at 1 km, all output powers corresponding to a specific SF are adjustedto a power setting in the RN2483 which accommodates a maximum distance of 1.5 km. These outputpowers are listed in Table 5.3 in the consecutive section.
5.6 Power breakdown
In this section, the power breakdown of the LoRaWAN modem RN2483 is made. With the knowledge thatthe device is class A, that the up- and downlink messages have a certain length, and that the distancerequirement can be fulfilled, an energy consumption estimation is made. An important factor influenc-ing energy consumption is the Time On Air (TOA) of the up- and downlink messages. The TOA of LoRapackets is calculated according to the formulation given in Appendix B.3. Note that a downlink messagesdoes not have a CRC included, thus downlink TOA is reduced [23]. Now, different scenarios for the energyconsumption per transmission are created based on the reception of acknowledgements (ACKs) from thegateway in a certain receive window, RX1 or RX2.

• Scenario 1: Uplink transmission without ACK.
• Scenario 2: Uplink transmission with ACK in RX1.
• Scenario 3: Uplink transmission with ACK in RX2.
• Scenario 4: Uplink transmission with failed ACK in RX1 and successful ACK in RX2.

In the first scenario, no ACKs are sent to the end-device. This means that both receive windows are openfor the specified window size in Table 5.1. In the second scenario, the ACK is received in RX1 and RX1 willthus be opened for the entire time on air of the downlink packet. Note that, as in this scenario the downlinkpacket is received at the correct end-device, the RX2 window will not be opened [23] and thus power issaved. In the third scenario, the ACK is received in RX2 and this window will also be opened for the entiretime on air of the downlink packet. In the fourth and worst-case scenario, an ACK which was targeted atanother end-device or an ACK with an error is received in RX1. In this case, the message however has tobe demodulated and RX1 is opened for the entire time on air of the downlink packet. Now, the end-devicealso opens RX2 to attempt a successful reception of a downlink message.
In Table 5.3 below, for each SF with a bandwidth of 125 kHz, the uplink and downlink TOA are listed. Also,the RN2483 output power settings are listed according to the datasheet [30] and the transmission currentscorresponding to these output powers are listed.

Table 5.3: Parameters for power analysis
Spreading factor SF7 SF8 SF9 SF10 SF11 SF12Uplink 11 bytes TOA [ms] 36.1 72.2 144.4 247.8 495.6 991.2Transmission power [dBm] 12.5 8.1 5.8 2.5 0.4 -0.6TX current [mA] 36.5 31.2 28.8 24.7 22.3 21.2Downlink 10 bytes TOA [ms] 36.1 62.0 123.9 247.8 495.6 827.4
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In Figure 5.4 below, the consumed energy per uplink transmission for all SFs is given, with a payload of11 bytes. Also, in Figure 5.5 an energy consumption analysis is made of an SF9 end-device. This analysisincludes one uplink transmission of 11 bytes and one downlink reception of 10 bytes in RX2, thus imple-menting the third energy consumption scenario.

Figure 5.4: Transmission energy per SF for an 11 byte up-link packet Figure 5.5: Energy consumption of an end-device withtransmission on SF9
As explained in Section 5.2.2, the first receive delay equals one second by default. In Figure 5.5 this isreferred to as IDLE1. Then, the first receive window RX1 opens and no message is received in this case.Subsequently, the RN2483 is in IDLE2, which has a length equal to one secondminus the RX1 window size.Then, RX2 is opened and with successful detection of 5 downlink preamble symbols, the RX2 window re-mains open for the entire TOA of the downlink packet.
Finally, in Figure 5.6 below, the energy consumption for all four previously described scenarios are plottedfor each SF.

Figure 5.6: Total energy consumption for all SFs under different scenarios
As can be seen in Figure 5.6, the energy consumption increases exponentially with the SF. To minimizeenergy consumption in an end-device it is decided that SF11 and SF12 are not used. In Figure 5.6 it can beseen that when only using SF7, SF8, SF9, and SF10, the maximum energy used per transmission is 49.69mJ (13.80 µWh). The remaining time in which the RN2483 is not sending, it is in sleep mode consuming5.28 µW.
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5.7 Network join procedure
In LoRaWAN, two join procedures are defined, namely Over-The-Air Activation (OTAA) and Activation ByPersonalization (ABP). In OTAA, an end-device joins the network by sending a join request. The networkserver then responds with a join accept message, which sends all necessary authentication keys, deviceaddress, and other settings to the end-device.In ABP, four session keys and the device address are directly programmed in the end-device. This enablesthe device to directly join the network with the given parameters and bypass the join-accept procedureas in OTAA. For this project, ABP is used since knowing the device address in advance is useful to deter-mine the position of each end-device. When joining the network using ABP, an end-device transmits theResetIndMAC command for all uplink messages until it receives a ResetConf command from the networkaccording to the LoRaWAN specification V1.1. However, the firmware of the RN2483 does not supportthe LoRaWAN specification V1.1 yet. In earlier versions, the end-device can directly send messages to thenetwork, knowing all necessary parameters.
Rejoining the network

In case an end-device runs out of power, the end-devicewaits until it has enough energy to properly functionagain [6]. In that case, a rejoining procedure is required since the end-device lost track of time. In LoRaWANV1.1 [23], the end-device then performs a rejoining request, which again includes sending the ResetIndMACcommand and wait for a ResetConf command. This is done using SF11 or SF12 to prevent collisions withother already joined end-devices. After re-initialization, the device is required to use the configuration ofwhen the device was first connected to the network. During this re-initialization, the network again informsthe end-device with the time, its allocated time slot, the critical temperature, and whether it the off-seasonperiod or not. Furthermore, it is decided that if an end device did not receive any downlink messages for20 consecutive times, a rejoining procedure is evoked. When the system is in off-season mode it waits 5consecutive times before rejoining.
5.8 Confirmed messages
In LoRaWAN, there is the possibility to force a confirmed message from the end-device and also from thegateway side.

Figure 5.7: Confirmed downlink messaging scheme [23]
Due to the non-optimal downlink capabilities of LoRaWAN class A, no uplink confirmed messages areused. Confirmed downlink messages however will be used, as visualized in Figure 5.7. The gateway sendsa downlink message which should be acknowledged by the end-device by setting the ACK bit high [23].This acknowledgement does not necessarily have to be sent directly as in Figure 5.7, but can be includedin the next uplink data message from the end-device. In this way, more reliability is added without extraenergy usage.
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Chapter 6

Network implementation
In this chapter, the implementation of the LoRaWAN is treated. First, a network in which all 2000 end-devices send at random times is investigated. According to packet loss calculations and downlink mes-saging capabilities of such a network, a solution that includes packet scheduling using time slots is in-troduced. As described by the measurement and control group [6], end-devices in this scheduled systemtransmit once every 5, 10, 15, 20, and 30 minutes based on the current temperature and the amount ofenergy left in the end-device.
6.1 Packet collisions with random transmissions
To create a network with the least amount of collisions as possible, all eight frequency channels are used.After each transmission, LoRaWAN end-devices are hopping to another frequency of the eight frequencychannels, resulting in an average amount of 250 end-devices per channel. When end-devices would ran-domly send in 5 minutes, one method to reduce the chance of uplink collisions as much as possible is todistribute end-devices over all Spreading Factors (SFs) in such away the total Time On Air (TOA) of a groupof end-devices with the same SF is equal to the other groups with different SFs. The chance of collisions isinvestigated using this distribution of end-devices. For a packet time p, the probability of k transmissionsin this packet time following a Poisson distribution is equal to:

P (X = k) =
(λp)k

k!
e−λp

With λp representing the expected number of transmission packets during a packet time p, where λ is therate at which arrivals occur. For a successful transmission of a packet on time t = T , during the interval[T − p, T + p] no transmissions of other end-devices with the same frequency and SF must occur. Thechance of zero other packet transmissions on the same frequency and SF in this time isP (X = 0) = e−2λp.Then, this chance is multiplied by the expected number of end-devices within the channel with the sameSF. By doing so, the total throughput and thus also the total packet loss of the network can be found whenend-devices send at a random moment in 5 minutes. In Figure 6.1 below, the packet loss percentages aregiven against the payload for different combinations of SFs.

Figure 6.1: Packet loss percentage with 2000 end-devices sending randomly in 5 minutes

26



It can be seen that with an uplink payload of 11 bytes, the packet loss percentage is about 3% when usingfour SFs. Note that the different plots show some staircase pattern because the TOA of LoRa packets doesnot increase linearly with payload but increases in steps of a few bytes. Furthermore, the effect of reducingthe amount of SFs becomes more significant when using three or fewer SFs. This is because when usingall SFs, relatively fewer end-devices use SF11 and SF12, due to the distribution of end-devices such thatthe total TOA of all SF groups is equal. Thus, the lower the SF that is not used, the more end-devices haveto be redistributed over the remaining SFs, resulting in a higher packet loss.
It is now important to investigate the feasibility of sending acknowledgements to the end-devices. Asstated in Section 4.3, a gateway cannot receive and transmit at the same time. So using a single gatewayfor sending and receiving messages might cause a large loss of uplink messages when downlink mes-sages are sent. To get a good idea of the limitations of using a single gateway the network is simulated,which is discussed in Section 6.3. There, a possible solution to this problem is presented.
6.2 Scheduling system
In the previous section, a significant packet loss rate is calculated. Now, a scheduling system is designedto assure lower or no packet loss.
6.2.1 Time slots
The designed scheduling system assigns a time slot to every end-device in which the end-device is al-lowed to send. These time slots are distributed over 5 minutes, which is the maximum transmission rateof an end-device. As in LoRaWAN, end-devices are hopping to a different frequency out of eight differ-ent implemented frequencies after each transmission, these time slots in 5 minutes are created using alldevices with the same SF. The design of the time slots for a certain group of end-devices with the sameSF is thus independent of other groups of end-devices with the same SF. In Figure 6.2 below, frequencyhopping of two end-devices that have the same SF is visualized. The used carrier frequencies in Figure6.2 are chosen and used for simulation purposes to utilize all frequency bandswith 1% duty cycle efficiently.

Figure 6.2: Frequency hopping with time slots
When an end-device sends on a certain frequency, the blue or red transmission box is highlighted. Theirtime slots may not overlap, since that would cause a collision at minutes 21 and 26 for example. Whencreating a scheduling system in which time slots are used, it is important to investigate the time betweentwo messages of the same SF. This time must be large enough to allow for time drifting of the Microcon-troller Unit (MCU) clock [6] to prevent collisions. Also, RX1 downlink messages may not collide with uplinktransmissions. By distributing the end-devices over the SFs in such a way RX1 downlink messages donot overlap with uplink transmission slots, more reliable downlink messaging is obtained. Note that if RX1does overlap with an uplink transmission slot, a collision occurs with a chance of 0.125 since the otherend-device must accidentally use the same carrier frequency as the downlink packet. In Appendix B.4, aninvestigation is made of RX1 feasibility when end-devices are spread over the SFs such that the total TOAis equal. This results in RX1 window and uplink transmission window overlap and thus collisions mightoccur. Distributing the end-devices according to Table 6.1 results in collision-free RX1 slots, as illustratedin Figure 6.3.
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Table 6.1: Parameters for reliable RX1 downlink messages
Spreading Factor (SF) SF7 SF8 SF9 SF10
Number of end-devices 730 700 400 170

Inter-message uplink time [ms] 374.9 356.4 605.6 1517
Min. RX1 to uplink message time [ms] 161 142 232 269

Figure 6.3: Time slots allowing for RX1 downlink messages

6.2.2 Clock drift
In this section, the influence of clock drift of the end-device is discussed. Due to time drifting of the MCUclock, the local recorded time in an end-device changes compared to other end-devices. To prevent a trans-mission window from overlapping with other transmission windows or the RX1 window, time correction isnecessary. The minimum time between transmission windows is the uplink inter-message time of 356.4ms, corresponding to end-devices with SF8 sending every 5 minutes. This means that end-devices usingSF8 should never shift more than 356.4 ms away from their original assigned time slot when transmittingevery 5 minutes.

Figure 6.4: Time drift of two end-devices of the same SF.Situation 1, both devices have negative time drift. Situa-tion 2, one device has positive time drift and the other de-vice has negative time drift. Figure 6.5: Time drift of the crystal oscillator versus tem-perature
Two possible situations of two time drifting end-devices are depicted in Figure 6.4. Based on the tem-perature of the end-devices, either situation 1 or 2 is present. In the worst-case scenario, one end-device
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follows case 1 and the other end-device follows case 2 of Figure 6.5. In this figure, case 1 and 2 are upper-and lower bounds for the end-device clock time drift, presented by themeasurement and control group [6].In Figure 6.4, the worst-case scenario in situation 1 is when the blue end-device is corrected to its originaltime slot, depicted in grey and the red end-device has drifted maximally to the left. Therefore, the maxi-mum allowed time drift is equal to the time between two uplink messages. In situation 2, the worst-casescenario is when one end-device has a positive maximum time drift and the other end-device has a maxi-mumnegative time drift, as visualized in Figure 6.4. In that case, themaximumallowed time drift is smallersince the time slots of both end-devices are drifting towards each other.The two end-devices do not necessarily have the same temperature. Thus, a relative temperature differ-ence between end-devices of 5 °C is taken into account. Temperature change caused by the use of windmachines results in approximately 3 °C [31]. To provide some margin for temperature differences acrossthe orchard, a 5 °C temperature difference between two end-devices is used for this worst-case scenario.

Figure 6.6: Maximum time between synchronisationmes-sages to prevent transmission window overlap Figure 6.7: Maximum time between synchronisation toprevent RX1 and uplink transmission window overlap
In Figure 6.6, the maximum allowed time between time synchronizations for a transmission rate of 5 min-utes is plotted. In Figure 6.6, it is shown that SF8 requires the most frequent time synchronization, whichis approximately once every 2 hours for 0 °C. Concerning RX1 transmissions, from Table 6.1, it can beconcluded that 142 ms at SF8 is the smallest time between an RX1 window and an uplink transmissionwindow. In Figure 6.7, the maximum time between time synchronizations is plotted as a function of tem-perature for the four SFs. It can be seen that RX1 downlink transmissions might collide with SF8 uplinktransmissions after approximately 43 minutes without time synchronization at a temperature of 0 °C. Forother SF, the required time between time synchronizations is larger since the RX1 window to uplink trans-mission window time is larger. Thus, when sending every 5 minutes, a time synchronization message isnecessary at least every 43 minutes when implementing RX1 downlink messages.

6.2.3 Packet processing delays
Finally, the inaccuracies introduced by processing delays and different packet Time On Air (TOA) with dif-ferent payload sizes are investigated. For each group of end-devices with the same SF, processing de-lays in the gateway for generating a packet and processing delays in the end-device for demodulating thedownlink message are considered constant. A constant processing delay causes a slightly wrong timesynchronization of the end-device. This however does not introduce difficulties as simply all time slots ofthe group of end-devices with the same SF are shifted in time.

29



Figure 6.8: TOA of downlink messages with payload sizes of 4 and 10 bytes
Sending a time synchronization message with different payload sizes and thus a different message TOAcauses significant time synchronization differences, as illustrated in Figure 6.8. A time synchronizationmessage has a minimal size of 4 bytes. However, a full downlink message contains 10 bytes. These timesynchronization issues can be solved by adding the downlink packet TOA as an offset to the synchroniza-tion time sent.
6.3 Simulation
To support and verify the decisions made in Sections 6.1 and 6.2, the network is simulated. The simula-tion is a discrete-time simulation using the Simpy library in Python 1. This means that the simulation isnot a continuous-time simulation but rather an event-based simulation. The created simulation is basedon another Simpy LoRaWAN simulation [32]. First, a network simulation is performed which checks singlegateway performance. Then, network simulations are performed regarding collisions of random transmis-sions to verify the previously conducted collision calculations. Furthermore, simulations of the schedulingsystem are done regarding addressing end-devices with downlink messages.
6.3.1 Simulation structure and properties
In Figure 6.9 below, the structure of the simulation program is illustrated. The most important sub-partsof the simulation program are briefly discussed.

Figure 6.9: The structure of the simulation program

End-devices

In the simulation, the end-devices are all separate instances of an end-device class that contains all theinformation that an end-device in the orchard would contain as well, such as its location, spreading factorand assigned time slot. The end-device creates an uplink message and a message sending event. After
1The code can be requested as it is now stored in a private repository
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that, the end-device creates message receive events that open the receive windows. If the entire send andreceive cycle is completed, the end-device goes back to sleep mode until it reaches the next time slot.
Air interface

The air interface is used to determine whether different packets collide when they are being sent. The airinterface is also used to calculate the received signal strength of packets at the receiving side, accordingto the path loss model described in Section 5.5.
Gateway and servers

The gateway and servers are implemented as one entity. This entity simply checks if uplink messages arereceived and downlink messages are scheduled and sent if this is possible according to the duty cyclelimitations.
6.3.2 Results
Single gateway

The first simulation checks the system performance when only one gateway is used. In this simulation,2000 end-devices randomly send an uplink message to the gateway once every 5 minutes and the gate-way tries to send a downlink message to all end-devices once. In the simulation, the gateway starts withsending all end-devices a downlink message once. This is done in a best-effort way in which the gatewaysends a downlink message when an end-device is ready to receive in either RX1 or RX2 and the gatewayis not restricted by the duty cycle on the RX1 or RX2 carrier frequencies. As can be seen in Figure 6.10, ina period of half an hour a total of 1600 messages will be lost, which is about 13% of the total messagessent. A solution to this problem is using an additional single channel gateway dedicated to transmittingdownlink messages.

Figure 6.10: Amount of blocked and collided uplink messages using one gateway
Random transmissions

The next simulation done verifies the decision to use time slots instead of sending themessages randomly.Thus a simulation is performed in which each end-device sends at a random time every 5 minutes and theend-devices are addressed with a downlink message once. One gateway is used for receiving messagesand another gateway is used for sending downlink messages. In Figure 6.11, the amount of collisions isplotted. In a span of half an hour, 320 uplink collisions happened. That is 2.7% of the total 12000 uplinkpackets sent. For the downlink messages, 6 collisions were detected. During the simulation 252 downlinkmessages were sent via receive window RX1, which resulted in 6 collisions and thus the collision rate isaround 2.4%. This validates the earlier calculated collision percentage of approximately 3% and supportsthe idea of using time slots for more reliability. In Figure 6.12 the addressing time of end-devices that sendat a random time every 5 minutes is given. From this figure, it can be seen that addressing 2000 randomlysending end-devices takes approximately 35 minutes.
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Figure 6.11: Amount of up- and downlink collisions usingend-devices transmitting randomly in 5 minutes Figure 6.12: Downlink addressing time of end-devicestransmitting randomly in 5 minutes
Downlink throughput

Also, the downlink throughput of the system is simulated when using scheduling. This is an importantmetric, as it decides how often end-devices can receive a time synchronization message such that timedrift of end-devices is counteracted. In Figure 6.13, it is shown that the total time to send a downlinkmessage to all 2000 end-devices, sending every 5 minutes in assigned time slots, is about 27 minutes.Also, in Figure 6.13 simulation results for 1000 and 500 scheduled end-devices are shown, resulting in anaddressing time of 17.5 and 14 minutes, respectively.Also, a simulation is done for addressing all 2000 end-devices at different end-device transmission rates,which is depicted in Figure 6.14. The large difference in time can be explained by the fact that when end-devices send less frequently the gateway also has fewer possibilities to send a downlink message.

Figure 6.13: Downlink throughput when using time slots Figure 6.14: Downlink throughput for different transmis-sion rates
Time synchronization messages

Finally, it is important to investigate the feasibility of using time slots concerning end-device clock timedrift. In case the critical temperature is set at 0 °C, the transmission rates of end-devices can change ona relatively small temperature scale. As treated by the measurement and control group [6], a transmissionrate of once every 5, 10, 15, and 20 minutes occurs at temperatures 1.38, 2.08, 2.77, 4.15 °C respectively.For all temperatures above 4.15 °C, once every 30 minutes a transmission is performed.Thus, at temperatures below 1.38 °C, the end-device is transmitting every 5 minutes. From Figure 6.6, itcan be seen that at this temperature a time synchronization message is required approximately every 2hours. At lower temperatures of -10 °C, a time synchronization message is required every 90 minutes toprevent transmission window overlap. From Figure 6.7, it can be seen that at -10 °C a time synchroniza-
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tion message is required every 35 minutes to prevent RX1 and uplink transmission window overlap. Forend-devices transmitting every 5 minutes, the required time synchronization rate to prevent transmissionwindow collisions can be obtained, as from Figure 6.13 it becomes clear that almost all end-devices canbe synchronized in a cycle of approximately 27 minutes. Then, two cycles take approximately 54 minutes,which is the maximum time between two synchronization messages for an end-device. This is far belowthe required 90 minutes at -10 °C and collisions can even be prevented at -25 °C. However, RX1 windowand uplink transmission window overlap cannot be prevented. In a non-ideal situation, the time betweentwo synchronization messages of an end-device can be approximately 54 minutes. From Figure 6.7 it canbe seen that the required synchronization time is below 54 minutes for devices with SF8.Since the use of RX1 appears to be difficult to realize, although collision chances are very small, an inves-tigation is done of using RX2 for addressing end-devices with downlink messages only. In Figure 6.15, inwhich only RX2 is used, the time it takes to send all end-devices downlink messages is found. A slightlyworse result is found in comparison to using both RX1 and RX2 in Figure 6.14. The use of RX1 appears tohave a small impact on performance improvement.

Figure 6.15: Time to adress all end-devices for transmission rates using only RX2
Using the RX2 receive window only, it is possible to prevent transmission window overlap for transmissionrates of 5, 10, 15, and 20 minutes, as within the required synchronization period of two hours, almost allend-devices can be addressed with a downlink message in two downlink cycles. For a transmission rateof once every 30 minutes, it can be seen in Figure 6.15 that after one hour, approximately 100 end-devicesare still non-addressed. To solve this problem, the second downlink addressing cycle should be startedearlier, prioritizing earlier non-addressed end-devices. In this way, a network with scheduled end-devicesis created with the prevention of collisions.
It must be noted that all the above-described observations are based on Figure 6.7, which shows a worst-case time between synchronizations for a very crowded scheduling schemebased on all end-devices send-ing every 5 minutes. At a lower transmission rate, fewer time slots are used, and thus also the requiredsynchronization times become larger. However, it must be noted that all end-devices individually decidewhich transmission rate should be used. It is not possible to say whether all end-devices of the networkare using the same transmission rate. It is thus not sure whether all inter-message times become largersince the spreading of end-devices over time is unfortunately not performed such that the inter-messagetime is optimized. There could still be some cases in which two end-devices are located close to eachother, although the chance is extremely small. Thus, when most of the end-devices use a transmissionrate of once every 30 minutes, it is expected that no significant performance reduction will be present ifthe second downlink addressing cycle is not performed earlier.
Finally, it can be concluded that the proposed scheduling system can be used as even in the worst-casesituation, a change of collisions is still relatively low compared to a network in which end-devices send atrandom moments in time.
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Chapter 7

Conclusion and discussion
The first step towards a smart system in which measurement and system data can be accessed remotelyand system commands can be given, consists of investigating wireless communication techniques. Wire-less communication protocols SigFox, LoRaWAN and NB-IoT are intensively reviewed. Based on the longrange, low power, and low cost requirement of this project, LoRaWAN is chosen as wireless communica-tion technology.
Now the wireless communication protocol is chosen, off-the-shelf hardware components are chosen toimplement LoRaWAN. The communication modem RN2483 and ANT-8WHIP3H-SMA antenna are cho-sen to implement the functionality of the end device in the network. The RN2483 was chosen based onthe low cost, low power, and easy implementation, as the LoRaWAN protocol is already on-board. TheANT-8WHIP3H-SMA antenna is chosen based on a good gain, its VSWR properties, and its radiation pat-tern. However, the real performance of the antenna must be tested in practice. Also, properties of otherimportant components in LoRaWAN are reviewed. The characteristics of a gateway, network server, andapplication server are discussed and it is concluded that by using LoRaWAN, warning system capabilitiescan be realised.
Furthermore, it is discussed how transmission parameters of a LoRaWAN end device can be configured.Also, LoRaWAN specifications are treated. It is concluded that the lowest power consuming device classA is used for this project. Also, uplink and downlink packet structures are explained and packet sizes of 11and 10 bytes are chosen, respectively. With the use of these packet structures, the temperature measure-ment data of 5 connected temperature sensors and the energy level are sent with each uplink message. Ina downlink packet, the time, an assigned time slot for the end device, the critical temperature, and whetherthe end device should perform measurements to protect crops or not. Finally, based on the specificationsof a LoRaWAN class A device, the RN2483, and packet structure, a power breakdown per transmission ismade. This power breakdown, consisting of multiple scenarios, resulted in a maximum energy consump-tion per transmission of 49.69 mJ.
Finally, a solution which implements scheduling in LoRaWAN is designed. The measurement system de-veloped by the measurement and control group [6] requires a maximum transmission rate of once every5 minutes. When 2000 LoRaWAN end devices would send randomly in these 5 minutes, it is found thata packet loss percentage of approximately 3% will be present. Thus, a scheduling system is designed toimprove reliability. Due to time drifting of the clock of an end device, it is found that all end-devices needa frequent time synchronization message based on the transmission rate the end-device is using. It isfound that by using the second receive window RX2 of a LoRaWAN class A end-device only, a networkwith scheduled end-devices can be realised with a significant reduction of collision chances.
Recommended future work

The first major point that has to be done in future work is actually implementing the system proposed inthis thesis. Building such a system would cause new problems and challenges to be found which are notdiscussed in this thesis. In terms of the hardware, the antenna needs to be tested such that good esti-mations can be made about the performance. Also, a range test has to be done at a fruit orchard to geta correct estimation of the maximum distance. The RN2483 module must be installed and tested withthe other hardware components to see if any problems arise from that. The last part would include imple-menting the scheduling algorithm in a network server and test the actual performance. Especially buildingthe scheduling algorithm is seen as a interesting new opportunity to increase the reliability of LoRaWANfor large scale networks.
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Furthermore, there are some other points of required future work that were not further investigated due toa lack of time. First of all, the current scheduling system ismade such that it is optimised for a networkwith2000 nodes that transmit every 5 minutes. A more general adaptive scheduling algorithm should bemadethat is optimised for end-devices that send less frequently than once every 5 minutes. A better distributingalgorithm for spreading end-devices over time at lower transmission rates could increase network reliabilityeven more since in that case, end-devices have fewer restrictions due to clock drift.The simulation was done without clock drift. If this would have been implemented, a better estimationabout the exact performance of the system could be made. However, to do this the exact behaviour of theclock drift should be found as only a worst case is now considered. Also, more system inaccuracies areunknown, such as the real processing time differences. Also, it was suggested that it might be possible toturn off the RN2483 in between transmissions. This would eliminate the power consumption of 5.28 µWin sleep mode. However, the feasibility should be investigated with respect to current and future firmwarereleases of the RN2483 and LoRaWAN specification updates.Finally, it is important to note that possible effects of interference not belonging to the network were notinvestigated nor simulated. With increasing usage of IOT devices this can become a serious issue.
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Chapter A

General system design
Before the three subsystems are designed the implementation of the entire system is considered. The goalof the implementation is such that it fits the requirements of the entire system and that each subsystemcan comply with their own requirements. When all these requirements are met, aspects that have to bereduced are manufacturing cost, deployment cost, and maintenance cost. Furthermore, durability hasto be taken into consideration. To prevent further confusion, a single node is regarded as a subsystemwith one wireless communication module, one microcontroller, and one energy harvesting module. Thepossible implementations of the system that were considered to fit into the requirements of the systemare the following:

• Tree multi node: An implementation where every single node has one sensor. As a result, a treecontains 5 separate nodes on one tree. These multiple nodes are placed at different heights in thetree. This is a multi node implementation in a tree.
• Tree single node: A system where each node consists of a single MCU, wireless communicationmodule, and energy harvester, while multiple sensors are connected to this single MCU. All sensorsare placed in a tree at different heights.
• Pole multi node: A system where each node contains a single sensor. Multiple nodes are placed ondifferent heights on a pole.
• Pole single node: A system where each node has multiple connected sensors and each node isintegrated on a pole with the sensors at different heights.

To come to a design decision each option is weighted in the sections below. Based on this weight and theimportance of each aspect an end decision is made which implementation is ultimately chosen.
Power consumption

The main power consumer is the wireless communication module. In a single node implementation, fourwireless communication modules and MCUs are spared and thus this implementation is more preferableover a multi node implementation. The power consumption does not differ between a pole or tree imple-mentation.
Cost

By implementing a single node structure, fourwireless communicationmodules, fourmicrocontrollers, andfour energy harvesting modules are spared compared to a multi node structure. This gives a single nodestructure more advantages. The purchase of a pole gives a tree implementation preference compared tothe pole implementation, although this can be offset by the lower installation cost.
Durability

Durability assesses the lifetime of the system. A pole implementation is considered more durable thana tree implementation since it has a more robust structure than the more fragile branches of a tree. Forthe pole implementation, it is difficult to assess whether a multi node or a single node implementationis better. However, in a single node implementation, fewer components are used and thus the chance ofcomponent failure is lower. On the other hand, in a single node implementation, temperature sensors areconnected by wire and it depends on the type of integration whether this can have a significant negativeimpact on the device its lifetime.
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Deployment

The deployment of the system assesses how easily the system can be installed. A significant advantageof a pole implementation is that it can be prefabricated and quickly installed by only planting the pole. Forthe tree, on-sight installation has to be performed which can be quite work-intensive, since sensors haveto be installed on a certain height. Regarding amulti node or single node solution, the only main differenceis the wiring which comes with a single node system. This is concerned to be more dramatic in a tree thanon a pole since the wiring of prefabricated poles can be implemented more easily.
Placement consistency

The consistency of the system assesses how uniform the heights of the sensors are for each of thetrees/poles. For an implementation with a pole the distance between sensors can easily be made veryconsistent, whereas for the implementation in a tree, heights can be slightly different due to the fact thattrees have different shapes. For this factor, it does not matter whether a single-node or multi-node imple-mentation is chosen.
Efficiency

The efficiency of the system describes how efficiently the system can harvest energy and transmit sig-nals. For a pole implementation with the antenna on top, the transmitted signal likely comes across fewerobstacles. Also with the solar panel on top of a pole instead of on a tree, the panel will receive a lot moresolar energy due to the fact that there is less shadow from the three itself. The difference between amulti-node implementation and single-node implementation also gives rise to different signal transmission- andenergy harvesting efficiency. In the multi-node case, the solar panels are positioned on different heights.The nodes that are positioned higher will likely receive more solar radiation than lower positioned nodes.Furthermore, transmitted signals from the nodes that are positioned lower will likely come across moreobstacles.
Flexibility

The flexibility of the system describes the ease of changing the number of sensors at a location. For amulti node pole implementation, the amount of sensors is changed with more ease than for a single nodeimplementation. This is because, for a single node implementation, a sensor should be added or removedfrom theMCU, while for amulti node implementation only a completemodule should be placed or removedwithout the need of connecting or disconnecting wires. The same holds for a tree implementation.
Maintainability

An important measure for designing a system is minimizing the cost of maintenance after the system hasbeen designed to reduce further costs and time. To maintain the system where each node has a singlesensor greatly increases the amount of hardware that can fail and needs to be maintained. The time ittakes to replace a node can be neglected in the comparison between multi and single node as it will havemuch less influence on the total maintenance cost than the total amount of hardware failures. To comparethe tree and pole solution it comes to the same comparison as with deployment namely disassemblingthe node and installing it again.
Expandability

By implementing a single-node structure, more nodes can be added before the communication systemgets saturated. This because of the limitation in the number of wireless communication nodes that canbe used for a certain gateway. By implementing a multi-node structure, the maximum amount of nodesgets reached more easily, and so the size of the sensor network becomes more limited.
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Final decision

Table A.1: Decision matrix for a tree or pole and multi- or single node implementation
Tree multi node Tree single node Pole multi node Pole single node

Criterion Weight Score Weighted Score Weighted Score Weighted Score Weighted
Power consumption 5 3 15 10 50 3 15 10 50
Cost 7 6 42 10 70 5 35 9 63
Durability 9 4 36 3 27 9 81 8 72
Deployment 2 4 8 3 6 10 20 10 20
Placement consistency 2 6 12 6 12 10 20 10 20
Efficiency 5 1 5 5 25 3 15 10 50
Flexibility 3 8 24 2 6 8 24 2 6
Maintainablity 7 1 7 8 56 2 14 9 63
Expandability 2 2 4 10 20 2 4 10 20153 272 228 364

From Table A.1, it is obvious that a single node pole implementation is the best option for this application.The sub modules in this project are designed according to this specific implementation.
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Chapter B

LoRaWAN
B.1 Frequency band regulations
In Table B.1, the European Standards for Short Range Devices listed by the ETSI Technical Committee (EN300-220) are given. In Table B.2, the LoRaWAN frequency band regulations for deploying an end device inEurope are listed.

Table B.1: Table with ETSI regulations [15]

Table B.2: Table with LoRaWAN regulations [33]
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B.2 Data rates in Europe
In Table B.3 below, the Data Rates (DRs) DR0 to DR5 which can be used in Europe are listed. All these datarates have a Bandwidth (BW) of 125 kHz. The maximum application payload for each DR is listed.

Table B.3: LoRaWAN data rates in Europe
Data rate (DR) Modulation SF BW [kHz] bps max. payload

0 LoRa 12 125 250 51
1 LoRa 11 125 440 51
2 LoRa 10 125 980 51
3 LoRa 9 125 1760 115
4 LoRa 8 125 3125 222
5 LoRa 7 125 5470 222
6 LoRa 7 250 11000 222
7 FSK - 150 50000 222

B.3 LoRa packet time on air
The Time On Air (TOA) of a LoRa packet can be calculated following the procedure described below [27].The symbol time is given by:

Tsym =
2SF

BW

The total time for the preamble is given by:
Tpreamble = (npreamble + 4.25)Tsym

The payload size is given by:
Npayload = 8 +max(ceil(

8PL− 4SF + 28 + 16− 20H

4(SF − 2DE)
)(CR+ 4), 0) (B.1)

The symbols represent the following:
• PL: The number of payload bytes.
• SF: The spreading factor.
• H = 0 when the header is enabled and H = 1 when no header is present.
• DE = 1 when the low data rate optimization is enabled , DE = 0 for disabled.
• CR: The coding rate from 1 to 4.

For the calculations in this thesis, the header is always enabled thus H=0. Also, CR=1 which representsa coding rate of 4
5 is used. Low data rate optimization is only used for SF11 and SF12, as required by theLoRaWAN specification [23].

The total Time On Air (TOA) is then given by:
TOA = Tpreamble +Npayload ∗ Tsym
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B.4 Time slots
In Figure B.1, it is shown thatwhen the end-devices are distributed equally among all SFs, the inter-messagefree channel time drops with higher SFs. This is because higher SFs have higher TOA of an 11 byte mes-sage.

Figure B.1: Free channel time when equally distributing end devices
However, it could be that a certain pattern of time slots is not advantageous for RX1 downlink messagingsince RX1 is always 1 second after a transmission. In Figure B.2 below, the result of using RX1 with theinter-message time shown in Figure B.1 is given. In that case, all nodes are spread among all SFs equally.It can be seen that using this method of scheduling, collisions with RX1 downlink messages and uplinkmessages might occur for end devices using SF9 and SF10, when the other uplink sending device is oncoincidence in the same frequency channel. Also, SF8 devices have a chance of shifting into an uplinktime slot due to time drift the MCU clock.

Figure B.2: Time slots and RX1 scheduling with nodes equally distributed over SFs
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