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Summary

Robust systems are crucial in ensuring safe sailing, e.g. for autonomous vessels, naval vessels, cruise ships
and ships with unconventional sustainable propulsion systems. However, during early-stage ship design,
there is a lack of knowledge on determining the robustness of distribution systems. This hinders making
a substantiated trade-off between different properties of systems on-board ships. Therefore, there is a
need to better estimate the robustness of distribution systems in early-stage ship design. This study
aims to provide an improved system robustness estimation in early-stage ship design through comparing
and verifying the robustness approach by de Vos (2018) using the robustness approach by Van Mieghem,
Doerr, et al. (2010).

Distribution systems on-board ships are defined as a number of connected components together trans-
porting a flow from a source component via hub components to a user component. Graphs are used
to model the distribution systems, with nodes and links representing components and connections. Ac-
cording to maritime design rules or rules of thumb, a robust system has three properties: independent
subsystems, redundancy and reconfigurability. The first studied robustness approach (de Vos, 2018)
reduces system robustness to system reconfigurability, measured using the maximum flow between hub
nodes. The R-value indicates robustness for the second approach (Van Mieghem, Doerr, et al., 2010).
This approach provides a framework for computing topological network robustness, applicable to most
or all networks. The R-value is calculated using a topology and weight vector, consisting of normalised
graph measures and their respective weight.

First, the robustness of a set of graphs within five verification sets is analysed. The five sets all contain
undirected graphs with a varying number of supplier nodes, hub nodes, user nodes and links. According
to the design rules, the graphs within a set show an increase in robustness. However, the analysis shows
that the normalised R-values do not follow the increasing trend, except for the verification set with a
constant number of supplier nodes, hub nodes and user nodes. This result is in line with the system
reconfigurability; therefore, the verification set in which only the number and location of links is varied
forms the basis for the case study.

The case study consists of a system containing five subsystems, differentiated by flow type. The subsys-
tems are individually analysed on system reconfigurability and R-value; constant minimum and maximum
connected graphs are used for the normalisation of the latter. The summation of the values for the sub-
systems is done using superposition; the interaction between subsystems is not part of the scope. Again,
this study shows that the system reconfigurability can be verified using the R-value.

To conclude, this study provides an improved approach to system robustness estimation in early-stage
ship design. Not only system reconfigurability is included in the robustness measure, the robustness
properties independent subsystem and redundancy are now part of the measure as well. Moreover, systems
without hub nodes can be analysed because the measure is not solely dependent on the presence of hub
nodes. The measure is also applicable to data distribution systems because of the general robustness
approach of the R-value. The main shortcomings are in the selection of the graph measures and the
absence of values within the weight vector. Finally, the applicability of the measure on distribution
systems onboard ships remains limited as long as the number of supplier nodes, hub nodes and user
nodes must remain constant.
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Chapter 1

Introduction

This chapter provides context and knowledge on the research topic, introduces the research and its plan
of approach, and ensures that the report is read and understood according to its intended purpose.
This introductory chapter can be split into two parts: a research introduction and a report introduction.
First, the research background and motivation can be found in section 1.1. The background provided in
this section functions as a context for section 1.2 and subsection 1.2.6. section 1.2 describes the problem
definition, followed by the academic knowledge gap and concluding with the research statement and goal.
This section also contains the ethical considerations made regarding this study. The research approach
describes the applied research method and the deliverables defined for this study and can be found in
subsection 1.2.6. The reader is guided through the report aided by the final section of this chapter,
section 1.3. The report introduction forms the second part of the introduction and contains the report’s
objective, an outline and a reading guide.

1.1 Motivation
It is generally accepted that ships can be regarded as complex systems (Gaspar et al., 2012). According
to Rhodes & Ross (2010), there are five distinct aspects when engineering complex systems: structural,
behavioural, contextual, temporal and perceptual aspects. The structural aspects are the focus of this
study and are related to system components and their interrelationships. Subsystems such as on-board
distribution systems need to be improved to improve the structural aspects. In this case, improving
means making the ship, therefore its systems and components, more robust. The reasons for isolating
the robustness element from the total ship improvement is explained using three arguments below.

The concept of robustness can have many different meanings, depending on the subject. For example,
robust red wine is intense and full-bodied, whereas, in biology, a robust person is strong and has a heavy
build. Within this report, the term robustness is applied to general systems and distribution systems
on-board ships. Furthermore, the concept of robustness is often linked to solid structures or systems,
directly related to increased financial and time-investments during the design and building process. The
meaning of robustness in this report is explained in section 2.4.

Hence the question arises: why would one invest in designing and building a more robust ship? To
answer this question, there are three overarching arguments to make a ship more robust: autonomous
shipping, sustainability and operational profiles.

First, significant steps are expected in the development of autonomous surface vessels (ASV) during the
next five to ten years (Cerulli et al., 2018). Remote-controlled vessels with reduced crews are considered
the first step on the track to fully autonomous vessels. It is generally assumed that autonomous vessels
improve safety, increase efficiency and provide greener ship traffic (Haugen et al., 2018). However, Haugen
et al. (2018) states that, despite the decrease in accidents caused by human error, new forms of error
might occur. Some of those risks are currently averted by the crew, which is complex with a higher grade
of autonomy, i.e. fewer crew members. To minimise this type of error, an improvement in the robustness
of on-board systems is required to ensure crew- and public safety.

Sustainability is a second argument for implementing robustness optimisation in the design process. The
selection of system components, especially in the propulsion system, provides a possibility to enhance
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the sustainability. Han (2010) states that pollution emissions from international ocean-going vessels
significantly impact air quality and public health. Technology strategies such as replacing or upgrading
older engines or improving fuel qualities can be implemented in current and future marine vessels to
improve environmental performance. According to Nguyen et al. (2020), objective measures can be
applied to compare conventional and advanced propulsion systems. One of these measures could be the
robustness of the system.

The last argument for improving system robustness can be found for ships with specific operational
profiles such as naval vessels, sailing yachts and cruise ships. In 2019, a cruise ship experienced en-
gine problems, endangering the life of passengers due to drifting towards rocks (BBC, 2019). Extensive
research on improving the robustness of naval vessels has been conducted to improve the vessel’s sur-
vivability during a hostile attack (Habben Jansen, 2020; de Vos, 2018). Some weapons require multiple
distribution systems to function (de Vos, 2018). Therefore, these distribution systems must stay opera-
tional despite experiencing failures of system parts caused by an attack. The risk of a distribution losing
its complete function decreases with increased system robustness.

To conclude, an improved estimation of the robustness of distribution systems offers a more substantiated
trade-off between robustness and other system properties during ship design. It is essential to include
robustness explicitly within this trade-off to ensure crew-, passenger- and environmental safety, to increase
the possibilities in autonomous shipping and to provide for the integration of sustainable components in
the propulsion system. The analysis and prediction of system robustness of distribution systems on-board
ships form the basis of this study.

1.2 Project Description
As described in the previous section, the research motivation provides a ground for a broad range of
research topics. Research concerning the improvement of system analyses during early-stage design can
be done on process level (Gaspar et al., 2012), system-level (Brefort et al., 2018) or from a mathematical
perspective He (2020). The selected scope, further explained in subsection 1.2.6, holds between the sys-
tem perspective and mathematical perspective. At this level of abstraction, two robustness approaches
are examined, which are first briefly introduced below before continuing with the explanation of this re-
search. The selection of these approaches is based on access to background information to both methods,
combined with an academic interest in combining the approaches. In line with the recommendations by
de Vos (2018), applying the more fundamental network theory concepts on system robustness estimation
could prove to be an interesting topic of research. A more extensive explanation of the robustness ap-
proach by de Vos (2018) and Van Mieghem, Doerr, et al. (2010) can be found in respectively chapter 3
and chapter 4. First, distribution systems are defined as a number of connected components, together
transporting a flow (e.a. cooling water, lubrication oil, electricity or data) from a source component via
other components to a certain user component (section 2.2). These components are called nodes in a
graph representation of the network system; the connections are links or edges within this representation.
Table 1.1 provides an overview of the different terms used within literature and this research. A system
is a physical entity, a network is a model of such an entity, and a graph is a mathematical representation
of a network; Table 1.1 provides an overview of different concepts within different research fields.

System Component Connection
Network Node Link
Graph Vertex Edge

Table 1.1: System, Network and Graph Terms

1.2.1 Brief Introduction Robustness Approach de Vos (2018)
During early-stage ship design (subsection 2.1.1), most choices are made based on design rules or rules
of thumb. To make this process more reproducible and reliable, de Vos & Stapersma (2018)1 has
developed a tool (subsection 3.3.3) used to automate design space exploration and to generate onboard
distribution system topologies. The "goodness" of these topologies is measured using two objective
functions: system claim (section 3.4) and system robustness (section 3.5); here, robustness is reduced to
system reconfigurability. While the first function essentially calculates the number of nodes and edges

1This section is based on chapter 3; the primary source is de Vos (2018) unless explicitly stated differently
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within a network, the second function uses a specific network property defined by de Vos (2018): hub
nodes.

Graph, nodes and edges A graph G is an ordered pair of disjoint sets (V,E), in the standard case of
a finite graph G, these two finite sets are defined as vertices V = V (G) and edges E = E(G) (Bollobás,
1998). In network theory, the same concepts are called differently, respectively nodes and links or
connections. Since this research is written in the context of the maritime industry, the terms nodes and
edges or connections are used in this report, in line with the research by Habben Jansen (2020); de Vos
(2018).

All nodes are labelled either supplier nodes, hub nodes or user nodes; the first and last categories are flow
converters connected to subsystems distributing a different flow type. The second objective function,
system reconfigurability, is determined by calculating the maximum flow between hub nodes, normalised
per subsystem. Next to this node differentiation, edge differentiation is used to distinguish subsystems.
The total system has a fixed number of nodes with predetermined functions and undirected edges.

1.2.2 Brief Introduction Robustness Approach Van Mieghem, Doerr, et al.
(2010)

Several frameworks to improve network robustness have been developed over the last 50 years. The
reliability studies focus on the probability of remaining functionality after network component failures,
while performance studies focus on higher levels of abstraction to calculate performability. Van Mieghem,
Doerr, et al. (2010)2 has developed a framework to calculate network robustness applicable to most
network types. The network is defined as a two-layered structure, combining a network topology layer
and a service layer, defining the undirected relations between network components and the functions
performed by the network (subsection 2.3.2).

The "goodness" measure or network robustness (R-value) is calculated using graph measures combined
in a topology vector (section 4.2). The normalised graph measures, such as degree and connectivity,
focus exclusively on the network topology and are no service metrics. The selection and weight of the
measures is made based on a specific network service; a network providing more than one service has an
R-value in which the values per service are combined.

The scope of this framework reaches from physical networks such as power distribution grids and pipelines
to digital networks like the internet. Therefore, the network is defined in a general and mathematical
way. As a result, the networks compared are undirected and only affected by a discrete-time approach.
Moreover, when part of a single comparison, the networks have an equal number of nodes without
specified functionality. Comparing graphs of equal size is considered good practice within the field of
graph theory.

1.2.3 Academic Knowledge Gap
The approaches by de Vos (2018) and Van Mieghem, Doerr, et al. (2010) aim to define and analyse
network robustness and therefore have a common goal. However, as can be read in the brief introductions
in the previous sections, the robustness approaches differ significantly. The two approaches differ in
applied scope, network definition and robustness definition. The concept of these differences is grasped
within the academic knowledge gap, based on the literature review as described in Part I. Figure 1.1
shows a diagram with the knowledge gap in between the two studied robustness approaches. This gap
has two components, formulated as questions:

• If the robustness approach by Van Mieghem, Doerr, et al. (2010) is currently not applicable to
on-board distribution systems, what assumptions must be made to transform this approach to a
robustness approach that can be applied to distribution systems on-board ships?

• To what extent can the specific robustness approach by de Vos (2018) for on-board distribution
systems be verified using a general robustness approach such as the approach by Van Mieghem,
Doerr, et al. (2010)?

2This section is based on chapter 4; the primary source is Van Mieghem, Doerr, et al. (2010) unless explicitly stated
differently
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Figure 1.1: Knowledge Gap Robustness Approach de Vos (2018) and Van Mieghem, Doerr, et al. (2010)

1.2.4 Problem Statement
The statement follows directly from the definition of the knowledge gap:

The robustness approach by de Vos (2018) is not verified using a general robustness approach.
At the moment, it is unknown whether or to what extent the robustness approach by Van
Mieghem, Doerr, et al. (2010) verifies the robustness approach by de Vos (2018), nor is it
known what assumptions are required for the robustness approach by Van Mieghem, Doerr, et
al. (2010) to apply to distribution systems on-board ships.

The scope and deliverables of this study are based on the following research goal:

An improved approach for on-board distribution system robustness estimation in early-stage
ship design, through comparing and verifying the robustness approach by de Vos (2018) using
the robustness approach by Van Mieghem, Doerr, et al. (2010).

Scope

The scope of this study mainly contains the two robustness approaches as described above and in chapter 3
and chapter 4. Even though many other approaches to system robustness exist, no third approach is
included in this research project. Limiting the scope in this way ensures sufficient level of detail for the
comparison and verification study. Only if there is an undeniable reason for a more extensive study of an
assumption, this study to other robustness approaches is carried out. This study aims not to generate
new system topologies; the goal is to analyse and compare existing ones.

1.2.5 Ethical Considerations
The ethical behaviour of ship designers or maritime engineers directly influences public and crew safety,
the environment, and resources. One way of approaching the challenges that maritime engineers face is
by simply following the code of ethics by, e.g. SNAME.

This code of ethics is broadly applicable on engineering related topics; most of them not directly matters
of life and death. However, a little more sensitivity is needed on this subject, as a significant portion of
the literature originates from the Dutch or US navy; military information sources. These information
sources have, more or less, a relation to warfare, meaning that the loss of life is not just a hypothetical
situation. Moreover, most applications of contemporary ship robustness research are in or related to
navy ships.

One could reason that increasing the robustness of such ships is part of the defensive part of the ship
design process. After all, more robust systems increase the survivability of the ship and its crew. On the
other hand, the functioning of the distribution systems is a precondition for the functioning of certain
weapons. Therefore, more robust systems increase the operational capabilities of those weapons, which
means robustness becomes part of the offensive part of the ship design process. The question remains
whether a maritime engineer should contribute to military operations, either directly or indirectly.

A second element within this research topic is sustainability, which is also subject to ethical considera-
tions. In general, a more robust system can be considered more sustainable. However, this statement is
only valid if the system claim is kept constant or has decreased; otherwise, the carbon footprint based
on the used materials does not decrease. Fewer failures within the system is sustainable development
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in itself because it leads to fewer component replacements. The relation between the system efficiency
and system robustness in maritime context is not yet researched; it is difficult to say how the robustness
influences the system efficiency in general.

More robust systems most likely lead to a higher overall safety on-board ships because the probability
of dangerous failures is decreased. If an uncrewed vessel or a vessel sailing with less crew, the job safety
for specific jobs on-board ships possibly decreases.

1.2.6 Research Approach
The improvement of robustness calculations for distribution systems on-board ships is approached by
dividing the challenge in multiple steps. First, concepts used in the research goal are defined: early-stage
(ship) design, on-board distribution systems and robustness. Second, the verification study as performed
by de Vos (2018) in section 6.3 of the dissertation is redefined to be in line with the generally accepted
graph theory rules and with the case study. Third, the newly developed verification sets are used to
analyse the different robustness measures: the objective function system robustness by de Vos (2018)
and the R-value as defined by Van Mieghem, Doerr, et al. (2010). The practical applicability of the
robustness measures on on-board distribution systems is analysed using a case study. This case study is
based on a sample set of the first case study by de Vos (2018).

Deliverables

The research is considered to be finished when the following deliverables have been completed:

• An overview of assumptions required to apply the robustness approach by Van Mieghem, Doerr,
et al. (2010) on simplified networks of distribution systems on-board ships.

• A comparison between the resulting robustness measure of both approaches of the graphs in section
6.3 in de Vos (2018), including the assumptions made for both approaches.

• A modified MATLAB script in which the robustness approach by Van Mieghem, Doerr, et al.
(2010) is implemented in the robustness approach by de Vos (2018).

• A comparison between the results returned by the modified and original robustness MATLAB
script, including the assumptions made for both approaches.

• A conclusion, stating whether or not the robustness approach by Van Mieghem, Doerr, et al. (2010)
improves the robustness approach by de Vos (2018): to what extent and in what way does the first
approach verify the second robustness approach?

1.3 Report Introduction
The aim of this final introductory section is for the reader to understand the structure of this study
report properly. Therefore, the section titles speak for themselves, containing the report objective, the
report outline and a reading guide for this report.

1.3.1 Report Objectives
The main goal of the first part of this report is to provide a clear and well-structured insight into two
robustness approaches, their context, assumptions, differences and application. For the second part, the
objective is to explain the analyses performed on the two approaches. This explanation contains the
initial assumptions, the tools used for the verification, the analysis itself and, finally, a conclusion based
on the results. This conclusion should cover the knowledge gap defined before.

1.3.2 Report Outline
The report structure is provided in Figure 1.2. This figure shows the two main parts of this report:
the literature review and the network analysis. The first part is based on a separate literature study
(Scheffers, 2021); however, both the content and the structure of this study have been adjusted sig-
nificantly. The "new" literature review starts with Distribution Systems Onboard Ships, a combined
chapter including a brief introduction to shipbuilding and on-board distribution systems. Moreover, the
chapter contains different approaches to describe network systems and state of the art concerning system
reliability research. Within this chapter, three key concepts are discussed and defined: early-stage (ship)
design, on-board distribution systems and robustness approaches now typically applied in the marine
industry. The subsequent two chapters Automatic Topology generation Tool (ATG Tool) and Frame-
work for Computing Topological Network Robustness explain the two robustness approaches introduced
earlier in this chapter in section 1.2 in more detail. The three chapters together form part I of this report
and provide the context for the second part.
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The conclusion is supported by the three chapters in Part II: chapter 5, chapter 6 and chapter 7. These
chapters contain the research method, the results and the analysis of these results. First, Network Set
Introduction introduces and compares the possible approaches to verifying the results of the two robust-
ness approaches. These approaches are presented in the form of verification sets containing simplified
distribution networks. In Verification Set Network Analysis, the verification sets are used to compare
different graph measures, originating in the two robustness approaches. Case Study Network Analysis
provides a case study, which is included to improve the applicability of the abstract study within the
maritime industry. The Conclusion, Discussion and Reflection is the last chapter of this report and
contains the conclusions based on the research goal and addresses the knowledge gap.

Figure 1.2: Graphic Overview of Report Content

Apart from the eight chapters, this report also contains two separate inserts. These inserts, officially
defined as Appendix E and Appendix F, contain an overview of the five verification sets and the case
study sample set as introduced in chapter 5. In chapter 4, chapter 6 and chapter 7, there are frequent
references to these sets. Therefore, the overview is provided separately from the report itself to provide
for more comfortable reading.

1.3.3 Reading Guide
Various formatting styles support the structure and accessibility of this report. The report contains
parts, chapters, sections and subsections, of which the first three categories are included in the table of
contents. Some words or word combinations are written in italics to emphasise them.

Graph Theory Concept At given places through this report, such as the brief introduction of the
first robustness approach, boxes like this text box can be found. These boxes contain information on a
specific concept in graph/network theory. Some readers might be unfamiliar with these concepts; these
boxes provide additional information to those who require this but can otherwise be ignored.

To conclude, this page is page 6. The digital version of this report uses hyperlinks as cross-references for
chapters, sections, references and figures; Do not click on Figure 5.9 unless you want to jump through
the report to a completely different page (...)
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Chapter 2

Distribution Systems Onboard Ships

This chapter, the first chapter of Part I, provides the context for the following chapters: the two robust-
ness approaches. This chapter defines three key concepts used in the research goal: early-stage (ship)
design, onboard distribution systems and robustness. First, the ship design process is introduced in
section 2.1. The focus of this section mirrors the focus of the study: the first design stages, also called
early-stage ship design. Second, with the design timeline defined, an overview of distribution systems
onboard ships can be found in section 2.2. Here, some frequently used systems are presented, together
with a couple of general properties of distribution systems.

The second part of this chapter approaches distribution systems from a more theoretical point of view.
The overview of distribution systems is followed by different approaches used to describe a system
in section 2.3. Finally, some applied theories on improving the reliability of distribution systems are
described in section 2.4, followed by a general conclusion in section 2.5.

2.1 Ship Design
In between a concept mission profile by the shipowner and the actual shipbuilding at a shipyard, there
is ship design. According to Hornby & Turnbull (2010), design is "... the art or process of deciding
how something will look, work, etc. by drawing plans, making computer models, etc.". From this
interpretation of design, the definition of ship design can easily be derived by replacing something with
a ship. The process of ship design can be divided into multiple phases or stages, ranging between two
stages (Habben Jansen et al., 2020) and six stages (Lamb & Thomas, 2003). This division is based on
certain documents or drawings that must be delivered before or at the conclusion of said design stage;
these moments are called milestones. According to Lamb & Thomas (2003), the following design phases
can be identified:

• Concept Design
• Preliminary Design
• Contract Design
• Functional Design
• Transition Design
• Workstation/Zone Information Preparation

The six phases can be combined or divided to form a different division of the design process (Chalfant,
2015; Habben Jansen et al., 2020). The distribution systems within this study are defined and analysed
within the context of the first part of the design process: the early-stage ship design.

This report focuses on the first two phases: concept design and preliminary design, together called the
early-stage ship design. This focus is chosen because of the design challenges (subsection 2.1.2) faced by
ship designers during this design stage. The so-called single line diagram, one of the preliminary design
deliverables, is analysed more in-depth throughout this research. However, to understand the function
and the importance of the first two phases, some basic understanding of the complete ship design process
is required. The six phases as identified by Lamb & Thomas (2003) are explained below.
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2.1.1 Early-Stage Ship Design
"One of the truisms of ship design is that the decisions of greatest impact are made in the
early stages of design when the least information and the greatest uncertainty are present."
— Julie Chalfant

Early-stage ship design includes the first design stages of the ship design process. The first two design
stages, concept design and preliminary design (Lamb & Thomas, 2003), form the early design stages
(de Vos, 2018). The so-called deliverables and main activities within the two phases are provided in the
paragraphs below. A different approach to defining early-stage design is made by Habben Jansen (2020),
through splitting the concept design process in concept exploration and concept definition. Concept
exploration is the process of establishing requirements by means of the analysis of multiple possible
concept solutions. The mission of the ship provides the initial information to define these preliminary
concepts. In Figure 2.1, some possible layouts of the design process are shown. The light blue box shows
the phases that are usually considered early-stage design.

Figure 2.1: Design Stage Definitions with Early-Stage (Ship) Design Emphasised

Concept Design

This phase is also called the cost and feasibility study phase. This phase’s primary goal is to understand
the client’s actual requirements: the combination of the ship’s mission and the principal performance
attributes. The deliverables of this phase are, amongst others, a clear mission statement and a concept
design that meets the owner’s overall requirements. Since not all requirements are financially and tech-
nically feasible, a cost estimate and a risk assessment are made in this phase as well. The main trade-off
is cost and building time and the required ship capabilities, on the other hand. In general, the capacity
of the main components on board is determined at the end of this phase. For example, the required
propulsion and an estimate of the total energy consumption are calculated.

Preliminary Design

The costs and performance of the ship are determined in this phase. During this phase, major design
decisions are taken using trade-off studies. Decisions in this category have a significant impact on the
dimensions, the overall configuration, the performance, the costs, and the ship’s risks. Studies with a
minor impact are conducted in a later design stage.

The following ship components are determined during this phase: the hull size and shape, the general
arrangement (GA), the crew size, the mission-critical payload features and, in case this has not been
determined in the first phase, the propulsion plant. The deliverables include a description of the principal
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ship systems and features, a propulsion system drawing, an electric load analysis, an HVAC load analysis
and the single line diagrams. This list is far from complete; the deliverables mentioned here are expected
to relate to the distribution systems.

2.1.2 Early-Stage Design Challenges
Figure 2.2a and Figure 2.2b show different representations of a general design process. While the cost
and information/problem knowledge graphs show different increasing trends, a rapidly decreasing graph
represents the design freedom/influence graph. This means that, for these design process models, the
design space for a certain problem decreases rapidly during the early design stage. The challenge lies in
the second graph line, the information graph. The known information on the problem and its possible
solutions is limited during the early stages; therefore, the most important decisions concerning design
direction are to be made with minimal access to information.

(a) Design Timeline, adapted by Habben Jansen et al.
(2020) from Mavris and DeLaurentis (2000)

(b) Influence in the Fuzzy Front End, adapted
by van Lent (2021) from Herstatt and Ver-
worn (2004)

Figure 2.2: Two Design Process Representations

2.2 Overview Distribution Systems
Several systems can be found onboard ships, including a propulsion system, a power generation and
distribution system, water distribution systems and a heat, ventilation, and air-conditioning (HVAC)
system1. These systems provide a function, and with that, assist in the main functions, operational
functions, or supports the main functions, provides general support.

2.2.1 System Categorisation
"Marine engineering is the art of integrating the components into systems to perform a specific set of
functions." The systems onboard can be categorised based on their multiple properties; here, they are
categorised based on their functions as defined by Klein Woud & Stapersma (2016). The first category is
platform systems, the functions included in this category are protection against the environment, mobility
and survivability. The firefighting (Fifi) system is a system in this category. The hotel systems form the
second category and provide comfort and entertainment to the crew and guests. The catering system
and sanitary system are part of the hotel systems category. Other system categories are the support
systems and the operational systems. The classification of systems based on their function is mainly
used to determine which systems need to be installed to create a functional ship. This research focuses
on the distribution systems, a subgroup present in most functional system categories.

2.2.2 Distribution System and Distributed System
According to the Oxford Dictionary, a distribution system is "the way that something is spread or
exists over a particular area or among a particular group of people" (Hornby & Turnbull, 2010). A
distribution system is not to be confused with a distributed system, in which distributed means "to
spread something, or different parts of something, over an area" (Hornby & Turnbull, 2010). The
difference between a distribution system and a distributed system is what gets distributed; a distribution
system distributes a substance (flow, energy, information) over its operational area, while for a distributed
system, the components of the system are distributed over its operational area. Habben Jansen et al.
(2020) defines distributed systems as systems distributed throughout the ship, where distribution systems

1The primary source of section 2.2 is Klein Woud & Stapersma (2016) unless explicitly stated differently
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are systems that distribute vital commodities throughout the ship. de Vos (2018) and Leeuwen (2017) do
not explicitly define distribution systems and distributed systems; however, they use the same definitions
as Habben Jansen et al. (2020).

There can be a discussion about the overlap between a distribution system and a distributed system.
Habben Jansen et al. (2020) states that terms can be used interchangeably since most systems cover
both characteristics. One could argue that most distributed systems contain a distribution system; for
example, data is distributed through the system to create system interaction instead of fully independent
components. However, if a distributed system’s primary function is not to distribute a particular flow
type, this system might not be called a distribution system. Conversely, not all distribution systems can
be considered as distributed systems. For example, certain coolants are not distributed over a ship but
are contained within one component; the flow is limited to a distribution system within a chilled water
plant (CWP).

2.2.3 Marine Distribution Systems
A distribution system onboard ships can be described using the following generic properties defined by
Klein Woud & Stapersma (2016):

• The system contains one or more supply components, such as generators and pumps. In addition,
a supplier can be connected to another system with a different type of flow.

• The system moves a particular flow from the suppliers through the system, which happens due to
an effort like pressure or voltage. Thus, the system can be modelled like a network in which the
flow is distributed.

• The system can contain components in which the flow gets temporarily stored. For example, this
can be a tank for fluid systems, while the storage can be batteries in an electric distribution system.

• The system contains users that convert the flow and can be connected to a different distribution
system for a particular flow type. The flow can leave the system at the user, or it can be redirected
to the supplier side of the system.

In Figure 2.3, an overview is given of the distribution systems onboard ships. Some system users or
systems require different flow types; therefore, they are connected to multiple distribution systems.

Figure 2.3: Distribution Systems On-Board of Ships and Their Interdependencies (de Vos, 2018)

2.3 Distribution Systems Architecture
The distribution systems mentioned in section 2.2 can be described and analysed using different view-
points. These viewpoints or perspectives are ways to model the distribution system, with a specific point
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of focus for each type of model. Therefore, the different perspectives provide information on the system
within a certain scope. Three types of architectural frameworks are described below: an information
framework by Brefort et al. (2018), the OSI-Model by International Organization for Standardization
(ISO) and the two-layer representation by Van Mieghem, Doerr, et al. (2010).

2.3.1 An architectural framework for distributed systems (Brefort et al.,
2018)

The main goal of this framework is to provide "a conceptual method of capturing the key attributes of
a distributed ship system ... to describe such a system, ensuring all important aspects are covered ..."
(Brefort et al., 2018). It is aimed to be a tool in analysing and designing distributed ship systems by
increasing the opacity of the interrelations and therefore preventing latent errors. This framework is not
limited to distribution systems but to distributed systems, defined as specific types of systems disbursed
throughout the vessel. Figure 2.4 provides a qualitative representation of the different viewpoints used
to analyse the distributed system. This framework is applied to a single distributed system; however,
different flows can coexist within this specific system. Subsystems and systems-of-systems have not been
included in the framework, nor have relations between different systems.

The physical architecture consists of two elements: the constraining architecture and the physical at-
tributes of the components within a distributed system. This view combines the physical attributes of
the ship with the physical attributes of the system components, i.e. what is the ship configuration of
spaces and their relationships and where do the system components fit physically. The overall layout can
be done in multiple ways; the bounds of these layouts are provided with the physical architecture. To
model a system using this architecture, information on the overall ship configuration and the physical
attributes of the main components within the system is required.

Figure 2.4: Architectural framework for naval distributed systems (Brefort et al., 2018)

The second architecture, the operational architecture, defines what is required to happen through time to
accomplish a given mission. It defines the input and output of the system, including the order in which
the system is used and what functions the system is required to fulfil. The human-machine interaction
is part of this architecture since it includes the kind and order of the decisions made over time. The
temporal operational profile, the functions and requirements through time, must be known to develop
this architecture.

The connections or links between components within a system are described within the logical architec-
ture. The way the components are connected provides information on the specific service or function a
system can fulfil. A system with a number of components can be simultaneously connected in differ-
ent ways through a specific flow within each subsystem. The (main) components and the connections
between these components are required as input for this architecture to be constructed.
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Figure 2.5: Architectural framework applied on a simple system used to power a high energy weapon
(Brefort et al., 2018)

In Figure 2.5, an example (the powering of a high energy weapon) can be found of the applied architectural
framework as shown in Figure 2.4. The architectures are represented by some means of presenting that
architecture. Similarly, the overlap show what information can be analysed within that specific area of
the framework. The interrelations provide an information base that can be analysed. The information
required to construct the overlap originates in input from the two or three combined architectures and
can be used in better understanding a potential design solution.

2.3.2 Two-layer network model (Van Mieghem, Doerr, et al., 2010)
According to Van Mieghem, Doerr, et al. (2010), any network contains at least two crucial features or,
in other words, architectures: "the network topology or infrastructure and the service for which the
network is designed or created." A service uses the network infrastructure to transport items between
two or more nodes. The service can be subject to constraints. Sometimes, the services themselves, such
as security services like anti-virus spread, can be regarded as constraints since they cannot be considered
the network’s primary goal. An example of a network providing different services is the internet; this
network provides communication services such as email and web services.

Together with the network topology, the network service makes up the network. The network topology
defines how the nodes are interconnected by links and can be represented by a graph with several links
and nodes. Those two network layers can be visualised, as shown in the red box in Figure 2.6. The figure
also includes the R-value; a robustness representation explained in section 4.2. Furthermore, this figure
provides a flow chart that shows one of the two main goals of clear and computable network robustness:
improving a network to achieve a desirable level of robustness. The second main goal is being able to
compare two different networks on robustness. This framework aims to apply to all kinds of networks,
therefore implicitly including distribution systems onboard ships.
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Figure 2.6: The organigram or flow chart of the high level goal to achieve network robustness. The
network is defined by two network layers: network service and network topology, adapted from (Van
Mieghem, Doerr, et al., 2010)

2.3.3 OSI-Model
The Open System Interconnection (OSI) model is a standard idealised heterogeneous computer network
model developed by the International Organization for Standardization (ISO) (Saxena, n.d.). The main
goal of this architecture is to function as a framework for the definition of standard protocols. Despite
that no particular systems are implemented in this system, its scope is primarily concerned with systems
comprising terminals, computers and associated devices (ISO/IEC 7498-1 : 1994, n.d.). Handel &
Sandford (1996) emphasises that the OSI model represents an idealised network, comprised of seven
layers that each provides specific functionality or service to the adjacent layer. Some technologies do not
fit within the functionalities described in a specific layer but run on none or more layers simultaneously
(Sequeira, 2018). The first of the seven layers is the physical layer.

The physical layer contains the hardware necessary to transmit bits through the network’s communi-
cation channels (Handel & Sandford, 1996). This layer defines the physical network structures, the
mechanical and electrical specifications and the hubs or switches. These elements include the physical
topology (examples of topology mentioned are a mesh, a star, a ring or bus topologies) of the network;
therefore, this layer mirrors the network topology layer by Van Mieghem, Doerr, et al. (2010) or the
logical architecture layer by Brefort et al. (2018).

Contrary to the network topology layer (Van Mieghem, Doerr, et al., 2010), the physical layer includes
directed edges between nodes as defined by the data transmission function, in the form of the simplex
mode, the half-duplex mode and the full-duplex mode (Saxena, n.d.). Simplex mode represents unidi-
rectional communication such as keyboards; a device can either receive or transmit data but not both.
With a half-duplex connection, stations can transmit and receive but not simultaneously, such as walkie-
talkies. A full-duplex connection provides for simultaneous communication like telephones, respectively
(GeeksforGeeks, 2021). Since this model mainly focuses on computer networks, the physical architecture,
as defined by Brefort et al. (2018), is not emphasised in this model.

The different layers and the flow transported can be found in Figure 2.7; the key functionality of all
seven layers is (Sequeira, 2018):

1. Physical Layer Defines the physical topology : the way components are physically interconnected.
Includes the bandwidth usage and multiplexing strategy too (data transmission function).

2. Data Link Layer Contains the logical topology : the actual traffic flow. Handling flow control and
performing error detection and correction

3. Network Layer Forwarding data based on logical addresses (like Internet Protocol addressing)
and route discovery and selection.

4. Transport Layer Division between upper layers (layers 5-7) and lower layers (layers 1-3).
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Figure 2.7: The seven layers of the OSI model including type of data distributed over the system through
a specific layer, adapted from Sequeira (2018)

5. Session Layer Setting up, maintaining and tearing down a session: a conversation in which the
intermingling of data from other conversations must be avoided.

6. Presentation Layer Data formatting and encryption.
7. Application Layer Supports services used by end-user applications and service advertisement

such as the availability of networked printers

In summary, according to Lowe (2020), the lower three layers deal with the mechanics of how information
is sent from one computer to another over a network. The final use of the data is not relevant within
these layers; the layers manage the timing, the amount and the direction of the data transported over
the system. The upper layers deal with applications through application programming interfaces.

2.3.4 Architectural Framework Comparison
An analogy can be found between the architecture definitions by Brefort et al. (2018) and Van Mieghem,
Doerr, et al. (2010): the logical architecture by Brefort et al. (2018) mirrors the functions of the network
topology by Van Mieghem, Doerr, et al. (2010) and the operational architecture by Brefort et al. (2018)
can be considered similar to the network service layer by Van Mieghem, Doerr, et al. (2010). However,
significant differences between the methods are apparent.

First, a network as defined by Van Mieghem, Doerr, et al. (2010) does not contain a physical or spatial
architecture. While Brefort et al. (2018) model focuses explicitly on distributed naval ship systems, the
aim of the framework by Van Mieghem, Doerr, et al. (2010) is to be applicable for all kinds of networks.
Therefore, networks without an apparent spatial architecture, such as computer network models like the
internet, need to be included as well.

Second, Brefort et al. (2018) includes temporal behaviour of the system only in the operational archi-
tecture; the physical and logical architectures are considered time-independent. Van Mieghem, Doerr,
et al. (2010) aims to analyse the robustness of a network based on a changing topology, with a series
of removal of single links or nodes. These perturbations or challenges, such as failures or external at-
tacks, lead to a time-discreet topology analysis. One could argue that this analysis occurs in the overlap
between logical and operational architecture since human intervention (attacks) and machine response
to these interventions is included. However, Van Mieghem, Doerr, et al. (2010) only includes topology
metrics in his scope, leaving service metrics out due to their fuzzy measurability.

Within this comparison, the OSI model is not included because its application does not overlap with the
application of Brefort et al. (2018) network architecture model. Most layers within the OSI model provide
services that cannot be applied to physical distribution systems. However, the OSI model makes one
relevant distinction: the difference between the physical and logical topology. This distinction, combined
with the data transmission function, might prove helpful in later research concerning the influence of
directionality on the network robustness.

To finish this comparison, the main conclusion is that any network can be described from multiple
perspectives. For a particular network analysis, one should determine which perspective or architec-
ture provides the required information structure. An example of these requirements can be found in
Alshattnawi (2017).
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2.4 Reliability Distribution Systems
In 1980, a joint committee on Fundamental Concepts and Terminology was formed ". . . with the intent
of merging the distinct but convergent paths of dependability and security communities . . . " (Bondavilli
et al., 2016). The definitions provided by this committee can historically be considered as the reference
taxonomy of the basic concepts of dependability. Bondavilli et al. (2016) defines dependability as the
ability to avoid failures that are more frequent and more severe than is acceptable. Several attributes
can be assigned to dependability, which can be divided into two categories: primary and secondary
attributes. The primary attributes, availability, reliability, maintainability, safety and integrity, are com-
prised within dependability. The secondary attributes, however, can be used to define dependability in
specific circumstances. For example, system robustness is defined as the dependability concerning exter-
nal faults (including malicious external actions. The block diagrams in Appendix A provide an overview
of the multiple robustness related definitions used in this chapter; Figure A.1 shows the definitions used
by Bondavilli et al. (2016) and Figure A.2 shows a broad selection of robustness-related definitions found
in literature. The yellow box implies that those definitions are applied to ships.

2.4.1 Attributes of Network Robustness
One of the most narrow definitions of network robustness is given by Cuadra et al. (2015): "robustness is
the degree to which a network can withstand an unexpected event without degradation in performance.
It quantifies how much damage occurs as a consequence of such unexpected perturbation". While other
definitions include the element of unexpectedness within the definition (Koç et al., 2016; Çetinay et al.,
2019) as well; this is not a necessity in most definitions. Another point in which definitions differ is in
the description of the residual functionality after a challenge. Ellens & Kooij (2013) defines this as the
ability to continue performing well, Trajanovski et al. (2013) as the maintenance of function (measured
by a graph metric) and Cats et al. (2017) as the capacity to absorb disturbances with a minimal impact on
network performance. It can be concluded that no uniform definition of robustness is currently available
and used in different research areas.

2.4.2 Network Performance
Within the definition of robustness provided by Cats et al. (2017), the concept of network performance
is mentioned. This network performance is defined by He (2020) as the interplay of the structure of the
network and the dynamic process that runs on top of the network. The metrics to quantify this network
performance can broadly be divided into two categories: network efficiency and network robustness. The
author defines efficiency as the ability to avoid wasting materials, energy, money, and time in producing
the desired output or providing the desired service. Apart from this definition, the focus is from now on
in the second category: the network robustness. He (2020) uses the same definition for robustness as
Trajanovski et al. (2013); however, the calculations of this robustness are based on the definition by Van
Mieghem, Doerr, et al. (2010).

In subsection 4.4.4, Ellens & Kooij (2013) states that a higher efficiency value means higher graph
robustness when introducing efficiency as a graph measure. The apparent contradiction stated by He
(2020) above is nullified with this alternative definition of efficiency. An unambiguous definition of
robustness as well as efficiency is needed to resolve this paradox.

2.4.3 Network Robustness Design Rules
In chapter 1, a motivation based on three maritime developments is provided to make a ship more
reliable and, to achieve this increased reliability, more robust. The ship’s reliability can be improved
by improving the reliability of the onboard systems; this improvement can be tackled from different
approaches (Woud & Stapersma, 2003), applied as design rules. Spruit et al. (2009) has distilled ten
design rules (rules of thumb) that can be used to improve distribution system survivability:

1. Avoid central distribution systems
2. Separate redundant sources
3. Apply protection if sources must be in each other’s vicinity
4. Separate redundant paths
5. Apply protection where redundant paths have to be close together
6. Arrange feed and return lines for closed-loop systems next to each other
7. Avoid single points of failure
8. Implement a cross-over near the system’s essential users
9. Implement a cross-over near the systems’ sources
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10. Combine paths of distribution systems for essential capabilities

These ten design rules can be reduced to three key concepts in improving system robustness: independent
subsystems, redundancy and reconfigurability First, independent subsystems can be designed within a
system, covering design rule 1. If a node or edge of a particular subsystem fails, this does not influence
the other subsystems.

The second way of making a system more reliable is including a degree of redundancy in the system, which
includes design rules 2 and 4. Redundancy is the duplication of specific components or connections, in
graph theory called nodes and edges, respectively. The top-level redundancy is full-backup redundancy;
the complete functionality of the system stays intact when a component or connection is removed from
the system. A system has a lower level of redundancy if it has some functionality loss but does not
entirely shut down. Spatial Redundancy is contrary to functional redundancy, based on the location
of the components and connections throughout the ship. If a system is spatial redundant, it remains
complete or partial functional when a particular area in the ship suffers damage. For systems, a trade-off
has to be made between spatial and functional redundancy and system claim, on the other hand. The
system claim, i.e. the system costs, weight and volume, increase with a higher level of redundancy.

Redundancy is only helpful if the duplicated components or connections can be reconnected to the
system. The capacity of a system to connect components or connections in different ways is called
reconfigurability and represents design rules 7, 8 and 9. Reconfigurability is the third way of making a
system more reliable and depends on the topology of the distribution system.

2.5 Conclusion
In this chapter, three key concepts are defined: early-stage (ship) design, onboard distribution systems,
and robustness. First, early-stage design is the design stage at the start of the ship design process, during
which the knowledge-investment gap plays a dominant part. Important decisions that significantly
influence the design need to be made without the required knowledge to make these decisions. The
general aim of this study is to improve a theoretical robustness approach that provides information while
requiring little input.

The second concept, the distribution system onboard ships, is defined as a number of connected compo-
nents transporting a flow (e.a. cooling water, lubrication oil, electricity or data) from a source component
via other components to a certain user component. The way the network is described is dependent on the
applied network analysis, for example, with a focus on the system topology. Therefore, the focus of this
study is on the logical architecture (Brefort et al., 2018) or the network topology layer (Van Mieghem,
Doerr, et al., 2010). Within this research scope, a set of simplified onboard distribution system networks
is analysed.

To design a reliable distribution system, the system must not only have a degree of redundancy; it must
have a certain degree of reconfigurability as well. Spare or redundant components become functional
only after they have been connected to the system. Measuring service or functionality is challenging,
especially at a design stage where little information is known compared to the weight of the design
choices to be made. Within this study, the third key concept, robustness, is defined as the combination
of independent subsystems, redundancy and reconfigurability.
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Chapter 3

Automatic Topology generation Tool
(ATG Tool)

This chapter aims to provide an overview of a robustness approach by de Vos (2018). Some major ele-
ments of this approach are used as input and further analysed in Part II of this report. Most importantly,
the second objective function, system robustness, is verified in chapter 6 and chapter 7. chapter 6 also ap-
plies F2 to the verification study mentioned in section 3.6. The case study, also introduced in section 3.6
and based on the benchmark system in subsection 3.2.1, is further analysed in chapter 7.

First, the context of this approach is given by the description of a few relevant concepts in section 3.1.
The applied network properties such as boundary conditions and subsystem structure can be found in
section 3.2. Some key elements concerning the topology generation can be found in section 3.3, like as
the design space exploration and the ATG tool. The objective functions used are described in section 3.4
and section 3.5. The last two sections provide an overview of the networks analysed by de Vos (2018)
and a chapter summary in section 3.6 and section 3.7.

3.1 Reliability and Survivability
Stable, consistent, repeatable measures of effectiveness or metrics are required to compare ship designs
(Chalfant, 2015). However, some relevant and desirable measures, such as costs, survivability, reliability,
effectiveness and flexibility, are relatively difficult to compute. These measures are combined and indi-
vidually studied in several papers, both applied to naval ships and commercial vessels (Wang et al., 2019;
Sui et al., 2019). Two measures, survivability and reliability, are discussed since they are considered more
related to this study than the other measures. These concepts are included in Figure A.2.

Reliability

Reliability is previously discussed in subsection 2.4.3; however, that section discusses improving reliability
but does not discuss the definition of this concept. de Vos (2018) states that system reliability and safety
require distribution systems onboard ships to operate reliably and safely in all operational modes and
circumstances. Chalfant (2015) provides a more narrow definition of reliability, stating that it is a
measure of how consistently equipment works under normal operating conditions. Reliability research is
mainly focused on systems that cannot withstand power interruptions, which is not part of this literature
study’s scope.

Survivability

Habben Jansen et al. (2018) defines survivability as "the capability of a ship and its shipboard systems
to avoid and withstand a weapons effects environment without sustaining impairment of their ability to
accomplish designated missions." This survivability is the combination of three categories: susceptibility,
vulnerability and recoverability. This author defines vulnerability as the inability of a ship to withstand
damage from one or more hits and recoverability as the ability of a ship and its crew to prevent loss
and restore essential functions, given one or more hits. According to Chalfant (2015), survivability is a
measure of how well a ship and its systems can perform in adverse circumstances. This author includes
detectability in the survivability definition: a measure of the probability that a ship will be discovered.
Current methods for studying the survivability of a ship in early-stage ship design have a running time
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Figure 3.1: General System Response Curve to a Disruption, adapted from de Vos (2018) based on Ashe
et al. (2006)

ranging between days and weeks, dependent on the level of detail in which ship functions are analysed
(Chalfant, 2015). Moreover, there is no clear consensus on what a navy vessel should be able to withstand.
Therefore, survivability cannot yet be considered as an unambiguous objective measure.

Robustness and vulnerability are closely related concepts; Habben Jansen et al. (2020) states that three
state of the art robustness measures are identified to decrease systems’ vulnerability from an opera-
tionally oriented point of perspective. Figure 3.1 contains a system response curve showing the system
capability over time including related robustness concepts. Naval ships have been the main focus of
robustness research within the maritime industry since survivability is a more tangible concept in hos-
tile situations. Currently, the robustness of systems is improved using design rules, which have been
described in subsection 2.4.3. A number of robustness and vulnerability studies have taken place, with
the shared goal of creating a quantifiable definition of the robustness of ships (van Oers & Van Ingens,
G., Stapersma, D., 2012; Leeuwen, 2017; Habben Jansen et al., 2020; de Vos, 2018). This chapter further
elaborates the robustness approach as described by de Vos (2018)1.

3.2 Network Properties
To determine what type of architecture, or which overlap between architectures, is used within this
robustness approach, the name of the method is already a major give-away: automated topology gener-
ation tool. Therefore, the main focus of this tool is the network topology layer (Van Mieghem, Doerr, et
al., 2010) or the logical architecture (Brefort et al., 2018). de Vos (2018) has provided two statements
to support this idea. First, it is stated that no different modes of operation of a certain system are
studied, supporting the approach to model an accumulator as either a supplier or a user. The idea
behind this example is emphasised with a more general mention of time, saying that transient behaviour
is outside the scope of early-stage system design and therefore outside the scope of the study. Since the
temporal information is required to make an analysis based on the operational architecture, this type of
architecture, including its overlap, is not included here.

The second statement is based on the objective function system claim, which is further elaborated in
1The main source of chapter 3 is de Vos (2018) unless explicitly stated differently
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section 3.4. As an alternative to the simplified function, as used throughout the study, a second approach
to system claim is defined. This definition includes the estimated length of connections between different
system components to determine the installation cost part of the system claim of. The estimation is
based on a grove spatial division of the ship. Therefore, this approach is part of the overlap between the
logical architecture and the physical architecture, since the topology as well as the physical locations are
required information. However, the study continues with the simplified system claim function instead
of this spacial system claim function, since this second function requires more information while barely
increasing the accuracy of the overall system claim. This means that the ATG Tool by de Vos (2018)
is purely based on the logical architecture, disregarding the operational and physical architectures as
defined by Brefort et al. (2018).

3.2.1 Network Boundary Conditions
In contrary to the graph theory robustness approach (Van Mieghem, Doerr, et al., 2010), the marine
robustness approach is applicable on one specific network type: distribution systems on-board of (naval)
ships. The main advantage of having such a concrete application of the theory is that additional as-
sumptions can be made, leading to a less abstract node-edge structure. First, the distribution system
properties as described in section 2.2 are assumed. de Vos (2018) has based three declarations on these
properties, which are described below.

Declaration 1: A node can be either a supplier or a user in a specific distribution sys-
tem

This first declaration follows directly from the system properties described in section 2.2. The flow is
the stream or supply of distributed goods or fluids, such as cooling water with a certain pressure and
temperature, lubrication oil, electricity with a certain Voltage or data. Distribution systems distributing
a certain flow can be connected; in that case, a node can be a user for the first system and a supplier in
the second system. Two distribution systems can share a certain node as user, for example, if a system
needs both fuel and cooling water. In some cases, the flow direction within a system can be changed. In
these systems, a node can switch from being a supplier to a user; however, it cannot fulfil both functions
when the system is running.

Declaration 2: Edges are connections of specific distribution systems, i.e. an edge that
belongs to a specific distribution system can "carry" only the specific (predefined) flow
type that comes from its suppliers; it cannot distribute any other flow types

This declaration is based on physical principles: a fluid distribution system requires pipes as edges, while
a mechanical or electric distribution system requires completely different edges. Even within certain
physical boundaries, different distribution systems can exist. The effort or flow can be different; the
temperature of a fluid or a system’s voltage are variable. The different variants are all assumed to be
separate distribution systems that can be connected using a converter. This converter functions as user
for the first system and as supplier for the second system.

Declaration 3: When a node is not a converter (i.e. supplier in one and/or user in another
specific distribution system), it is a hub in a specific distribution system.

This declaration is, in line with the first declaration, differentiating the nodes within a network. It
states that all suppliers, users, converters and accumulators are one node type: the converters. All these
converter nodes convert the flow in a certain way. The "leftover" nodes are called hubs, of which the
switchboard is the most obvious example. A switchboard does not change the flow between the input and
the output; it simply redirects or redistributes this flow. Fluid distribution systems contain distributed
hubs as well, such as main pipes. Both main pipes and switchboard are assumed to be single nodes in
the category hubs. One advance of explicitly stating the existence of hubs in early-stage ship design is
that the chances of these hubs being included in preliminary layouts and drawings increases.

3.2.2 Benchmark System & Subsystems
Based on the network description and boundary conditions explained in subsection 3.2.1, the ATG tool is
tested with the use of two case studies. More information on these case studies, as well as the verification
study, can be found in section 3.6. First, is it important to note that the distribution systems in the first
and second case study contain several distribution systems, also known as subsystems. The distinction
between these systems is based on the second declaration: edge differentiation. All edges within a single
subsystem “carry” the same predefined flow type. Hub nodes are exclusively used by a single subsystem,
e.g., a main pipe node only contains water with a predefined pressure and temperature. In Figure 3.2, a
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benchmark system of the first case study is introduced. This system contains four connected distribution
systems, represented by alternating hub layers (HL) and converter layers (CL).

Figure 3.2: Benchmark System of Case Study I (de Vos, 2018)

3.3 Topology Generation
Early-stage ship design can be approached using one (or more combined) design methods, such as the
classic design spiral (Evans, 1959), concurrent design (Sohlenius, 1992) or set-based design (DOERRY
et al., 2014). de Vos (2018) applies design space exploration (DSE) as the preferred approach to design
onboard distribution systems.

3.3.1 Design Space Exploration: Theoretical Background
Calinescu & Jackson (2011) refers to design space exploration (DSE) as the activity of discovering and
evaluating design alternatives during system development. HE discusses three possible uses of this design
approach: rapid prototyping, optimisation and system integration. Optimisation methods include multi-
objective optimisation, genetic algorithms and particle-swarm optimisation (Chalfant, 2015). Calinescu
& Jackson (2011) states that the pitfall of DSE is the number of design alternatives to be explored; in
some cases, the design space may be infinite. The following components are crucial in decreasing the
design space:

• Representation: This should be formal, more objective and stat-based. Next to that, the represen-
tation should be expressive enough to capture more complex constraints.

• Analysis: Machine-assisted techniques discover potential design solutions and check whether they
comply with the constraints.

• Exploration Method: Some solutions can be considered equivalent; the framework must provide a
method for navigating to interesting solutions.

Chalfant (2015) defines a non-dominated Pareto front as edges of feasible regions of specific properties, for
which no better design can exist for one property without degrading the other properties. In Figure 3.3,
a two-dimensional nondominated front is shown. This graph has a Pareto front in the lower-left corner of
the plot since this is the optimum area for the objective functions 1 and 2 (de Vos, 2018). The objective
functions, as defined by de Vos (2018), are discussed in section 3.4 and section 3.5.

3.3.2 Design Space Exploration: Application in ATG Tool
Three constraints are added to the declarations in subsection 3.2.1 to reduce the design space. There
are two reasons to decrease this design space’s size: to reduce the required computing power and remove
nonsensical physical topologies of the distribution system. The constraints are:

1. The connections must be physically possible; no fluid system linked to a high voltage cable. This
constraint is based on declaration 2.
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Figure 3.3: Design Space Exploration: Two-Dimensional Pareto Front in Lower Left Corner Based on
Two Objective Functions , adapted from de Vos (2018)

2. Converters cannot be linked to other converters, which means that all flow passes at least one hub.
Direct connections between converters do exist, such as two pumps in series. Combined components
are regarded as a single node within this approach.

3. The system must be a connected graph.

Figure 3.3 shows a sketch of the two-dimensional design space, including the Pareto front, representing
this research. In this design space, all solutions dsn represent a specific system configuration.

3.3.3 Automatic Topology Generation Tool
The automatic topology generation (ATG) is used to fill a design space, in line with the constraints and
declarations mentioned before. Each solution is a complete system topology (Figure 3.2), represented by
a single point in the design space in Figure 3.4. The ATG tool combines the topological model of the
system with a genetic algorithm. All topologies have the same number of nodes because the number of
nodes is an input value for the ATG tool. With the generation n− 1 of topology solutions, a generation
n is generated, which approaches the Pareto front in the lower left corner slightly.

This method is based on two objective functions; these form the design space in which the Pareto
front exists. The first function is the system claim, which represents the system costs, weight, volume
and operability. The second function is the system robustness, consisting of the system weakness and
recoverability.

3.4 Objective Function I: System Claim
The first function is the system claim, which represents the system costs, weight, volume and operability.
It is assumed that the system claim can be reduced by minimising the number of nodes and the number
and length of edges. The first system claim function can be found in Equation 3.1. To understand this
function, the adjacency matrix and distance matrix are first introduced.

Adjacency Matrix Two nodes that are the endpoints of a specific edge are called adjacent. The
adjacency matrix A(G) contains the entry ai,j that provides the number of edges from node i to node
j (West, 2001). In case of a simple matrix, it contains the weight of an edge instead of the number of
edges. The labelling of the nodes and edges is done arbitrarily and influences the adjacency matrix of
the graph. The adjacency matrix is symmetric as long as the graph is not a directed graph and has
n-by-n entries, in which n represents the number of nodes.

Distance Matrix The distance dij between nodes i and j is the minimum number of edges in series
that forms the path between the two nodes. The graph matrix containing all distances dij is called the
distance matrix. The diameter of a graph is the maximum of all distances dij ; therefore, this is also
called the longest shortest path.

The number of edges can be found using nonzero values in the adjacency matrix A(x) of the generated
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Figure 3.4: Design Space Exploration: Results of Application ATG Tool, adapted from de Vos (2018).
Note that a lower F2 value is considered "better"

system topology x. This number is divided by 2 to compensate for the fact that all edges appear twice
in the matrix (Aij = Aji). The number of nodes nn is added to the total number since this an input
variable for the ATG tool. Equation 3.1 is only applicable for undirected systems. In case of directed
systems, the upper right triangle half of the adjacency matrix can be used when the nodes are ordered
starting in the upper left corner of Figure 3.2. The lower boundary of this function f1 is limited because
the system must remain a connected network (constraint 3).

f1 = min

nn∑
i=1

m∑
j=1

Ai,j

2
+ nn (3.1)

A second option only focuses on the cumulative distance between all nodes, using the minimal length of
the distance matrix D(x) of generated system topology x. Only values for the distance matrix for which
the upper triangle (triu) of the adjacency matrix has nonzero values are included in the calculation,
shown in Equation 3.2. The ATG-tool continues with the first, simplified, system claim function instead
of this spacial system claim function, since this second function requires more information while barely
increasing the accuracy of the overall system claim.

f1 = min

nn∑
i=1

m∑
i=1

D(triu (Ai,j > 0)) (3.2)

3.5 Objective Function II: System Robustness
The second function is the system robustness, representing the system weakness and recoverability. Ro-
bustness can be approached from different perspectives. This method approaches system robustness
design from three points of view: design for maximum robustness, design for maximum reconfigurability
and design for minimum vulnerability.
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3.5.1 Design for maximum robustness
Design for maximum robustness contains two components: vulnerability and recoverability. A compre-
hensive study for the definition of robustness can be found in section 2.4. Not all methods used to
quantify robustness can simply be applied to ship systems since they do not differentiate between hub
type nodes and converter type nodes.

3.5.2 Design for maximum reconfigurability
This method’s goal, also called the max-flow-between-hubs approach, is increasing the system reconfig-
urability by increasing the number of disjoint paths between hubs. This method is based on the maximum
flow graph measure but only applied to hub-hub connections instead of to all network connections.

Maximum Flow According to Roughgarden (2016), maximum flow can only be applied to graphs
complying with the following conditions:

• Graph G is a directed weighted graph with nodes V and directed edges E
• Graph G contains a single source node s ∈ V
• Graph G contains a single sing node t ∈ V
• All edges e ∈ E have a non-negative and integral capacity

The goal of this measure is to determine the maximum flow that can take place from the source node
to the sink node. The maximum capacity of the edges limits this maximum value. In Figure 3.5, the
actual flow is shown (in brackets) behind the edge’s maximum capacity. The orange, yellow, and light
blue arrows indicate the different flow paths, using the edges’ full capacity within the graph.
In de Vos (2018), the maximum flow of an undirected graph is determined, which does not comply
with the conditions stated by Roughgarden (2016). However, de Vos (2018) used node differentiation
to distinguish source nodes, user nodes and hub nodes, which is a distinction made by Sydney et al.
(2008) as well (apart from the hub nodes). This distinction remedies non-compliance with the conditions
mentioned above.

Figure 3.5: Maximum Flow between source node s and sink node t

de Vos (2018) applies the MATLAB function mf=maxflow(G,s,t), which returns the maximum flow between
the nodes s and t. This function does not require differentiation between the head node and the tail
node, and therefore does not require a directed graph G as input. However, the source node and sink
node must be defined for this function to work. The maximum flow is applied using Equation 3.3.

A2i,j =
max flow (Al(i,j))

nh−1

p(hl) =
∑nh

i=1

∑nh
j=1 A2i,j

nh(nh−1)

f2 = min (−
∑

p · 100)− nht
nn · 100

(3.3)

In this equation, A1 is a reduced adjacency matrix in which only the hub-hub connections remain
nonzero. At the same time, all other entries have are zero. nh is the number of hubs within a certain
layer, p(hl) gives a value per hub layer hl of the number of connections between hubs. More connections
are considered more important in hub layers with fewer hubs; therefore, p(hl) decreases with a high
number of hubs. In the final equation for f2, the total number of hubs is divided by the total number of
nodes.
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3.5.3 Design for minimum vulnerability
This method is based on the percolation theory: how does a system react to a node or edge removal
from the system. In this hurt-state-percolation method, some nodes are labelled vital, which creates an
incentive for a topology generation tool to generate more edges near these nodes. Figure 3.1 shows the
system’s response curve with the system’s capability at the y-axis. The slope and lowest point of the
primary damage are dependent on the vulnerability of the system. The recovery is, obviously, dependent
on the recoverability of the system.

3.6 Case Study and Verification Study
The ATG Tool is applied on three different sets of network systems: case study I, case study II and a
verification study. The second case study, a distribution system on-board an ocean-going patrol vessel,
is not further analysed within this report and will therefore be disregarded.

Case Study I: Frigate

The system contains one end user: a weapon on a navy ship. In general, a system contains more users
than suppliers, and the number of hubs is in the order of magnitude of the number of suppliers. This
means that based on network properties, three node types can be distinguished: suppliers (few nodes,
few connections), hubs (few nodes, many connections) and users (many nodes, few connections).

The first case study emphasises the system as an undirected network, which leads to a symmetric
adjacency matrix. The choice for an undirected network is made because, in early-stage ship design,
having a connection is more important than the flow direction. A second network property is that the
number of nodes and the node functions are constant for all generated topologies; the variation is caused
by the number and location of the edges.

Verification Study

The verification of the objective functions f1 and f2 is done using the series of system architectures as
shown in Figure 5.1a to Figure 5.4c. The distribution systems are converted to the graphs as shown
in Figure 5.1b to Figure 5.4d to analyse them using the ATG tool. The network properties of this
verification set are discussed in section 5.1.

According to Klein Woud & Stapersma (2016), the systems are ordered from most vulnerable and not-
reconfigurable to less vulnerable and more reconfigurable (apart from the first system). The max-flow-
between-hubs part of the objective function does not conform to the intuitive robustness sequence. The
influence of the number of hubs is greater than is accounted for within the normalisation. To conclude,
the author states that the max-flow-between-hubs objective function is of value when considering different
distribution systems with a fixed number of hubs.

3.7 Conclusion
This chapter can be split in two parts: topology generation and robustness calculation. The topology
generation is based on design space exploration with boundaries defined using three declarations; this
generation is not part of this study apart from providing the input. The sample set in chapter 7 is
a topology set generated by the ATG Tool. Furthermore, the system robustness measure explained
in section 3.5 is verified for an extended verification set and for an adapted frigate case study. The
verification is done using a robustness approach which complies with general graph theory assumptions;
only the case study is in line with these assumptions.
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Chapter 4

Framework for Computing Topological
Network Robustness

The aim of the robustness approach by Van Mieghem, Doerr, et al. (2010)1 is to define the concept
of robustness in such a way that it can be used in all research areas in which network theory is being
used. The author’s definition of robustness is "a measure of the network’s response to perturbations or
challenges (such as failures or external attacks) imposed on the network".

Before the calculation of the R-value is explained in section 4.2, this chapter starts with the applied
network properties in section 4.1. A side track of the R-value calculation is described in section 4.3,
including the motivation for not including this part in further research. The graph measures required to
calculate the robustness can be found in section 4.4. This section introduces the graph measures, their
physical meaning and the theoretical background used for the application in chapter 6 and chapter 7.
The final section, section 4.5, provides a summary of the robustness approach by Van Mieghem, Doerr,
et al. (2010).

4.1 Network Properties
The network architecture at the base of this framework is described in subsection 2.3.2; a distinction
between network service and network topology is made in the description and analysis of a network, as
shown in Figure 2.6. In subsection 2.3.3, it is briefly mentioned that the network topology layer of the
network model by Van Mieghem, Doerr, et al. (2010) does not contain directed links. According to Van
Mieghem (2018), the graph representing the network topology consists of a set N of N nodes and a set
L of L links in which each link connects two different nodes. This implies that the graphs considered
are simple graphs; they cannot contain multiple edges or loops (Bollobás, 1998). A simple graph can be
represented by a symmetric adjacency matrix, in which only the link existence is specified. Van Mieghem
(2018) considers the direction of a link as additional information to the usage, and therefore not part of
the graph but part of the network service layer. The loss of linearity when including directed links in
the topology layer is added as an additional advantage of excluding directionality from the scope by this
author.

4.2 R-Value
The "goodness" or the robustness value (R-value) is a performance measure that is relevant for the
service and normalised to the interval [0, 1]. Since this computing framework is meant to be applied in
all network theory applications, R = 0 corresponds to the absence of network “goodness” with R = 1 is
perfect network “goodness”. It is important to realise that the R-value does not represent a chance of
failing; it is merely an abstract goodness measure. One could compare the use of the robustness value
with the second objective function (de Vos, 2018) as defined in section 3.5. The values of this robustness
objective function (graphically represented in Figure 3.4) can be used to perform a comparison between
systems but do not have a meaning in itself.

A perturbation is a series of n elementary changes to which the sequence {R[k]}0≤k≤n. A challenge
1The main source of chapter 4 is Van Mieghem, Doerr, et al. (2010) unless explicitly stated differently
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Figure 4.1: A sketch of three realizations of a perturbation of a network consisting of n elementary
changes: the middle curve is a random realization, while the upper and lower curves reflect the maximum
and minimum of (possibly several) extreme realizations (Van Mieghem, Doerr, et al., 2010)

can be a complex change in a network. Van Mieghem, Doerr, et al. (2010) assumes that any challenge
comprises a series of elementary changes that happen one at a time. Elementary changes consist of six
types of modifications:

1. Adding a node to G;
2. Removing a node from G;
3. Adding a link to G;
4. Removing a link from G;
5. Rewiring a link in G;
6. In weighted graphs, changing the link (and/or node) weight

If no perturbation takes place, the R-value at time t1 is R(t1) = R(t0) = 1. The perturbation as described
here exists of n elementary changes, and one elementary change happens at each tk. However, sometimes
it is not known apriori the exact order of the n elementary changes. Therefore, these situations ask for a
lower and upper bound of the R-value, respectively defined as min(RG[k]) = Rmin[k] and max(RG[k]) =
Rmax[k]. These values are found by analysing best and worst-case scenarios at R[1], R[2] . . . R[n]. Not
all those maximum and minimum values are expected in one realisation. In that case, the most extreme
values of all realisations combined are used. Any random combination of n elementary changes will show
a series RG[k] between Rmin[k] and Rmax[k]. If all elementary changes are completely independent,
Rmin[n] and Rmax[n] have the same value. In Figure 4.1, the different curves for the minimum, maximum
and random R-values are shown. The area between the two red curves is called the perturbation envelope
and can be considered the amount of risk due to a perturbation.

4.2.1 Computation
The proposed computation of the robustness metric: R =

∑m
k=1 sktk consists of two vectors of m com-

ponents. The weight vector s contains m components which reflect the importance of the corresponding
values in the topological vector for the service. Therefore, the R-value computed using a specific weight
and topology vector is applicable to a single service performed by the network. To compute the total
R-value of a network for all services, the R-values per service RS1 , RS2 , . . . , RSK

are summed with a
weight factor per service: R = w1RS1 + w2RS2 + . . .+ wKRSK

.

The topology vector t contains m components that characterise the topology or graph, such as average
hop-count, minimum degree, or algebraic connectivity. Since a high R-value corresponds to high robust-
ness, the components tk need to reflect this by having a higher value in case of higher robustness.

The constrained model RC = 1{∩m
k=1tk∈[tmin;k,tmax;k]}

∑m
k=1 sktk adds confinements or constraints to the

topological metrics. RC = R if all m considered topological metrics satisfy the minimum and maxi-
mum levels. This RC definition avoids that high values of some topological metrics may compensate
unacceptably low values of other topological metrics, still leading to an R-value that passes the overall
requirement Rthresh.
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4.2.2 Normalisation
The R-value is normalised by taking the q-norm of the weight vector s and the topology vector t. The
variable q is a positive integer, usually q = 1, 2 or ∞. The q-norm is defined as ∥x∥qq =

∑m
k=1 x

q
k, in other

terms ∥x∥q = q
√
xq
1 + xq

2 + ...+ xq
m. If q = 1, the q-norm provides the sum of the absolute values in the

vector, while a q-norm of q = 2 provides the length of the vector. A q-norm of q = ∞ gives the largest
value of the vector. With a q-norm of q = 3, ...,∞−1, the largest value of the vector becomes increasingly
important with an increasing q-value. This can prove useful but makes the topology constraint values of
the constraint model increasingly influential of the R-value.

With the q-norm defined, the R̃ can be calculated, which is the unnormalised form of the R-value.

|R̃| ≤ ∥s∥q · ∥t∥q (4.1)

from which normalisation follows as

0 ≤ R =

∣∣sT t∣∣
∥s∥q · ∥t∥q

≤ 1 (4.2)

For this study, the q-norm is set to be 2, which is the "standard" normalisation approach and the
Euclidian norm. The separate inputs for the topology vector |t| are the normalised graph measures; the
normalisation of these measures is explained in subsection 5.2.7.

4.3 Temporal Aspects
The R-value contains time-dependent and time-independent aspects. Within part II of this report,
only the time-independent aspects are used. However, the explanation of this robustness framework is
not complete without mentioning the three time-dependent robustness comparison approaches and the
recoverability.

4.3.1 Elementary Change
As mentioned before, the two main goals of a framework to compute robustness are: improving a network
to achieve a desirable level of robustness and comparing different networks on robustness. Three criteria
can be used to compare different graphs on robustness. For these criteria, the initially connected graphs
G1 and G2 are used, with respective initial R-values of RG1

[0] and RG2
[0].

Criterion 1: Envelope Overlap

When the lowest extreme of G1, RG1,min[k], is always larger than the highest extreme of G2, RG2,max[k],
graph G1 is said to be more robust than graph G2 with respect to perturbation P and metric R. In this
case the envelopes do not overlap, for example in case that the perturbation P is an elementary change
(n = 1).

Criterion 2: Partial Envelope Overlap

If there exists an overlap between both robustness envelopes, the first criterion cannot be applied. A
second criterion is defined for those more common cases, using the sum over all R-values per graph. Since
the comparison is based on all possible realisations of perturbation P , those realisations’ expectation is
used. This means that if E[rG1 [n]] > E[rG2 [n]] with r[k] =

∑k
j=0 R[j], graph G1 is said to be more

robust than graph G2 with respect to perturbation P and the metric R.

Criterion 3: Hitting Time

The hitting time is denoted by kj , with RGj
[kj ] = ρ and ρ being some threshold value R(t) = ρ. If

k1 > k2, the graph G1 is said to be more robust than graph G2 with respect to perturbation P and
metric R.

4.3.2 Recoverability
The robustness approach by Van Mieghem, Doerr, et al. (2010) is used by He (2020) to define network
recoverability2. The definition of network recoverability is ‘the ability of a network to return to a desired
performance level after suffering malicious attacks or random failures’. Two recovery scenarios are
analysed: the recovery of damaged connections on the one hand and any disconnected pair of nodes can
be connected on the other hand. For example, the first scenario applies to virtual circuits, while the

2The primary source of this section is (He, 2020) unless explicitly stated differently
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Figure 4.2: Probability density of energy ratio’s of different communication networks (He, 2020)

second approach can be used for physical (communication networks). The attacks, i.e. the elimination
of edges, is done until R reaches the threshold value of ρ = 0.8. At that moment, the recovery process
starts and edges are added to the system.

Energy Ratio

The energy ratio ηE(G,ρ) is an indicator to measure compensation of the recovery process for the attack
process. The recoverability indicator used is the robustness energy S(G, ρ), which is the sum of the
R-values during the attack or recovery process. The calculation of the energy ratio and the robustness
energies can be found in Equation 4.3.

Sa(G, ρ) =
∑Ka

k=0(1−R[k])
)

Sr(G, ρ) =
∑Ka

k=0(R[k]− ρ)
ηE(G, ρ) = Sr

Sa

(4.3)

In this equation, Ka is the number of attack challenges; the number of edges that are, one-by-one, being
removed from the system. If the energy ratio is higher than 1 ηE(G,ρ) > 1, the recovery measures can
compensate for the loss of network performance. This means that a system with a higher energy ratio
has a higher network recovery capability. Since the order in which the edges are removed influences the
R-value, an envelope of the attack and recovery processes can be created.

Recovery Strategies

The main goal of this recovery model is approaching a real system; therefore, the attacks are considered
random attacks. This assumption is simplified by considering the attacks as uniform and independent.
However, the recovery process can be influenced, three possible recovery strategies:

• Random recovery : The order of recovered edges is random. This strategy follows the same analogy
as the attack strategy.

• Metric-based recovery : The goal of this strategy is to improve a specific graph metric, such as
algebraic connectivity or the minimum degree. This strategy can prove useful in restoring vital
edges or bottlenecks.

• Greedy recovery : In the greedy recovery strategy, the damaged element (node or edge) which
improves the network performance most has the highest priority to be recovered; adding an edge
that makes the R-value increase most in each challenge. This recovery strategy is considered
practical and intuitive.

This research shows that the R-value increases most when using a greedy recovery strategy. Figure 4.2
shows the probability density of energy ratio ηE of different communication networks. The violin graphs
show a higher mean energy ratio for greedy recovery than for random recovery, which suggests a higher
recovery capability of the network.
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4.3.3 Scope Concerning Time-Related Concepts
As mentioned in the introduction of this section, time related concepts are not part of this thesis research.
Only the network at t = 0 is analysed, this is where the limits of the study are placed. A discrete time-
domain simulation is an interesting following up step for this research. However, the time-independent
robustness measures are first analysed before adding the additional time-variable to the analysis.

4.4 Graph Measures
The R-value, as introduced in section 4.2, is a measure for the network “goodness” or robustness. However,
it does not have a physical meaning in itself, e.a. it is a measure used to compare different networks and
their robustness. On the other hand, the m graph measures within the topology vector t represent a less
abstract (sometimes even physical) concept. A selection of graph measures and their physical meaning
is described in this section. The physical meaning is focused on the robustness criteria as described
in subsection 2.4.3: independent subsystems, redundancy and reconfigurability. This graph measure
collection aims to create and analyse a broad general used field of graph measures but is in no sense a
complete or ideal collection of measures, the following graph measures are discussed:

• Degree
• Connectivity
• Modularity
• Eccentricity
• Cycle Basis
• Effective Resistance

4.4.1 Degree
The first and most fundamental graph measure is the node degree, for which the local measure is reduced
to a single global graph measure using the mean value. This measure is introduced in section 3.4, where
it functions as the base of the system claim objective function. The network degree distribution or
mean degree is related to robustness or reliability because a node with more links can be reconnected
in different ways in case of damage or failure. The edge connectivity and the degreehub−hub are similar
measures, however, the single point of focus of both measures is different. While the edge connectivity
purely focuses on the weakest link, the mean hub-hub degree takes all hub node degrees into account,
using the reduced hub graph explained below and shown in Figure 4.3b. In case of directed networks,
two types of degree can be considered: in degree and out degree. The names of these measures are
self-explanatory, respectively the number of edges directed to a node and the number of edge originating
at a node. The mean value of the in degree and out degree over the total network and over the reduced
hub network is identical because all edges begin and end at a certain node.

Degree & Degree Matrix The degree of a node is the number of incident edges of the node (West,
2001). In case of a loop, the same node is the endpoint of an edge twice, which gives it a degree of 2. The
degree matrix D(G) is a n-by-n matrix with the degree of the nodes at the diagonal. With a directed
graph, the degree matrix can be filled with either the indegree or the outdegree of the nodes, dependent
on type of graph analysis. The degree matrix of a directed graph could be considered as an undirected
graph degree matrix as well.

4.4.2 Connectivity
A distinction can be made between the three types of connectivity. The first connectivity, κ, is a
binary value that determines whether a graph is connected κ = 1 or unconnected κ = 0. Within a
connected graph, as mentioned before, all pairs of nodes are connected by edges through a particular
path. The second connectivity is vertex connectivity κv; this is the minimum number of nodes that
need to be removed from a connected graph to become unconnected. Edge connectivity κe follows the
same analogy, i.e. the minimum number of edges that have to be removed. Ellens & Kooij (2013) states
that, in general, a higher node or edge connectivity means a more robust graph. The minimum value
within the degree matrix, δmin, can be used to determine the upper bound of the connectivity measure,
as shown in Equation 4.4.

κv ≤ κe ≤ δmin (4.4)

Connectivity can also be approached in a probabilistic way, for example, using a reliability polynomial.
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This polynomial Rel(G) is equal to the probability that the graph is connected based on which edges are
present. Another probabilistic approach to connectivity is using degree distribution. Britton et al. (2006)
defines p(n)k as the probability of a randomly chosen node of a set of n nodes to have degree k. With this
probability, a probability distribution can be determined: F = {pk; k ≥ 0}. According to Britton et al.
(2006), complex networks typically have a more heavy-tailed degree distribution, these types of graphs
are often referred to as scale-free graphs.

An example is provided to explain what type of connectivity measure is used within this study: Fig-
ure 4.3a shows a complete connected ring distribution network that contains eight hubs. This and other
networks are further introduced in section 5.1. Since the network is connected, the total connectivity
κ = 1. All networks are connected, and, therefore, this connectivity measure is of little value. The same
applies to the second and third connectivity measures, respectively κv and κe. However, this time the
value κv = κe = 1 because the removal of one specific node or edge reduces the graph to an unconnected
graph. The graph analysed is, therefore, not the complete graph but the reduced hubgraph. This graph
only contains the hub-hub connections and disregards all but the hub nodes and edges, which is displayed
in Figure 4.3b. Because most supplier and user nodes are connected to a single hub, the connection of
this hub to other hubs plays an essential role in the total reliability of the network. The analysed con-
nectivity measure, κe,hub−hub, rates the reconfigurability of the network. In case of a single edge failure,
a hub-hub edge connectivity≥ 1 means that the hub does not fail. Dependent on which edge, only one
supplier or user might stop functioning, but the damage remains limited.

(a) Total Graph (b) Reduced Hub Graph

Figure 4.3: Ring Distribution NU18NS6 (8 hubs, 18 users, 6 suppliers)

4.4.3 Modularity
Modularity is a global graph measure representing the extent to which a graph can be divided into
clearly separated communities (Mijalkov et al., 2017). These separated communities are based on a
previously determined community structure. Since this structure is constructed manually, the separated
communities can be defined as independent subsystems. Currently, one of the main applications of
modularity as graph measure is within brain studies, specifically concerning Alzheimer’s Disease (Brier
et al., 2014). Modularity is large when nodes are maximally connected within a subsystem but minimally
connected between communities, this value decreases over age and during the advanced stages of the
disease. It can be calculated using Equation 4.5 in which E is the number of edges in the graph, Aij the
connectivity or adjacency matrix, di the degree of a node and δij is 1 if the two nodes belong the the
same community and 0 otherwise.

1

E

∑
ij

[
Aij −

didj
E

]
δij (4.5)

4.4.4 Eccentricity
According to Ellens & Kooij (2013), the meaning of the diameter and average distance is that a shorter
path means a more robust graph. However, backup paths are not considered within this graph measure.
In line with this reasoning is the node eccentricity, which provides the maximum distance of a given
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node to another node within the connected graph. According to Ellens & Kooij (2013), a more compact
network has a higher efficiency and is therefore more robust.

4.4.5 Cycle Basis
Cycle Bases are a compact description of the set of all cycles of a graph (Kavitha et al., 2009). A cycle
is a simple graph or subgraph with as many nodes as edges (West, 2001). The nodes are placed in a way
that they form a closed cycle together with the edges. A tree subgraph or graph, on the other hand,
is a connected graph that does not contain cycles (Gross et al., 2014). The presence of rings or cycles
within a network is considered "good practice" when it comes to reconfigurability and robustness. Ìn
Figure 4.4, some graphs including the present cycles can be found. This figure shows that, in case of
undirected graphs, the number of cycles is not only dependent on the hub-hub connections, but on the
number of connections to supplier and user nodes as well. Therefore, the number of cycles or cycle bases
can be used to analyse the redundancy and the reconfigurability within a network.

Figure 4.4: Cycle Bases of Verification Set I: NU10

4.4.6 Effective Resistance
The graph measure effective resistance has its origin in the electrical circuits, where resistance is measured
in Ohm (Ω). The effective graph resistance or total effective resistance or Kirchhoff index is, according
to Ellens & Kooij (2013), the sum of the effective resistance over all given pairs of nodes. The resistance
decreases when an edge is added to the graph, which means a more robust network. The effective
resistance can be calculated using the eigenvalues of the Laplacian matrix. Van Mieghem, Doerr, et al.
(2010) defines effective graph resistance RG by Equation 4.6, where µk is the kth largest eigenvalue of
the Laplacian matrix.

RG = N

N1∑
µk>0

1

µk
(4.6)
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4.5 Conclusion
First, the graph measures used within the topology vector |t| of the R-value calculation are selected
based on a literature sample. The graph measures applied within this study are:

• Degree
• Connectivity
• Modularity
• Eccentricity
• Cycle Basis
• Effective Resistance

The scope of the study is further limited by disregarding the temporal aspects part of this robustness
approach. These temporal aspects are elementary changes over discrete time and the recoverability.
These limitations also form the assumptions required to apply the R-value on onboard distribution
systems. This robustness measure is further analysed in Part II of this report.
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Part II: Network Analysis
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Chapter 5

Network Set Introduction

The second part of this study, the network analysis, starts with this chapter. While the previous three
chapters (chapter 2 to chapter 4) are based on literature, the following chapters aim to extend the
current knowledge by creating new insights. This first chapter of Part II, chapter 5, introduces the
different analysed networks: five verification sets and 12 frigate systems based on the benchmark system
by de Vos (2018).

Verification Set I can be considered as reference set since it directly originates from de Vos (2018). This
first network set is described in section 5.1; here, the different graphs and their network properties are
discussed. section 5.2 introduce verification set II to V and the maximum and minimum connected sets,
all used in chapter 6. For chapter 7, another set is introduced: the sample set. This set can be found in
section 5.3, followed by a general conclusion in section 5.4.

To describe the different sets, certain abbreviations and symbols are used:

• NN number of nodes per graph
• NS number of supplier nodes per graph (blue triangles)
• NH number of hub nodes per graph (red circles)
• NU number of user nodes per graph (black squares)

The sets have been given names based on the most remarkable node properties, for example, Verification
Set I or NU10 includes a constant number of user nodes; the total number of nodes (NN), number of
hub nodes (NH) and number of supplier nodes (NS) is variable.

5.1 Verification Set in Literature
In subsection 2.3.3, some examples of physical topologies are mentioned, such as mesh, star, ring and
bus topology. These different topologies influence the reliability and efficiency of a given network on the
logical architecture level as defined by Brefort et al. (2018). Three topology approaches to improve the
reliability are: independent subsystems, redundancy and reconfigurability (Woud & Stapersma, 2003).
The design rules (rules of thumb) as described by Spruit et al. (2009) are based on these approaches.
Woud & Stapersma (2003) has defined a set of network topologies with an intuitively increasing level of
reliability; e.a., based on the design rules used during actual ship design. This set functions as the basis
of the five verification sets, which are further introduced in section 5.2.

Figure 5.1 shows the first topology: a radial distribution or star network. The corresponding graph is
bipartite, meaning that it exists of two independent sets of nodes (partite sets) (West, 2001). The links
or edges have one endpoint in each group, they cannot connect two nodes within the same set. This
topology can be considered very efficient due to the low hop-count or the number of edges in an arbitrary
shortest path in the graph Van Mieghem, Doerr, et al. (2010) GE. On the other hand, when considering
the system claim as defined by de Vos (2018) in section 3.4, one could find the number of edges within
topology to be disproportionately large, which represents a differently defined low efficiency. Despite
being the first in the set, this topology is not considered the least reliable structure; the high system
claim makes it a less realistic option for most systems.

Figure 5.1a and Figure 5.1b contain two supplier nodes, de Vos (2018) standardised the number of user
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nodes to ten for all graphs within the set NU10 (directed). A second difference between the original
and adapted topology is the directionality: Woud & Stapersma (2003) implies directed links within this
topology but shows undirected links, while de Vos (2018), on the other hand, explicitly defined the links
as directed.

(a) (Klein Woud & Stapersma, 2016) (b) Directed - Adapted from de Vos (2018)

Figure 5.1: Radial Distribution (Star Network)

The second and third topology can be found in Figure 5.2, showing a single and a single zonal distribution.
Figure 5.2b first introduces the hub node, representing the main pipeline as drawn in Figure 5.2a. This
topology has a low system claim because of the centralised distribution, also causing a lower reliability
through a single point of failure. The reliability can be improved by added redundancy or independent
subsystems; separate islands that can function independently and are connected by means of standard
open or standard closed valves. This system, including valves or hubs, is shown in respectively Figure 5.2c
and Figure 5.2d. The directed connections between the hubs are made bidirectional using a double
connection, which provides additional reconfigurability to the system.
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(a) Single Distribution - (Klein Woud & Stapersma,
2016)

(b) Single Distribution (directed) - Adapted from de
Vos (2018)

(c) Single, Zonal Distribution - (Klein Woud & Sta-
persma, 2016)

(d) Single, Zonal Distribution (directed) - Adapted from
de Vos (2018)

Figure 5.2: Single Distribution (Tree Network) & Single, Zonal Distribution

Figure 5.3 shows a distribution system with redundancy in both the set of suppliers and the set of users.
Moreover, a failure can be isolated by closing off valves connecting the upper and lower part or the left
and right part of the system. All users can be connected to both suppliers, which means that there is
not only redundancy but also reconfigurability in case of a supplier failure. The main difference between
the double distribution and the double vital distribution is that the two vital users, node 12 and 13
in Figure 5.3d, can be supplied via two different hubs. The function of the vital users can only be
interrupted in case of a failure within the user component itself or if two hubs fail simultaneously.
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(a) Double Distribution - (Klein Woud & Stapersma,
2016)

(b) Double Distribution (directed) - Adapted from de
Vos (2018)

(c) Double Vital Distribution (Klein Woud & Sta-
persma, 2016)

(d) Double Vital Distribution (directed) - Adapted from
de Vos (2018)

Figure 5.3: Double distribution with communication between the two supply lines and separation valves
- Double distribution: without and with vital and non-vital consumers and separate and combined
suppliers

Figure 5.3c can be improved further by adding an addition connection between the lower and upper part
of the system, which creates a circle or ring. The reconfigurabiliy of a ring distribution is increased in
comparison to the double distribution, all users are connected to suppliers via multiple paths. However,
independent subsystems are less applicable within this system, since not all parts are connected to a
supplier nodes. Therefore, extra supplier nodes are added, to ensure this subsystem functionality again,
as shown in Figure 5.4c and Figure 5.4d. Therefore, this system is considered the most reliable system
within the set.
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(a) Ring Distribution - (Klein Woud & Stapersma,
2016)

(b) Ring Distribution (directed) - Adapted from de Vos
(2018)

(c) Zonal Distribution - (Klein Woud & Stapersma,
2016)

(d) Zonal Distribution (directed) - Adapted from de Vos
(2018)

Figure 5.4: Ring and Zonal Distribution

5.2 Development Verification Sets
chapter 3 and chapter 4 introduce to robustness approaches, each with corresponding assumptions con-
cerning the definition of a network or distribution system. The first verification set by de Vos (2018)
is adjusted in order to analyse the assumptions in both methods. The first step of these adjustments,
defining networks with a constant number of user nodes, is described in the verification study by de Vos
(2018) (section 6.3).
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5.2.1 Verification Set I: NU10
The set is modified from directed graphs to undirected graphs for the succeeding step, as shown in
Figure 5.5. This adjustment also includes reducing the two directed edges between hub nodes to a single
bidirectional or undirected edge. The main advance of the first verification set is that it remains close to
the original set. However, undirected edges do not distinguish between different node types. Therefore,
some graph measures might not provide a realistic value when flow travels past supplier nodes instead
of merely starting at such nodes.

Figure 5.5: Verification Set I: Undirected Graph with 10 users and varying number of suppliers, hubs
and total nodes
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5.2.2 Verification Set II: NN24
According to Van Mieghem, Doerr, et al. (2010), one could not compare graphs with a different number
of nodes when it comes to absolute graph measures. Such a comparison is being made impossible by
the definition of graphs using matrices. A comparison between the eigenvalues of matrices or matrices
themselves of varying sizes is like "comparing something in different spatial dimensions". To overcome
this limitation in the applicability of graph theory, user nodes have been added to the NU10 set to the
point that all graphs contain the same number of nodes.

In Figure 5.6, an overview of this undirected set can be found. The main advantage, as mentioned before,
is that it can be compared according to graph theory. However, the physical meaning and applicability
of this comparison is unclear. The number of suppliers, hubs and users is varying, therefore, the network
type is still not standardised. Ultimately, the system revolves around the number of users it can serve,
so this number should preferably be kept constant.

Figure 5.6: Verification Set II: Undirected Graph with 24 total nodes and varying number of suppliers,
hubs and users
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5.2.3 Verification Set III: NN24NS6
Like verification set II, this set has a constant total number of nodes, moreover, the number of suppliers
is kept constant as well within the set NN24NS6. However, the main difference between the previous
sets and this set is the addition of the graphs 3, 5 and 8. Figure 5.7 shows the set of 10 undirected
graphs, the number of hub nodes is in parentheses after the graph number and name.

First, the third graph is added to provide an extra step in number of hubs between the graph 2 and
graph 4. These networks are all (combined) tree networks, which are efficient concerning system claim,
but vulnerable due to their single points of failure. Intuitively, the graph 4 is the most robust of the
three graphs, due to the independent subsystems and increased number of nodes. This theory is tested
using the added graph 3.

Second, graph 5 is meant to bridge the different structures of graph 4 and 6. While the number of hubs
is constant for graph 4 and 5, it is expected that graph 5 and 6 show more similarities in behaviour
due to the comparable topologies. Since graph 4 and 5 have the same node distribution and therefore
a nearly equal system claim, the difference in reliability by adding a single link is considered interesting
and meaningful. The final graph added, graph 8, is the least significant addition of the three added
graphs. This graph is added to reduce the step in number of hub nodes, from 4 to 8 between graph 7
and 9, to an addition of two nodes per step.

Figure 5.7: Verification Set III: Undirected Graph with 24 nodes and 6 suppliers total and varying
number of hubs and users
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5.2.4 Verification Set IV: NU18NS6
Circling back to the first verification set is set NU18NS6, since this set has once again a constant number
of user nodes. The supplier nodes are kept constant as well, meaning that with a varying number of
hub nodes, the total number of nodes is varying. While the mathematical meaning is less reliable, the
comparison between different network topologies with a constant number of suppliers and users is a
more applicable comparison for distribution systems onboard ships. The ten topologies can be found in
Figure 5.8.

Figure 5.8: Verification Set IV: Undirected Graph with 18 users, 6 suppliers and varying number of hubs
and total nodes
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5.2.5 Verification Set V: NH8NS8
Set NH8NS8 form a deviant set from the previous sets, as seen in Figure 5.9. The sets is based on the
zonal distribution network, graph 10, of verification set IV (NU18NS6). This set has a constant number
of supplier, hub and user nodes, only the number of connections between hub nodes is varying. It is
assumed that any link added means added reconfigurability and therefore added reliability. The number
of graphs in this set is seven, the addition of three extra graphs would provide no additional information
and therefore only costs computational power.

Figure 5.9: Verification Set V: Undirected Graph with 6 suppliers, 8 hubs, 10 users and 32 total nodes
with varying number of connections

5.2.6 Overview Verification Sets
The verification sets, introduced in subsection 5.2.1 to subsection 5.2.5, are also depicted in Appendix E.
This separate insert is provided to aid the reader in understanding the figures in the next chapter, so not
all sets are to be memorised by heart. In Table 5.1, an overview of the properties of the network set from
literature (Woud & Stapersma, 2003), the verification set by de Vos (2018) and the four verification sets
developed can be found. Despite the notion that all five verification sets are developed as directed and
undirected sets, the application in chapter 6 is limited to the undirected sets. This consideration is made
because the network analysis is limited to the logical architecture, which only includes the existence of
edges and disregards their direction.
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Verification Set Directed NN (number
of nodes)

NS (number
of suppliers)

NH (number
of hubs)

NU (number
of users)

Literature (KLEIN) No Varying Varying Varying Varying
1. NU10 (Vos) Yes/No Varying Varying Varying 10
2. NN24 Yes/No 24 Varying Varying Varying
3. NN24NS6 Yes/No 24 6 Varying Varying
4. NU18NS6 Yes/No Varying 6 Varying 18
5. NH8NS6 Yes/No 32 6 8 18

Table 5.1: Overview node and edge properties verification sets

5.2.7 Minimum and Maximum Values
The sets from the previous section are analysed using a number of graph measures. To normalise
these graph measures, minimum and maximum values must be determined, following the calculation
as shown in Equation 5.1. By means of normalising the graph measure values, the normalised value is
0 ≤ GM ≤ 1 in which GM is a random graph measure. Therefore, in terms of robustness, the maximum
value is considered the highest feasible value a measure can have. The minimum value represents the
lowest value for which the graph remains a connected graph. For this determination, two adaptations of
the five verification sets are developed: the minimum and maximum connected sets.

GMnorm =
GM −GMmin

GMmax −GMmin
(5.1)

Maximum Connected Set

A network that is maximal connected is a complete graph. This means that the undirected adjacency
matrix A is completely filled, apart from the diagonal. Such a network, as shown in Figure 5.10, is not
considered physically realistic because of the number of connections.

Figure 5.10: Verification Set V. NU18NS6: Complete Graph

For the network used in this example, the number of edges is (302 − 30)/2 = 435 edges. Moreover,
distribution networks as defined by de Vos (2018) only contain supplier-hub, hub-hub and hub-user
connections (except in case of absence of hub nodes). Therefore, the maximum connected set is defined
as equal to the normal set, but with a complete connected hub graph, meaning that all possible hub-hub
connections are available. The supplier-hub and hub-user connections remain the same, as shown in
Figure 5.11.
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Figure 5.11: Verification Set V. NU18NS6: Maximum Connected Hub Graph

Minimum Connected Set

In the third graph of Figure 5.11, the minimum connected set can be found. In this set, all hubs are
connected in through a single path while the supplier-hub and hub-user connections remained the same.
This single path means that no ring distribution is possible, however, the set is more arbitrary than the
maximum connected set. For example, a network with 4 hub nodes can have a single path through the
nodes in the order 7 − 8 − 9 − 10 or 7 − 8 − 10 − 9. The first order is applied within these minimum
connected sets due to programming reasons, but might not always provide "the worst" outcome.

Absolute versus Relative Robustness

The determination of the minimum and maximum values relates to the decision what scale to use for the
normalisation of the graph measures, and therefore, the robustness. Four commonly known measurement
scales are: nominal, ordinal, interval and ratio scale. Ascending in the list, more and more information
about the data must be available. The nominal scale is literally comparing apples to oranges, while the
ordinal scale contains a clear order amongst the possible values (i.e. a service satisfaction query). The
difference between the last two scales is that, for the ratio scale, an absolute zero value is known. To
normalise the graph measures, the maximum connected and minimum connected hubmatrix are used.
Therefore, the normalised graph measures rate along a ratio scale with an arbitrary zero value.

The calculation of the R-value includes additional normalisation to formulate a single robustness measure.
In the process of doing so, the maximum and minimum value stay intact, respectively 0 and 1. However,
this robustness measure cannot be used on the interval scale because the difference between the values
is not known. One can simply state that RG1 > RG2 , thus, the R-value can only be measured along an
ordinal scale. Despite this limitation, this robustness measure is a composition of a number of crucial
robustness aspects and should therefore not be disfavoured over a ratio scaled measure such as failure
likeliness.

5.3 Selection Sample Set
For the case study, as performed in chapter 7, a new set of networks is required. This set is the same set
as used in the first case study by de Vos (2018) and represents a network onboard a frigate. The model
used to represent this network can be found in Figure 3.2. Since a single network cannot be compared,
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multiple topologies have been generated using the ATG Tool described in section 3.3. Using this tool, a
set of topologies has been generating consisting of ten generations (child001 to child010 ) each containing
256 topologies. Figure 3.4 shows the 1st, the 9th and the 10th generation; generation 2 to 8 have been
left out to keep the figure clear. Of this set of 2560 topologies, 12 topologies have been selected as sample
set. The topologies are shown as single points with the two objective functions on the x-axis and y-axis,
respectively the system claim and the system robustness. The topologies have a "higher score" on the
objective functions if they have a lower value, therefore, the lower left corner contains the best topologies.
The selection of the 12 analysed topologies is based on their value for both the system claim and system
robustness objective function.

Figure 5.12: Selected Topologies: Results of Application ATG Tool, adapted from de Vos (2018)

The selected set has an increasing value for the system robustness measure, mirroring the values for the
verification sets. Figure 5.13 shows the values for the system claim and system robustness, calculated
according to Equation 3.1 and Equation 3.3. The vertical and horizontal lines in Figure 5.12 show that
the selected topologies contain sets with similar objective function values; a conscious choice made to
even the playing field for the graph measures.
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Figure 5.13: F1 System Claim and F2 System Robustness of Selected Topologies

5.3.1 Total System to Separate Subsystems
Figure 5.14 shows one of the selected topologies: Graph 2. This graph contains five subsystems, coloured
red, pink, blue, green and grey respectively. To analyse the total system using graph measures, the five
subsystems have been separated. An overview of these subsystems can be found in Figure 5.15, for which
the legend below can be used.

Sample Set Colour Flow Type
Subsystem 1 Red 6600 Volt
Subsystem 2 Pink 440 Volt
Subsystem 3 Blue Water 2◦C
Subsystem 4 Green Water 5◦C
Subsystem 5 Grey Data

Table 5.2: Overview system properties sample sets for case study

One should note that subgraph 5 does not contain any hub nodes. Therefore, this set is treated like the
first graph of verification set I to IV; the graph measures dependent on the presence of a hubmatrix are
zero. Moreover, all networks within a subgraph set contain a constant number of supplier nodes, hub
nodes and user nodes. It is expected that the sets behave in a similar fashion as NH8NS6, which has
been designed according to the same network properties.

Sample Set Directed NN (number
of nodes)

NS (number
of suppliers)

NH (number
of hubs)

NU (number
of users)

Complete System No 36 - 15 -
Subsystem 1 No 11 4 4 3
Subsystem 2 No 15 3 3 9
Subsystem 3 No 11 3 3 5
Subsystem 4 No 16 5 5 6
Subsystem 5 No 6 2 0 4

Table 5.3: Overview node and edge properties sample sets for case study
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Figure 5.14: Total Graph Case Study: NN36 Graph 2 with Colour-Coded Subsystems

Figure 5.15: Five Subsystems Graph Case Study: NN36 Graph 2
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5.4 Network Set Conclusion
In this chapter, chapter 5, two network sets are introduced: a verification set and a sample set. First, the
verification sets can be split in two groups: the sets with a constant number of users (NU10, NU18NS6
and NH8NS8) and the sets with a constant number of total nodes (NN24, NN24NS6 and NH8NS8).
The first group has a better usability in actual ship design: the support system is often designed with
the number of (main) users known. However, in graph theory it is considered good practice to compare
graphs with the same number of nodes. The only set that fulfills both conditions is NH8NS8; this set
also mirrors the network properties of the first four subgraphs of the sample set.

The minimum and maximum values required for the normalisation of the graph measures are defined using
the minimum and maximum connected hubgraph. The normalised graph measures have relative instead
of absolute values since the supplier-hub and hub-user connections are not maximised or minimised. This
approach is reconsidered in section 7.2 following the verification set analysis in chapter 6.
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Chapter 6

Verification Set Network Analysis

In chapter 5, five verification sets and the case study sample set are introduced. The network robustness
of these verification sets is calculated and analysed in this chapter. First, the total R-value calculation is
presented in section 6.1, in which an example is used. The next two sections, section 6.2 and section 6.3,
focus on two steps within the calculation process, respectively the calculation of the graph measures and
the normalisation of the R-value. In section 6.4, the system claim and system robustness ((de Vos, 2018)
of the verification sets are calculated. To conclude this chapter, the system robustness is compared to
the R-value in section 6.5.

6.1 R-calculation
The robustness or R-value of the verification sets is calculated according to the flowchart shown in
Figure 6.1. The four steps are:

1. Define the input graph, the weight vector and the normalisation value
2. Calculate the graph measure value for each graph
3. Normalise the graph measure value
4. Calculate the R-value using the normalised graph measure, the weight vector and the q-norm

Within this section, the four steps are followed for a single verification set and graph measure; respectively
NN24NS6 and hub-hub degree.

Figure 6.1: Flowchart R-value Calculation
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6.1.1 Step 1: Input
In subsection 5.2.7, the minimum and maximum connected graph are defined. These graphs connect
the absolute value of a certain graph measure to a relative value between 0 and 1. Figure 6.2 shows
the seventh graph (a double vital network) of the third verification set (NN24NS6). The three graphs
contain a equal number and placement of supplier-hub connections and hub-user connections. The
minimum connected graph contains a single path passing the four hub nodes: 7 − 8 − 9 − 10. All hub
nodes are connected to all other hub nodes within the maximum connected graph; the hub-matrix is
fully connected.

Figure 6.2: Standard, Minimum and Maximum Connected Double Vital Network with 24 nodes and 6
suppliers (NN24NS6)

The input for the R-calculation contains two other elements: the weight vector |s| and the q-norm.
All elements within the weight vector |s| are 1, so s = [1, 1, 1, 1, 1, 1]T . This means that, for a given
R-calculation, the six graph measures are valued equally. More research into valuing graph measures
differently is recommended, however, not part of this study. The norm is decided to be q = 2, generally
known as the Euclidian norm. With q = 2, the vector norm can be calculated using Equation 6.1.

||s||2 =
√

s21 + s22 + ...+ s2n (6.1)
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6.1.2 Step 2: Graph Measure Calculation
The second step is calculation the values of the graph measure; the minimum and maximum connected
graphs are shown in Figure 6.4a. Within this example, the mean hub-hub degree is calculated for the
third verification set: NN24NS6. The values of this graph measure can be found in Figure 6.3. Due
to the absence of hub nodes in general and the absence of hub-hub connections, the star network and
tree network have a NaN value and zero value, respectively. The other graphs show a step-wise increas-
ing trend; with only a change in supplier-hub or hub-user connections, the hub-matrix itself does not
change.

Figure 6.3: Mean Hub-Hub Degree (NN24NS6)
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6.1.3 Step 3: Graph Measure Normalisation
The degree of the minimum and maximum connected graph is determined in step 2 and can be found
in Figure 6.4a. The values of these graphs are shown using a line plot to improve the clarity of the
figure; the independent values are not continuous. For this graph measure, the maximum connected
graph is considered to have a higher robustness than the minimum connected graph. Therefore, the
maximum connected graph is marked green while the minimum connected graph is marked orange. The
light blue area between the minimum and maximum connected graph provides the envelope of possible
graph measure values.

(a) Minimum and Maximum Connected (b) Normalised

Figure 6.4: Mean Hub-Hub Degree (NN24NS6)

The normalised values are calculated using Equation 6.2 and are shown in Figure 6.4. In contrary to the
standard measure, the normalised measure shows a decreasing trend. This is caused by the difference in
slope between the maximum connected values and the minimum connected and standard values. The
last two show a comparable trend, while the maximum connected set increases significantly starting with
an increase in number of hubs.

degreenorm =
degree− degreemin

degreemax − degreemin
(6.2)

As can be seen in Equation 6.2, when the maximum and minimum graph measures are equal, the
normalised degree is undefined. In this thesis, this has been set to a normalised value of 0, to always
have an underestimation of the total robustness. If this is taken into account, the normalised value of
graphs one to four can be seen to be zero, where this conversion from undefined to NaN has been made
for graphs one to three. Furthermore, graph four shows a zero value since the actual measure is equal to
the minimum value.
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6.1.4 Step 4: R-value Calculation
The final and fourth step is defining a single robustness value based on the six normalised values calculated
in the previous step. Equation 6.3 provides the input vectors and variables used in Equation 6.3. The
topology vector t contains the six normalised measures, with the normalised mean hub-hub degree as t1.
In the subscript j,i, j refers to the verification set or graph set while i refers to a specific graph within
set j.

tj,i =


D̄hubs,j,i

κe,j,i

qj,i
Ēj,i

Cj,i

Reff,j,i

 , sj,i =


1
1
1
1
1
1

 , qnorm = 2 (6.3)

0 ≤ Rj,i =

∣∣sT t∣∣
∥s∥q · ∥t∥q

≤ 1 (4.2)

Figure 6.5 shows the calculated robustness measure. For clarification, the share of the normalised mean
hub-hub degree has also been made visible. The share of the degree measure is not equal to the values
shown in Figure 6.4 due to an extra "normalisation layer" in Equation 4.2. This layer values a graph
with small deviations between different measures over graphs with higher deviations; a high robustness
measure means a relatively high value for all separate graph measures. The influence of the six graph
measures on the total robustness value is analysed in section 6.2.

Figure 6.5: Normalised Robustness and Mean Hub-Hub Degree (NN24NS6)

6.2 Graph Measure Analysis
The meaning of the six measures is analysed using the five verification sets as introduced in section 5.2.
All plots containing the minimum, maximum, standard and normalised graph measure values can be
found in Appendix B. The main difference between the first four and the last set is the plot trend of
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the minimum and maximum connected graphs; these plots have a significant influence on the graph
measure normalisation. For the last set, these plots show a constant line (Figure 6.6) while the other
verification sets have a changing slope as minimum or maximum connected value (Figure 6.4a). This
difference is apparent for all graph measures apart from modularity, which is explained in later in
subsection 6.2.4.

6.2.1 Clean Increasing Trend for NH8NS6
The first graph measure is the mean hub-hub degree which has been used in the example R-calculation
the previous section. The two plots in Figure 6.4 for NN24NS6 have been combined into one plot in
Figure 6.6 for NH8NS6. The left axis shows the standard, the minimum connected and the maximum
connected values while the right axis shows the normalised values. Since this verification set contains
both the minimum connected graph (graph 1) as well as the maximum connected graph (graph 7), the
normalised and the standard measure show an increasing trend from the minimum value to the maximum
value. A similar trend for verification set V (NH8NS6) can be found for cycle basis and hub-hub edge
connectivity. Therefore, these measures are, like mean hub-hub degree, mainly dependent on the number
of edges within the hub-matrix.

Figure 6.6: Mean Hub-Hub Degree with the normalised values on the right axis (NH8NS6)

6.2.2 Clean Decreasing Trend for NH8NS6
Figure 6.7 shows, in contrary to Figure 6.6, a decreasing trend for the un-normalised graph measure. This
development can be seen in the mean node eccentricity but also in the measure for effective resistance.
The explanation for this trend is that, for a higher degree hub-matrix, more paths between sets of nodes
exist. When the network is considered as an electrical network, an increase in parallel paths causes
a lower resistance. Moreover, the chance that a shortest path between a set of nodes decreases with
more edges increases, leading to a lower eccentricity. Both developments can be considered positive for
the network robustness: a lower resistance means more options to connect a set of nodes and a lower
eccentricity means a decrease in dependence from different nodes and edges. Therefore, the normalised
values have been corrected to provide a higher value for a lower eccentricity or resistance.
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Figure 6.7: Mean Node Eccentricity With Normalised Values on Right Axis (NH8NS6)

6.2.3 Variable Results
Most figures have more in common with the plot shown in Figure 6.8 than with the previous two
figures. The mean node eccentricity shows features similar to the mean hub-hub degree in Figure 6.4a.
The following trends can be found for verification sets I to IV, more or less dominant for all six graph
measures.

• Without the normalisation step, the graph measure shows a step-wise increasing trend.
• The values of the measures remain closer to the minimum connected value; the maximum connected

value deviates more with an increasing hub-matrix
• Due to the second point, the values of the normalised measure decrease once they contain a value

larger than zero. Only amongst graphs with an equal sized hub-matrix (graph 6 and 7 or graph 9
and 10), an increasing value can be found.

• The zero values are either adapted NaN values or "real" zero values.
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Figure 6.8: Mean Node Eccentricity With Normalised Values on Right Axis (NU18NS6)

Apart from these general trends, some notes specified to this measure can be made. In contrary to the
graph measure mean node eccentricity before normalisation in Figure 6.7, Figure 6.8 shows an increasing
eccentricity value. This increase directly derives from the increase in graph size; with a constant number
of users, the number of nodes increases over the 10 graphs. However, the same trend can be found in the
eccentricity plot for NN24NS6, which has per definition, a constant number of nodes. The mean node
eccentricity therefore has a positive relation to the size of the hub-matrix.

6.2.4 Independent Modularity Normalisation
For the final graph measure, modularity, the normalised values for all verification sets are shown in
Figure 6.9. In contrary to the other graph measures, the minimum and maximum modularity is not
shown in Figure 6.9 because these values are constant for all networks and respectively −0.5 and 1. The
value of this measure is > 0 if the graph is more modular than can be expected based on the number of
nodes. The modules or subsystems have been defined manually to ensure that each subsystem contains
at least one supplier, one hub node and one user node, creating an independent subsystem.

The three graph, containing only a single node, cannot become modular and contains only a single
subsystem. Therefore, this graph has a value of 0. The star graphs contain more than one hub node,
however, this graph has exactly the same modularity as could be expected based on random networks.
For the fifth verification set, the modularity decreases with an increase in hub-hub connections. As
described in subsection 4.4.3, modularity decreases when more edges between different subsystems exist,
which is what causes this negative trend.
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Figure 6.9: Normalised Modularity

6.2.5 Graph Measure Noteworthy Plots
Apart from the general trends described before, a more specific comments can be made concerning the
separate graph measures and normalisation.

High Values for Star Network Cycle Basis Measure

All user nodes can be considered vital users within the star networks of different verification sets. Vital
users are favoured by the cycle basis graph measure, leading to higher values for such graphs (up to 85
cycles for NN24NS6). Figure 6.10 shows such a star network containing 9 cycles. However, these values
do not play a role within the normalised graph measure; this is NaN since the minimum and maximum
connected graphs are equal due to the absence of a hubmatrix.
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Figure 6.10: Cycle Basis (NU10 Graph 1), for context see Figure 4.4

Constant Values for Connectivity Measure

The hub-hub edge connectivity graph measure (Figure 6.11) is inherently dependent on the hubmatrix.
Apart from the last two graphs of verification set V, the highest minimum node degree (or edge connec-
tivity) within the hubmatrix is 2, with a minimum connected value of either 0 (in the absence of 2 or
more hub nodes) or 1. Therefore, the normalisation is mainly based on the maximum connected value.
This value can be manually calculated by κedge,max = NH−1 and is entirely based on the number of hub
nodes. Based on Figure 6.11, one can conclude that the normalised value decreases with an increasing
robustness value.

Figure 6.11: Minimum and Maximum Connected Mean Hub-Hub Edge Connectivity (NN24NS6)
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6.3 Alternative Normalisation
For a network comparison, it is convenient to end up with a single robustness value per graph. The first
option to arrive at this point is provided in section 6.1 using the four steps. However, this method is not
the sole method to reach a robustness value than can be used to compare different networks.

6.3.1 Un-normalised Graph Measures
A second option to get this single graph is by simply adding up the different graph measures, as shown in
Figure 6.12. This figure contains the sum of all graph measures, independent on whether a graph measure
represent a more robust graph with a lower or higher value. Despite the clear trend for all verification
sets, a star network is robust and the robustness show an upward trend for the other graphs, this figure
gives a distorted picture. The distortion is caused by two factors: first, some graph measures represent
a more robust graph with a lower value. For example, the node eccentricity and the effective resistance
decrease with increasing robustness. Second, the upper and lower limits of the measured values differ
significantly. If a measure has values between 0 and 30, it has more influence on the total R-value than
a measure with values between −0.5 and 1. Therefore, a third option is defined: a standard normalised
robustness value.

Figure 6.12: Robustness based on Unnormalised Graph Measures (NN24NS6)

6.3.2 Graph Measures Normalised per Set
An example of the third robustness option is shown in Figure 6.13. This robustness has been calculated
by dividing each graph measure by the norm of the graph measure within the verification set. For
example, the mean node eccentricity for the third graph of verification set I (NU10) is calculated using
Equation 6.4. In doing so, the problem concerning the difference in upper and lower limits has been
solved. However, the measures with a lower value for a more robust graph are still represented incorrectly.
Moreover, the robustness calculated here is dependent on the used verification set. By adding, removing
or changing a graph within a set, the all robustness values is changed because the norm of the graph
measures is dependent of the entire set.

Ecnorm(NU10, 3) =
1

6

Ec(NU10, 3)

norm(Ec(NU10, all)
(6.4)
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Figure 6.13: Robustness based on Graph Measures Normalised per Set (NN24)

6.3.3 Graph Measures Normalised per Graph Measure
The last robustness option is closest to the R-value calculation since both approaches share two main
characteristics. First, the robustness value of a specific graph is not dependent on other graphs within
the set. Second, all graph measures share the same interval 0 ≤ GM ≤ 1 with 1 being the most robust.
The main disadvantage of this method is that two high graph measures can compensate for extremely low
values of other measures. The R-value calculation prevents the occurrence of such a situation by adding
an extra normalisation layer. This layer favours a graph with comparable values for all graph measures
over a graph with a topology vector like [1, 1, 1, 0, 0, 0]T . Figure 6.14 shows the robustness values for the
fourth normalisation option; the calculation of this robustness can be found in Equation 6.5.

Rnorm(NU10, 3) =
1

6
(Dnorm(NU10,3) + ...+ Cnorm(NU10,3)) (6.5)
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Figure 6.14: Robustness based on Normalised Graph Measures (NN24)

6.4 Objective Function Analysis
In section 6.5, the R-values are compared to the system robustness F2. Values for the first and second
objective function ((de Vos, 2018)) for two selected verification sets can be found in Figure 6.15 and
Figure 6.16. Figure 6.15a shows the normalised and standard second objective function ((de Vos, 2018)):
the system robustness. Note that the robustness in this plot is considered "better" for a lower value of
F2, this is not in line with the R-value. Moreover, a line plot is used for a clear comparison, the separate
values still remain independent of other values within the plot.

The normalisation of this measure is based on the number of hubs within the network instead of a
maximum and minimum connected reference network. Despite this difference in normalisation, the
standard normalised version shows a comparable trend to i.e. the normalised mean node eccentricity in
Figure 6.8. This conclusion resonates with the conclusion by de Vos (2018); the normalisation does not
show the expected decreasing trend with a variable number of hubs. In Figure 6.16a, this conclusion
is confirmed since a continuously decreasing trend can be found for a constant number of hub nodes.
Within the case study, the compared networks contain a constant number of hub nodes, therefore, the
standard system robustness measure is used.
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(a) F2 System Robustness: Standard and Un-
Normalised (b) F1 System Claim

Figure 6.15: Objective Functions F1 System Claim and F2 System Robustness (NU18NS6)

The first objective function, system claim, is shown in Figure 6.15b and Figure 6.16b. Both plots increase
step-wise, with exception of the first network of NU18NS6. This high outlier is a star network with
6 supplier nodes and 18 user nodes in which the all supplier nodes are connected to all user nodes.
This sixfold redundancy requires 6 · 18 = 108 connections, which creates the peak in system claim. In
Figure 6.16b, the number of nodes is constant, meaning that the system claim is only dependent on the
number of connections.

(a) F2 System Robustness: Standard and Un-
Normalised (b) F1 System Claim

Figure 6.16: Objective Functions F1 System Claim and F2 System Robustness (NH8NS6)
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6.5 Robustness Measure Comparison
Figure 6.17 and Figure 6.18 show the final comparison of the verification study: the plots for the R-value
and the F2 system robustness. The system robustness is adapted to show positive values for a higher
robustness to facilitate the comparison.

For Figure 6.17, the most significant slope is between network 4 and 5. Both networks have three
hub nodes but the networks have a minimum and maximum connected hubmatrix, respectively. The
decreasing trend starting at the fifth network is caused by the normalisation based on the minimum
and maximum connected hubmatrix: this value shifts with an increase in number of hub nodes. The
normalisation also causes a constant R-value for the first four networks; only modularity has a non-zero
value for these graphs since this measure is independently normalised. The normalisation used for the
system robustness causes the absence of values for the first two graphs; both networks lead to a division
by 0. In conclusion, the two trends show comparable results. However, both plots are not in line with
the expected increasing trend based on the design rules.

Figure 6.17: R-Value and F2 System Robustness (NN24NS6)

Figure 6.18 shows an increasing trend for both measures, however, the curve of both plots differs. First,
the system robustness shows a trend that directly relates to the number of edges present in the hub-
matrix. The highest increments are between the last two networks and between the first two networks,
respectively. This is in line with the number of edges added to the network, as shown in Figure 6.16b.
The system robustness is represented by the sum of the maximum flow between two hub nodes; the
direct relation with the number of edges is therefore makes sense.
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Figure 6.18: R-Value and F2 System Robustness (NH8NS6)

The R-value demonstrates a flattening of the curve, which results from the decrease in modularity over
the sets. As mentioned in subsection 6.3.3, the R-value favours comparable values over a wide range in
measured values. Figure 6.19a shows a decreasing modularity value; more connections between modules
causes less independent islands and therefore a lower modularity. The deviation between the graph
measures increases since the other five graph measures increase in value, which results in an R-value as
shown in Figure 6.19b and Figure 6.16a.

(a) Robustness Normalised Graph Measures (b) R-Value

Figure 6.19: Two Robustness Approaches: Normalised Graph Measures and R-Value (NH8NS6)
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6.5.1 Verification Study Conclusion
Based on the results found in this chapter, it can be concluded that the R-value verifies the F2 System
Robustness based on the max-flow-between-hubs. Moreover, the R-value includes more aspects of ro-
bustness than covered by the max-flow-between-hubs. For example, the graph measure modularity also
includes the independent subsystems as robustness property. However, this conclusion is limited in its
application:

• The normalised graph measures forming the R-value do not follow the intuitive increase in ro-
bustness over the verification sets except when the number and function of the nodes within the
network remain constant.

• To ensure the intuitive increasing trend, the minimum and maximum values must be constant for
a networks within a set.

• The weight vector is not part of the R-value for this verification study, however, the influence of
this vector’s absence is not part of this study.

• While unnormalised and set-normalised robustness have been studied, they do not seem to be good
alternatives for the actual R-measure.

• The robustness measure as introduced in Figure 6.14 and further found in Figure 6.19 shows a more
comparable trend to the F2 system robustness than the actual R-measure. However, the effect of
outlying graph measures is not included within this measure. The robustness study application
determines which measure is more appropriate.

• Some graph measures provide a measure of the same network property, i.e. hub-edge connectivity
and mean hub-hub degree have overlap in calculated values. This effect is disregarded within this
study.

Two statements can be made based on the results and the conclusions found in this chapter. First, the
verification study as performed by de Vos (2018) in chapter 6.3 cannot be regarded as a verification
for the objective functions. Not only does that study contain directed graphs (ZIE CHAPTER 5), the
number and function of the nodes differs as well. However, the first case study performed by de Vos
(2018) falls within the limitations of the R-value and the F2 System Robustness. This case study is
further studied in the next chapter, Case Study Network Analysis.
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Chapter 7

Case Study Network Analysis

This chapter contains a second network analysis, based on the frigate case study by de Vos (2018).
The case study in this thesis research aims to confirm the conclusions drawn following the verification
study. More importantly, the case study bridges the theoretically approached verification study and
the actual ship design. The study approach is described in section 7.1 and consists of five steps. The
first step, defining the input, has already been performed in subsection 5.3.1 but is briefly recapitulated
in section 7.1. The second step step is part of the input as well; the definition of the minimum and
maximum values is described in section 7.2. The calculated R-values for the separate subsystems can
be found in section 7.3, this is the third step. The combination of the robustness measures for the five
subsystems is the fourth step, in section 7.4. The fifth and final step is, in line with the verification
study, the comparison between the R-values and the F2 system robustness values.

7.1 Case Study Approach
Figure 7.1 shows the different parts of this case study; these parts form the structure for this chapter.
However, structure of the diagram itself remained unmentioned within the introduction. The upper
white box (Case Study frigate: 12 Systems represents the 12 topologies selected in Figure 5.12. These 12
topologies are compared using three robustness measures: the original F2 Robustness, the F2 robustness
of the 5 combined subsystems (left dark-blue box) and the R-value of the 5 combined subsystems (right
dark-blue box). This comparison takes place in step 4 (original F2 versus combined F2) and step
5 (original F2 versus R-value). The topologies are generated and selected using their values for the
objective functions, mainly focusing on the second objective function (F2 System Robustness). These
values are represented by the dark blue box on top of the flowchart.

Figure 7.1: Flowchart Case Study Approach

The lower white box (5 Subsystems) represents the five subsystems which can be found in Figure 5.15.
Step 1 is the adaption from the total frigate system (Figure 5.14) to the five subsystems based on
difference in flow for each connection. The five steps of the case study are:
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1. Convert the sample set graphs into separate subsystems
2. Define the minimum and maximum connected graphs
3. Calculate the R-value for the separate subsystems
4. Combine the separate R-values to a single robustness value for the total system
5. Compare total R value to the system robustness

7.2 Minimum and Maximum Connected Graph
For the second step, the maximum and minimum values are defined. The maximum and minimum
values can be defined in two ways based on the conclusions from the verification set: a constant topology
generation or a constant maximum/minimum topology.

7.2.1 Constant Topology Generation
The first option is based on the programming approach of the minimum and maximum connected set. In
line with the verification study, the minimum connected set contains a hubmatrix in which all hub nodes
are minimal connected (5−6−7−8). The maximum connected set includes a fully connected hubmatrix;
the supplier-hub and hub-user connections remain constant for the minimum and maximum connected
graphs as shown in Figure 7.2. The main advance of this approach is that the maximum and minimum
graph are generated automatically. The order in which the hub nodes are connected remains arbitrary
for the minimum connected set; apart from this choice, the software determines the graphs.

Figure 7.2: Normalised and Unnormalised Objective Function 2: System Robustness (NH8NS6)

The plots for the graph measure mean node eccentricity in Figure 7.3 show the disadvantage of this
definition for the maximum and minimum connected graphs: the graph measure values are not constant
for all graphs. In contrary to the fifth verification set (NH8NS6), the way the supplier nodes and user
nodes are connected to the hubmatrix differs per graph causing a varying plot instead of a constant line.
Moreover, if a supplier or user node is double connected to the hubmatrix, already some redundancy is
present within the minimum connected set. Despite the relative nature of the maximum and minimum
set, this undermines the normalisation, e.a., the zero value does not represent the worst robustness.
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(a) Mean Node Eccentricity with Variable Minimum/-
Maximum Connected Graph

(b) Normalised Mean Node Eccentricity with Variable
Minimum/Maximum Connected Graph

Figure 7.3: (Normalised) Mean Node Eccentricity with Variable Minimum/Maximum Connected Graph
(NN36 Subsystem 1)

7.2.2 Constant Maximum/Minimum Topology
The second option for the maximum and minimum connected topology is not generated automatically:
the graphs are defined manually. The goal of this method is to recreate the constant plot for the maximum
and minimum values, mirroring the constant minimum and maximum plots for NH8NS6. The minimum
graph consists, again, of two parts: a minimum connected hubmatrix with a single connection (5−6−7−8)
and supplier-hub and hub-user connections. The first part is the same as for the first option, the second
part only consists of a single connection for each supplier node and user node. The maximum graph is
approached similarly: a fully connected hubmatrix as part one with two connections to each supplier
node and user node. The minimum and maximum connected graphs are shown in Figure 7.4.
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Figure 7.4: Normalised and Unnormalised Objective Function 2: System Robustness (NH8NS6)

The advantage of this option is the constant maximum and minimum plot, in line with NH8NS6 (Fig-
ure 7.5). As mentioned before, the disadvantage is the manual definition of the graphs. Not only does this
require a higher time investment, the connections are added arbitrary. Automatically generating these
graphs is most definitely possible with better programming, however, improving this is not considered
part of this study.

(a) Mean Node Eccentricity with Constant Minimum/-
Maximum Connected Graph

(b) Normalised Mean Node Eccentricity with Constant
Minimum/Maximum Connected Graph

Figure 7.5: Normalised Mean Node Eccentricity with Constant Minimum/Maximum Connected Graph
(NN36 Subsystem 1)
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Maximum/Minimum Value Approach

The second option is selected for this case study because of the more useful results, despite the deviation
in programming approach compared to the verification study. An additional pro for the section option
is that the last subsystem contains non-zero normalised values with this option, despite the absence of
hub nodes. Both options still contain values higher or lower than the maximum/minimum value; some
users/suppliers are triple connected or the hubgraph is not connected. These graphs are considered
outliers and adjusted to a normalised 0 or 1 value, respectively.

7.3 Subsystem R-Calculation
The R-calculation for each subsystem is approached the same way as for the verification sets; this is
the step 3 in the case study. However, one graph measure is not actively included in this case study:
modularity. To calculate the modularity, a manual grouping of the modules is required. Since the
supplier-hub and hub-user connections differ for each graph, such a generally applicable grouping cannot
be made for the subsystems. Therefore, all nodes are considered to be part of the same module, meaning
that the normalised modularity value is 0−(−0.5)

1−(−0.5) = 0.33 for all graphs.

The resulting values of the graph measures are comparable to Figure 7.6, which shows the effective
resistance measure for the third subgraph. Some increase in values can be found, but since this plot only
represents one fifth of the total system, the ascending trend is not without deviations.

(a) TITLE: Constant Minimum/Maximum Connected
Graph (b) Normalised

Figure 7.6: Effective Resistance with Minimum/Maximum Connected Graph (Subsystem 3)

In Figure 7.7, the combined robustness value for the fifth subsystem can be found. The measures mean
hub-hub degree and hub-edge connectivity are obviously zero for this subsystem due to the absence of
a hubgraph. Furthermore, only three possible topologies can be found for the fifth subsystem, group-
ing 2, 6&11, 5&12 and the other graphs. The second group only increases the total values slightly in
comparison to the third group, mainly based on a higher number of cycles.

The robustness for the first five graphs of the second subsystem (Figure 7.8) does not contain values
for the hubgraph-related measures. Figure 5.15 shows that this hubmatrix only contains three nodes,
meaning that the graph is either minimum connected (or less) or maximum connected. The rise between
the first five and next seven graphs is damped by the second normalization of the R-value, which weights
comparable graph measure values more heavily than values in a wide range. Since the modularity is
constant for all values, this graph measure functions as a damper for the R-value.
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Figure 7.7: R-Value (Subsystem 5)

Figure 7.8: R-Value (Subsystem 2)
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7.4 Combining the R-Values
Step 4 of the case study is the combining of the robustness values for the five subsystems to a single
value. First, the F2 system robustness for the total system is compared to the values of the five added
subsystems in Figure 7.9. The two plots show exactly the same downward trend, with a constant vertical
shift. This shift originates in the normalisation using the number of nodes: since this is done separately for
the combined value, about half of the nodes are counted twice. However, this figure suggests that adding
separate values is a valid alternative to calculating the complete system for F2 system robustness.

Figure 7.9: Combined and Original R-Value

In Figure 7.10 shows the added R-values of the five subsystems, the second and fifth shown in Figure 7.8
and Figure 7.7. All five subsystems are valued equally using Equation 7.1; the R-value ranges between
0 and 1 by simply dividing the total value by 5. The combined R-value shows an increasing trend apart
from two outliers: graph 2 and graph 11. Together with graph 6, these graphs show the lowest R-
value for the fifth subsystem (Figure 7.7). This subsystem is not included in the F2 System Robustness
calculation because of the absence of a hubmatrix; therefore, it provides additional information in rating
the graphs.

Rcombined =
1

5
(Rsub1 +Rsub2 +Rsub3 +Rsub4 +Rsub5) (7.1)

Figure 7.11 shows the total R-value without the final normalisation; the graph measures are normalised
but simply added to form the R-value per subsystem (subsection 6.3.3). In contrary to Figure 7.10, this
figure shows that the normalised graph measure values increase significantly over the range of the graphs.
In this plot, lower values are more strongly compensated by higher values due to the higher range in
calculated values for each subsystem. This can be considered a negative effect due to the weakest link
principle.
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Figure 7.10: R-Value (NN36)

Figure 7.11: Robustness Normalised Graph Measures (NN36)
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7.4.1 Subsystem Coupling
Figure 7.9 shows that, for F2 system robustness, superposition holds; the difference is a constant value but
the incline remains the same. However, this statement is not proven for the R-value. Some considerations
can be made to nuance the simply added R-values for the five subsystems.

• In line with the combined normalisation of the R-value (the deviation of the graph measures is
included in the value), such a normalisation step could be made when adding the subsystems. This
leads to a higher overall value for systems with a comparable robustness for the subsystems; one
positive outlier does not simply increase the total value.

• Some subsystems have a higher number of nodes than other systems, a correction factor could be
included to favour more robust smaller systems over more robust larger systems to increase the
robustness value of the weakest link.

• A correlation factor could be included to represent the relation between the subsystems. If a sub-
system is connected to multiple other systems, its robustness could be considered more influential
than the robustness of less connected systems.

7.5 Robustness Comparison
The final part of this case study, step 5, is the comparison of the original total F2 system robustness
and the total combined R-value for the sample set. Figure 7.12a and Figure 7.12b show the same plot
but with different y-axes. Both figures show positive F2 values to enable a good comparison between
the robustness measures. The most noticable trend in Figure 7.12a is that the measures show a com-
parable trend up to graph 9. The last three graphs show the flattened curve of the R-value due to the
"modularity normalisation". Moreover, F2 does not include values for subsystem 5 because of the absent
hubgraph. The fifth subsystem causes the dip in the R-value for graph 2 and 11, magnified by this axis
selection.

Figure 7.12b intuitively suggests that all R-values are relatively high with no values below 0.7. The
increased values are mainly caused by the second normalisation within the R-calculation, as shown in
Figure 7.10 (with second normalisation layer) and Figure 7.11 (without second normalisation layer). The
R-value plots in Figure 7.12 do not show the step-wise increase that can be found in the F2 plots. This
is most likely caused by the effect of supplier-hub and hub-user connections on the robustness of the
subsystems and the fifth subsystem; both elements are not included in the F2 system robustness.

(a) Constant Minimum/Maximum Connected Graph (b) Normalised

Figure 7.12: R-Value and F2 System Robustness (NN36)

7.5.1 Application
Figure 7.13 provides an example of the application of the robustness measures in the marine industry.
The indicated system claim in Figure 7.13a shows that, in general, a more robust system means a higher
system claim. The second figure, Figure 7.13b shows the unit robustness per system claim, as calculated
using Equation 7.2. This dimensionless plot suggests that graph 8 provides the highest robustness for
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the number of nodes and edges present within the system. Graph 9, 10 and 12 have a higher robustness,
however, the practical optimum can be found for systems with less edges than those three graphs. On
the other hand, graph 5 shows an inefficient use of edges, since the robustness is not compensated by
the high system claim.

R
F1

R
Rnorm

· F1norm

F1

F2
F1 = F2

F2norm
· F1norm

F1

(7.2)

(a) F1 System Claim (b) -F2/F1 and R/F1

Figure 7.13: System Claim and Robustness per System Claim (NN36)

7.5.2 Case Study Conclusion
The main aim of this chapter is twofold: to confirm the conclusions drawn following the verification
study and to bridge the theoretically approached verification study and the actual ship design. First,
the conclusions of the verification study, including the limitations mentioned, can be confirmed. Again,
some limitations are added to the scope concerning the applicability of these conclusions. To begin with,
the approach to define the minimum and maximum connected graph is adjusted in comparison to the
verification study. This means that the R-values for the verification study have a different meaning than
the R-values within the case study. However, based on the fifth verification set (NH8NS6), this seems
like an adjustment in line with the intended purpose of the maximum and minimum values.

Next, modularity is omitted from the calculations because of the limited possibilities using manually
defined graph modules. This adjustment is preventable in future studies by automatising the grouping
the graph modules, but this step is not yet made.

One of the main differences between the total combined R-value and the original F2 system robustness
measure is the inclusion of subsystem 5 within the R-calculation. For now, only the robustness of
existing topologies is calculated, but this alternative robustness calculation might influence the topology
generation and create systems with more robust subsystems and total systems.

Following this statement concerning the topology generation brings us to the bridge to actual early-stage
ship design. The two R-approaches in Figure 7.10 and Figure 7.11 show different trends, but figures
both suggest that a system can be split in subsystems in order to calculate the robustness of the total
system. A possible next step could be analysing an entire frigate system robustness instead of only the
subsystems required to operate a single weapon.
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Chapter 8

Conclusion, Discussion and
Reflection

This chapter is the final chapter of this master thesis and concludes the study performed. In section 8.1,
the research goal is addressed. Moreover, the different parts of the knowledge gap are addressed in sub-
section 8.1.1 and subsection 8.1.2. The discussion forms the second part of this chapter and can be found
in section 8.2. This section provides the main limitations of this study and suggests interesting topics for
further research. To conclude, section 8.3 reflects on the deliverables defined in subsection 1.2.6.

8.1 Conclusions
This study aimed to improve the approach for on-board distribution system robustness estimation in
early-stage ship design, through comparing and verifying the robustness approach by de Vos (2018)
using the robustness approach by Van Mieghem, Doerr, et al. (2010). Based on the conclusions found
in literature and this research, on-board distribution system robustness estimation in early-stage ship
design is deemed improved in comparison to the robustness approach by de Vos (2018) for the following
reasons:

• The concept of robustness is approached from more than just the perspective of reconfigurability.
Other aspects, such as independent subsystems and redundancy, are included in the new robustness
measure as well. Therefore, the measured network property is more in line with the design rules
concerning robustness.

• The supplier-hub and hub-user connections are included in this measure, instead of an exclusive
focus on the hub-hub connections. The presence of vital users influences the robustness of the
system, however, the choice of graph measures still highly values the properties of the hub-hub
graph.

• The fifth subsystem of the case study is included in the robustness calculations. While de Vos (2018)
excludes data distribution systems from his scope, the robustness approach by Van Mieghem, Doerr,
et al. (2010) is aimed to be applicable to all kinds of networks, with examples such as the internet
and power grids. The broad scope of this last approach gives reason to include the data distribution
system in the robustness calculation.

8.1.1 Marine Assumptions
The knowledge gap as defined in subsection 1.2.3 exists of two parts. First, if the robustness approach
by Van Mieghem, Doerr, et al. (2010) is currently not applicable to on-board distribution systems, what
assumptions must be made to transform the this approach to a robustness approach that can be applied
to distribution systems on-board ships? The first conclusion to address this knowledge gap is clear:
the robustness approach by Van Mieghem, Doerr, et al. (2010) can be used to perform a robustness
estimation of on-board distribution systems in early-stage ship design. Equation 4.2 shows a generally
applicable robustness measure, which can be used to estimate the robustness of any given network within
the boundaries of graph theory. Concerning the second part of this question, for the specific application
within maritime context, some considerations have been made.
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0 ≤ Rj,i =

∣∣sT t∣∣
∥s∥q · ∥t∥q

≤ 1 (4.2)

Edge Differentiation

The case study system in chapter 7 consists of five subsystems, each distributing a different flow which
can only be transported through connections that physically match the flow type. This differentiation
is not part of the R-value as defined by Van Mieghem, Doerr, et al. (2010), but can be included by
analysing the separate subsystems independently. Superposition is assumed in determining the total
robustness value; no interaction between subsystems is yet included in the robustness measure.

Topology Vector |t| Definition

Van Mieghem, Doerr, et al. (2010) does not define which graph measures should be part of the |t|-
vector within the robustness calculation. The chosen graph measures are assumed to represent the three
robustness properties as defined by Klein Woud & Stapersma (2016) for distribution systems on-board
ships: independent subsystems, redundancy and reconfigurability.

Weight Vector |s| Definition

As stated, the graph measures are selected based on their indication of certain robustness properties.
Dependent on the type of distribution system or the operational profile of said system, the relevant
robustness properties change. This change can be expressed using the weight vector |s|, which values the
used graph measures. Within this study, the weight vector is not studied; for i = 1, ..., N, si = 1.

Minimum/Maximum Connected Graph

For the normalisation of the graph measures, the minimum and maximum connected graphs are defined.
A subsystem is minimum connected if all nodes are connected with N−1 edges; the subgraph containing
the hub nodes is assumed to be connected too. The second assumption limits the possible minimum
topologies but the number of required edges stays constant. The maximum connected graph is a system
with a fully connected hub-graph and two edges connecting each supplier node and user node. All
connections are at least duplicated, which can be considered as maximally robust for maritime systems.
In other words, all suppliers and users within the maximal connected system are considered vital and
should be approached as such.

Time-Independent Analysis

Within early-stage ship design, the distribution systems are described using a list of main components
and a single-line diagram. Therefore, the temporal elements of the R-value analysis are assumed to be
out of the scope of this study. The distribution systems are analysed in steady state, providing a single
service.

8.1.2 Robustness Approach Verification
The second part of the knowledge gap is: to what extent can the robustness approach by de Vos (2018)
be verified using a general robustness approach such as the approach by Van Mieghem, Doerr, et al.
(2010)? The answer to this question is split in two for the two performed studies by de Vos (2018): a
verification study and a case study.

Verification Study Verification

The verification study as performed by de Vos (2018) cannot be verified using the robustness approach
by Van Mieghem, Doerr, et al. (2010) for the following reasons:

• Comparing systems with a different number of nodes is considered a faux-pas within graph theory,
which provides the mathematical basis for the R-value calculation. Not only the total number of
nodes varies, also the number of hub-nodes is not constant for the verification set. This leads to
robustness values that are not in line with the expected (normalised) values.

• Directed edges are part of the network service (Van Mieghem, Doerr, et al., 2010) or operational
architecture (Brefort et al., 2018), and not a part of the network service (Van Mieghem, Doerr, et
al., 2010) or logical architecture (Brefort et al., 2018). Therefore, this network property should not
be included when analysing the topology.

Case Study Verification

In contrary to the verification study, the case study by de Vos (2018) is verified using the robustness
approach by Van Mieghem, Doerr, et al. (2010). Within the case study, a system with a constant number
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of nodes is compared. These nodes are connected through undirected edges; therefore, only the logical
architecture is analysed. Despite the difference in represented robustness properties, the overall trend in
robustness value is considered comparable.

8.2 Discussion and Recommendations
To complete a comparison study within the given time-frame, assumptions have been made. First, the
two robustness approaches have been selected based on their availability and applicability on on-board
distribution systems within the logical architecture Brefort et al. (2018) context. However, more methods
are available and should be studied in order to obtain a full grasp of the state-of-the-art robustness
research.

Second, the assumptions done in subsection 8.1.1 have proven useful in limiting the scope and applying
the approach by Van Mieghem, Doerr, et al. (2010) to on-board distribution systems, however, most
aspects require additional research:

• The interaction between subsystems is not included in the R-value, while this might prove an
interesting point of research. The interaction can appear as a weakest link situation, or a subsystem
might take over the functionality of another system in case of a failure or attack.

• Basing the measured robustness properties on marine design rules builds a bridge between mar-
itime research and general robustness research and is therefore desirable. However, the selection
of robustness properties and corresponding graph measures is a fundamental aspect that is not
thoroughly covered within this study. Especially the graph measure selection and matching weight
vector could be covered in more detail. In future research, it is recommended to further study
the mutual influence of the graph measures, what robustness property is measured using a certain
graph measure and the influence of the weight vector.

• The normalisation of the graph measures has played a more significant role in the robustness
calculation than expected. Moreover, the approach for minimum and maximum connected graph
differs for the calculated R-value in chapter 6 and chapter 7, while F2 System Robustness is
normalised differently altogether. This normalisation might be the key to comparing distribution
systems, possibly with a variable number of nodes. Therefore, these first three points are considered
equally important in estimating robustness in early-stage ship design.

8.2.1 R-Value Calculation
Due to the normalisation approach of the total R-value, R = 1 if all entries in |t| are equal. This means
that, if all graph measures are ti = 0.5, the R-value can still have a maximum value. The opposite effect
is present as well: if a single graph measure has a deviating value from the other measures, the R-value
decreases. This effect is demonstrated in Figure 6.19; modularity decreases with more connections be-
tween independent subsystems. The effect is desirable that a negative measure is valued more heavily
than a positive measure; engineering practice favours an underestimation over an overestimation. How-
ever, a high R-value for comparable, low, graph measures should be avoided at all times. The possible
influence of a weight vector in changing or avoiding this effect has not been part of this study.

8.2.2 Limitation
The R-value, as applied within this study, provides an insight in the robustness of on-board distribution
systems during early-stage ship design. Suppose the three points of discussion are resolved, one major
limitation remains: the number of nodes should remain constant for all compared systems. Moreover,
the function of these nodes should be constant as well: a fixed number of suppliers, hubs and users.
With the restrictions in allowed connections (de Vos, 2018), only a very strongly limited variation scope
remains. This scope allows for a proper graph comparison, but the applicability of the R-value is limited
within maritime industry.

8.2.3 Implementation
This study can be applied within the maritime industry in two ways: first, this study provides insight
in the measuring approach of different robustness aspects. While a concept such as mean degree or
modularity might initially not mean too much to maritime engineers, understanding these graph mea-
sures assists in itself in making a trade-off between different system qualities in early-stage ship design.
However, not understanding the robustness calculation or the graph measures properly might result in
faulty trade-offs leading to unreliable distribution systems.

Second, the long-term application requires comparison between systems with different components and
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different number of components. In an ideal situation, maritime engineers can use a topology generation
tool that generates a topology with the following input: number and type of user components and type
and level of required robustness, system claim, operability and sustainability. The output would be a list
of five (or so) topologies containing different robustness values and different supplier and hub components.
Such a tool can assist in the transition to renewable fuels or more sustainable system components, since
the total design space can be explored for each system.

8.3 Reflection
In subsection 1.2.6, a list of deliverables is introduced. The research is considered to be finished when
the following deliverables have been completed. At the moment, not all deliverables have been completed
as initially intended due to a limitation of the scope. The review of the deliverables forms the academic
reflection of this study.

• An overview of assumptions required to apply the robustness approach by Van Mieghem, Doerr, et
al. (2010) on simplified networks of distribution systems on-board ships.

The assumptions have been made throughout this study, both in the literature part as well as in the
network comparison part. The overview can be found earlier in this chapter in subsection 8.1.1.

• A comparison of the resulting robustness measure of both approaches of the graphs in section 6.3
in de Vos (2018), including the assumptions made for both approaches.

In chapter 6, a comparison of the graphs in section 6.3 and the comparison for four other verification
sets can be found.

• A modified MATLAB script in which the robustness approach by Van Mieghem, Doerr, et al.
(2010) is implemented in the robustness approach by de Vos (2018).

A schematic representation of the calculation of the R-value using a MATLAB script can be found in
Appendix D. This R-value is not implemented in the ATG-Tool; generating new topologies is not part
of the scope. However, the ATG-Tool is used to create a sample set for the case study performed in
chapter 7.

• A comparison between the results returned by the modified and original robustness MATLAB script,
including the assumptions made for both approaches.

The comparison and analysis of the robustness values according to the two approaches can be found in
section 7.5. The steering effect of the adjusted R-value has not been studied since it is not part of the
scope.

• A conclusion, stating whether or not the robustness approach by Van Mieghem, Doerr, et al. (2010)
improves the robustness approach by de Vos (2018): to what extent and in what way. Does the first
approach verify the second robustness approach?

This final conclusion can be found in the first section of this chapter, section 8.1.
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Appendix A

Robustness Related Definitions

Figure A.1: Overview of Robustness Related Definitions by Bondavilli et al. (2016)

References Figure A.2: (Habben Jansen et al., 2020), (Chalfant, 2015), (He, 2020), (de Vos & Stapersma,
2018), (Haimes, 2009), (Cats et al., 2017), (Cetinay et al., 2018), (Çetinay et al., 2019), (Cuadra et al.,
2015), (Ellens & Kooij, 2013), (Koç et al., 2016), (Trajanovski et al., 2013), (Van Mieghem, Ge, et al.,
2010), (Bondavilli et al., 2016)
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Figure A.2: Overview of Robustness Related Definitions in Literature
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Appendix B

Verification Set: Robustness and
Graph Measure

Figure B.1: Verification Study Mean Hub-Hub Degree
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Figure B.2: Verification Study Number of Cycles

Figure B.3: Verification Study Mean Node Eccentricity
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Figure B.4: Verification Study Modularity

Figure B.5: Verification Study Effective Resistance
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Figure B.6: Verification Study Mean Connectivity

Figure B.7: Verification Study R-Value
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Appendix C

Case Study Sample Set: Robustness
and Graph Measures

Figure C.1: Case Study Mean Hub-Hub Degree

93



Figure C.2: Case Study Number of Cycles

Figure C.3: Case Study Mean Node Eccentricity
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Figure C.4: Case Study Effective Resistance

Figure C.5: Case Study Mean Connectivity
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Figure C.6: Case Study R-Value
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Appendix D

Schematic Representation MATLAB

The MATLAB files are available at request.
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Appendix E

Verification Set I-V
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Verification Set
NU10 1. Star (0) 2. Tree (1) 3. Single Zonal (3) 4. Double (4) 5. Double Vital (4) 6. Ring (8) 7. Zonal (8)

NN24 1. Star (0) 2. Tree (1) 3. Single Zonal (3) 4. Double (4) 5. Double Vital (4) 6. Ring (8) 7. Zonal (8)

NN24NS6 1. Star (0) 2. Tree (1) 3. Single Zonal (2) 4. Single Zonal (3) 5. Double (3) 6. Double (4) 7. Double Vital (4) 8. Ring (6) 9. Ring (8) 10. Zonal (8)

NU18NS6 1. Star (0) 2. Tree (1) 3. Single Zonal (2) 4. Single Zonal (3) 5. Double (3) 6. Double (4) 7. Double Vital (4) 8. Ring (6) 9. Ring (8) 10. Zonal (8)

NH8NS6 Min Connected 2 3 4 5 6 Max Connected



Appendix F

Case Study Sample Set
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Case Study Sample Set
NN36 Subgraph 1 Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6 Graph 7 Graph 8 Graph 9 Graph 10 Graph 11 Graph 12

NN36 Subgraph 2 Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6 Graph 7 Graph 8 Graph 9 Graph 10 Graph 11 Graph 12

NN36 Subgraph 3 Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6 Graph 7 Graph 8 Graph 9 Graph 10 Graph 11 Graph 12

NN36 Subgraph 4 Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6 Graph 7 Graph 8 Graph 9 Graph 10 Graph 11 Graph 12

NN36 Subgraph 5 Graph 1 Graph 2 Graph 3 Graph 4 Graph 5 Graph 6 Graph 7 Graph 8 Graph 9 Graph 10 Graph 11 Graph 12
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