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SUMMARY

Seismic data acquisition is a trade-off between cost and data quality subject to opera-
tional constraints. Due to budget limitations, 3D seismic acquisition usually does not
have a dense spatial sampling in all dimensions. This causes artefacts in the processed
images, velocity models, or other physical properties. However, we rely on, for example,
the accurate images in determining the location of oil and gas-bearing geological struc-
tures, and the accurate elastic properties to characterise the reservoir. In this thesis, we
propose new methods to improve existing technologies that can optimise marine seis-
mic acquisition. In Part I, we aim at obtaining dense data in less time by improving the
so-called blended seismic acquisition techniques. In Part II, we aim at obtaining an im-
proved target illumination with a limited number of sources and receivers by developing
an acquisition optimisation framework.

PartI
In blended seismic acquisition, source encoding is essential at the acquisition stage to
allow for the separation of blended sources at the processing stage. We propose new
source encoding techniques—both man-made and natural types—in blended seismic
acquisition to improve the deblending performance. The man-made type of source en-
coding is called shot repetition, which exploits the impulsive character of the marine
seismic source in blending. This source code consists of repeated spikes of ones and
can be realized physically by activating a broadband impulsive source more than once
at (nearly) the same location. The use of shot repetition allows the deblending process
to be carried out in individual shot gathers; therefore, it can cope with a sparse source
sampling. Both numerical and field data examples show that the method is feasible.

The natural type of source encoding is referring to using source ghosts as a part of the
blending codes. The source ghost is introduced by the strong sea surface reflection and
it can be considered as the response of a virtual source located at the mirror position of
the actual source. We propose an acquisition concept that includes the source ghost as a
natural source encoding such that it can be used for blending, where the end result has
been deblended as well as deghosted. Numerical examples of different blending scenar-
ios demonstrate that it is possible to use the source ghost as a type of source encoding for
deblending purpose. In addition, a field data example of a depth-distributed broadband
source shows that the method can be used to obtain a broadband solution.

Part II
Imperfect spatial sampling causes a lack of illumination at the target in the subsurface.
The hampered image quality at the target area of interest causes high uncertainties in hy-
drocarbon exploration, reservoir monitoring, hydrocarbon production or CO; injection,
which can have a high economic impact. Especially in the case of a complex overbur-
den, the relation between surface sampling and target illumination is not trivial. Target-
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Xii SUMMARY

oriented acquisition analysis based on wavefield propagation has been used to guide
optimising the acquisition parameters. Such acquisition design is usually a manual op-
timisation process, with consideration of many aspects.

We develop an acquisition optimisation framework that automatically updates the
acquisition geometry for improved target illumination. In the acquisition design method,
the forward model is the so-called focal beam analysis, which shows the influence of the
acquisition geometry on image quality by the image resolution and the angle-dependent
illumination imprint. We review the formulation of focal beam analysis for primary
wavefields to prepare for the inverse problem. To solve the inverse problem, we first
present a gradient method that can optimise the receiver geometry while the source ge-
ometry is fixed and vice versa. In the linearised scenario, the gradient method is suffi-
cient to find an acceptable minimum. Second, we show a nonlinear optimisation frame-
work to solve the design problem where nonlinear constraints are present. A genetic al-
gorithm is used to optimise the receiver geometry while the source geometry is fixed. A
low-rank parameterisation is proposed to make the size of the search space manageable
and, thus, make it feasible to use a genetic algorithm to solve the nonlinear acquisition
design problem efficiently. Third, we present a gradient method that can optimise both
the source and receiver geometries in a flip-flop mode to obtain a good target illumina-
tion. With numerical examples, we demonstrate that the three proposed methods are
effective.



SAMENVATTING

Seismische data-acquisitie is een afweging tussen datakwaliteit en beperkingen bij ac-
quisitie. Om de kosten beheersbaar te houden, is de bemonstering van bronnen en ont-
vangers bij 3D seismiek meestal minder dicht dan idealiter het geval is. Deze limitatie
kan resulteren in artefacten in de verwerkte afbeeldingen, snelheidsmodellen en andere
fysische eigenschappen. Nauwkeurige locaties en hoeveelheden van olie- en gasvoor-
raden hangen echter juist af van een goede weergave van de ondergrond. In dit proef-
schrift wordt een nieuwe methode geintroduceerd om bestaande technieken te verbete-
ren in seismische data-acquisitie op zee. Deel I concentreert zich op het verzamelen van
data met een dichtere bemonstering in een kleiner tijdsinterval door het verbeteren van
gemengde (‘blended’) acquisitietechnieken. Deel II concentreert zich op het verkrijgen
van een verbeterde belichting van het doelgebied in de ondergrond door middel van een
geoptimaliseerde acquisitie die tevens minder bronnen en ontvangers nodig heeft.

Deel I
We stellen nieuwe technieken voor broncodering voor — zowel kunstmatige als natuur-
lijke typen — in gemengde seismische acquisitie om de scheiding (‘deblending’) presta-
ties te verbeteren. Het door de mens gemaakte type broncodering wordt schotherhaling
genoemd. Schotherhaling exploiteert het impulsieve karakter van de seismische bron
op zee bij het mengen. Deze broncode bestaat uit herhaalde pieken en kan fysiek wor-
den gerealiseerd door een impulsieve breedbandbron meer dan eens op (bijna) dezelfde
locatie te activeren. Het gebruik van schotherhaling maakt het mogelijk om het schei-
dingsproces uit te voeren per individuele schot-opname, waardoor het kan omgaan met
schaars gepositioneerde bronnen. Uit zowel numerieke als veldgegevensvoorbeelden
blijkt dat de methode haalbaar is.

Hetnatuurlijke type broncodering verwijst naar het gebruik van de spiegelbron (ghost
source) als onderdeel van de bron scheiding codes. De spiegelbron wordt geintrodu-
ceerd door de sterke reflecties aan het oppervlak van de zee en veroorzaakt zijn eigen
responsie. We stellen een acquisitieconcept voor dat de spiegelbron bevat als een na-
tuurlijke broncodering zodat het kan worden gebruikt voor het mengen. In het eindre-
sultaat zijn de bronnen gescheiden zijn en is de responsie van de spiegelbronnen ver-
wijderd. Numerieke voorbeelden van verschillende mengscenario’s tonen aan dat het
mogelijk is om de spiegelbron te gebruiken als een type broncodering voor het schei-
den van bronnen (‘deblending’). Tenslotte wordt aan de hand van velddata aangetoond
dat een breedband-oplossing kan worden verkregen met een in diepte gedistribueerde
breedband-bron.

Deel I
Imperfecties in acquisitie veroorzaken gebreken in de belichting van de ondergrond. Dit

veroorzaakt gebreken in de datakwaliteit, wat op zijn beurt onnauwkeurigheden geeft in
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olie- en gasexploratie, monitoren van reservoirs en productie of injectie bij reservoirs.
Vooral bij een complexe structuur van de ondergrond is het verband tussen de acqui-
sitiegeometrie aan de oppervlakte en de belichting van het doelgebied in de diepe on-
dergrond niet triviaal. Een op het doelgebied gerichte acquisitie-analyse gebaseerd op
golf-propagatie is gebruikt om acquisitieparameters te optimaliseren. Dit is meestal een
handmatig proces dat vele aspecten in overweging neemt.

We ontwikkelen een acquisitie-optimalisatie raamwerk dat automatisch de acqui-
sitiegeometrie verbetert voor specifieke doelbelichting. In de methode van acquisitie-
ontwerp, is het voorwaartse model de zogenaamde ‘focal beam analysis. Deze toont
de invloed van de acquisitiegeometrie op de beeldkwaliteit via de beeldresolutie en de
hoekafhankelijke belichting. We beginnen met de formulering van ‘focal beam analy-
sis’ voor primaire golfvelden ter voorbereiding op het inverse probleem. Om het inverse
probleem op te lossen, presenteren we ten eerste een gradiéntmethode die de ontvan-
gergeometrie kan optimaliseren terwijl de brongeometrie vaststaat en vice versa. In het
gelineariseerde scenario is de gradiéntmethode voldoende om een acceptabel minimum
te vinden. Ten tweede laten we een niet-lineair optimalisatiekader zien om het ontwerp-
probleem op te lossen voor het geval dat niet-lineaire beperkingen aanwezig zijn. Een
genetisch algoritme wordt gebruikt om de ontvangergeometrie te optimaliseren terwijl
de brongeometrie vast is. Een lage-rang parametrisatie wordt voorgesteld om de grootte
van de zoekruimte beheersbaar te maken en zodoende een genetisch algoritme te kun-
nen gebruiken om het niet-lineaire acquisitie-ontwerp proleem op te lossen. Ten derde
presenteren we een gradiéntmethode die, in afwisseling, zowel de bron- als ontvanger-
geometrie kan optimaliseren om een goede doelbelichting te verkrijgen. Met numerieke
voorbeelden laten we zien dat de drie voorgestelde methoden effectief zijn.
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The general purpose of seismic acquisition is to acquire data that reveal informa-
tion about the subsurface, e.g. to determine the location of oil and gas bearing geolog-
ical structures. This information can be structural images, velocity models and elastic
properties of the earth. On land, dynamite or vibroseis trucks are used as sources, and
geophone receivers measure particle velocity signals (Yilmaz, 2001). In marine streamer
acquisition, vessel towed air gun arrays are used as impulsive sources, and hydrophones
receivers measure pressure (Vermeer, 2002). Nowadays, there are also geophones in the
streamer to measure particle velocity (Tenghamn, 2006). Ocean Bottom Seismic (OBS)
survey deploys receivers, that consist of both hydrophones and geophones, at the sea
bottom. It can measure both pressure and particle velocity. This thesis will focus on the
marine acquisition aspect.

SEISMIC SURVEY VESSEL

Rock Layers

Figure 1.1: Illustration of a 3D marine streamer survey and the wave propagation paths (image from Pacific
Gas Electric, 2019).

Seismic data acquisition is a trade-off between cost and data quality subject to op-
erational constraints. Due to budget limitation, 3D seismic acquisition usually does not
have dense spatial sampling in all spatial dimensions. This causes artefacts in the pro-
cessed images, velocity models, or other physical properties. However, we rely on, for
example, the accurate images in determining the location of oil and gas bearing geo-
logical structures, and the accurate elastic properties to characterise the reservoir. One
challenge in seismic data acquisition is how to obtain densely sampled data in less time.
Another challenge is how to obtain better quality data with a limited number of sources
and receivers, which is especially prominent in a monitoring scenario.

In this thesis, we aim to improve existing technologies that can optimise marine seis-
mic acquisition. Specifically, we look at the blended seismic acquisition for improve-
ment of productivity; and we look at the acquisition geometry design for improvement
of illumination quality.
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1.1. BLENDED ACQUISITION

To tackle the first challenge, blended acquisition, or simultaneous source acquisition,
has been proposed to acquire more data in less time (Beasley et al., 1998; Berkhout,
2008). In conventional acquisition, consecutive sources are fired with a waiting time
to avoid interfering signals, and the waiting time can be long especially for deep targets.
Blended acquisition allows signals to interfere with each other such that less survey time
is used to acquire the same amount of sampling points. Similarly, in blended acquisition
a denser source sampling can be achieved with the same time duration as in conven-
tional acquisition. Therefore, this approach allows us to obtain more data in less time
to improve data quality. In order to use the blended data, an additional processing step,
called deblending, need to be added to the conventional processing workflow. The de-
blending methods require a dense source sampling to separate the interfering signals
because the methods rely on signal coherency or sparsity in domains such as common
receiver domain and common offset domain (e.g. Mahdad et al., 2011; Zu et al., 2017).

1.1.1. SOURCE ENCODING IN BLENDED SURVEY

In blended seismic acquisition, source signatures can be coded with sweeps or time de-
lays at the acquisition stage to allow for separation of the blended sources at the process-
ing stage (Barbier and Viallix, 1973; Bernhardt and Peacock, 1978; Womack et al., 1990).
In seismic exploration, we are dealing with two types of source signatures: the short-
duration impulsive and the long-continuous sweep (Ikelle, 2010). The sweep type of
source encoding techniques, especially the linear sweep for onshore Vibroseis applica-
tions, has been well developed. In land Vibroseis surveys, multiple source responses that
release sweep signals are recorded simultaneously (e.g. Andersen, 1995; Bagaini, 2006).
Many of the Vibroseis sweeps are designed based on the orthogonality of signals, i.e. the
autocorrelation of each signal is spiky while the cross-correlation of the signals is min-
imum. Such simultaneously acquired data can be separated as if they were acquired in
a conventional way in the processing stage (Bagaini, 2008). The sweep type of source
encoding cannot be applied to the airgun array.

In the current blended towed-streamer acquisition, mainly random time delays as a
phase encoding technique are applied to the impulsive airgun sources along the source
inline direction (e.g. Vaage, 2002). The corresponding deblending method is effective;
however, its performance is often hindered by sparse source sampling because the method
inherently requires a dense source sampling as it exploits signal coherency when resort-
ing to other domains such as the common receiver domain. Barbier and Viallix (1973)
introduced the marine seismic acquisition method called Sosie, where the source en-
ergy is split into a sequence of discrete pulses that have a spiky autocorrelation function.
This approach was proposed to replace dynamite sources, used for marine acquisition
in those days, such that the marine seismic acquisition would be more environmentally
friendly. Abma et al. (2015) presented the independent simultaneous source acquisi-
tion, which makes use of orthogonal properties in blended seismic acquisition. Individ-
ual airguns in one airgun array are activated with controlled time delays to form near-
orthogonal sequences. This type of source encoding in a blended experiment allows
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effective deblending based on deconvolution of the source signature by sparse inversion
in the common source domain (Mueller et al., 2015). On the other hand, it imposes chal-
lenges on hardware and real-time seismic data quality control.

In marine seismic acquisition, other types of source encoding techniques include the
periodic source codes, which involve both time and space (e.g. Robertsson et al., 2016;
Zu et al., 2016), and the source codes for the marine vibrator source (e.g. Halliday et
al., 2017). Similar to the Vibroseis sweeps, the near-orthogonal marine source encoding
can help achieving goals such as enhancing the signal and separating the interference.
In this thesis, we discuss a phase source encoding technique that enables deblending
independent of source sampling.

1.1.2. SOURCE GHOST AS NATURAL ENCODING

In marine seismic data, a source ghost is an event propagating upward from the source
and reflected by the sea surface; in a similar fashion, a receiver ghost is the seismic data
reflected by the sea surface, which ends at the receiver afterwards (Van Melle and Weath-
erburn, 1953; Parkes and Hatton, 1954). Ghost reflections are considered as noise be-
cause they cause frequency notches in the signal bandwidth, and deteriorate the tempo-
ral resolution in images. Numerous deghosting methods have been developed to achieve
broadband seismic data: ghost elimination by linear and least-squares filtering (Lindsey,
1960; Schneider et al., 1964), ghost removal based on one-way wavefield extrapolation
(Senneland et al., 1986; Amundsen, 1993), deghosting methods based on Green’s theo-
rem (Weglein et al., 2002), wave-equation based deghosting (Beasley et al., 2013).

Many acquisition solutions have been developed for receiver-side deghosting: for ex-
ample, depth-distributed streamers (Senneland et al., 1986; Posthumus, 1993; Moldoveanu
et al., 2007), slanted streamers (Bearnth and Moore, 1989; Soubaras and Lafet, 2011),
dual-sensor streamers (Carlson et al., 2007; Day et al., 2013), and ocean bottom multi-
component receivers (Barr and Sanders, 1989; Docherty et al., 2005). In general, the
receiver-side deghosting algorithms perform well due to the dense receiver sampling,
especially in the inline direction.

In recent years, most developments of source deghosting are based on the depth-
varying source array acquisition, which aims to avoid the notches introduced by the
ghost reflection to be at the same frequency component (e.g. Moldoveanu, 2000; Hop-
perstad et al., 2008; Sablon et al., 2013; Parkes and Hegna, 2011). Numerical and field
tests show that combining several source depths in an air gun array could improve the
completeness of the source spectrum, especially in the low frequency bandwidth (Lan-
dre and Amundsen, 2014; Haavik and Landre, 2015). Still, source-side deghosting is
more of a challenge because the deghosting algorithms suffer from the sparse source
sampling in a typical marine seismic acquisition operation.

Instead of treating the source ghost as noise, we can also consider it as a virtual
source located at the mirror position of the actual source. Thus, the ghost effect can be
considered as a natural source encoding, and deghosting can be carried out with a de-
blending algorithm (Berkhout and Blacquiere, 2014). Additionally, it can be combined
with man-made source codes (e.g. the random time delays in Parkes and Hegna, 2011)
and provides an alternative algorithm to deal with the current depth-distributed broad-
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band source.

1.2. ILLUMINATION-BASED ACQUISITION

A second challenge in seismic acquisition focuses on the data quality in terms of imaging
quality. In the raw geophysical measurements, there are many quality control factors
such as signal-to-noise ratio, fold coverage and signal coherency. Signal-to-noise ratio is
typically enhanced by increasing the fold of coverage; signal coherency is enhanced by
increasing the spatial sampling rates. However, these empirical requirement values do
not guarantee a good quality of seismic deliverables, such as structural images, velocity
models, and elastic parameters.

In classical acquisition design, geometries are decided prior to the acquisition based
on the basic geological information such as target depth and maximum reflector dip an-
gle (Vermeer, 2002). This approach ensures that the overall seismic image has good reso-
lution and/or good angle coverage. However, certain targets can be inadequately imaged
due to the complex geological overburden (Howard, 2007). The hampered image quality
at the target area of interest can cause high uncertainties in reservoir monitoring and
production, which can lead to high expenses. Ibrahim (2005) shows that the complex
overburden, in combination with the used acquisition geometry, cause low-amplitude
illumination and even shadow zones on the target reflectors in the reservoir, by using
a 3D ray-trace modelling method. Howie et al. (2005) show a case study where the re-
processing of streamer seismic data alone did not provide enough uplift; an additional
wide azimuth Ocean Bottom Seismic acquisition provided the required improvements
in imaging. Muerdter and Ratcliff (2001) summarise the effects on illumination from
different geological structures, and suggest that modelling should be done before ac-
quisition to determine the acquisition parameters, such as the shooting direction, if the
prior velocity model is available.

1.2.1. MODELLING APPROACHES FOR ACQUISITION DESIGN

Model-based acquisition analysis is a well-established approach to help us design a bet-
ter acquisition geometry that ensures improved image quality at the target of interest. It
uses modelling methods based on ray-tracing, the one-way wave equation and the two-
way wave equation to compute the illumination criteria to appraise the acquisition ge-
ometry. This analysis is feasible where the macro subsurface velocity model with major
reflectors is available, e.g. in a monitoring scenario. The a priori velocity model is used
for modelling wavefield attributes that can indicate the illumination quality. For exam-
ple, Muerdter and Ratcliff (2001) use ray-trace modelling; Volker et al. (2001) and Van
Veldhuizen et al. (2008) use one-way wave equation modelling; Regone (2007) and Gard-
ner et al. (2012) use finite-difference modelling; Kumar et al. (2016) use full wavefield
modelling that includes multiple scattering wavefields. The results from these model-
based acquisition analysis methods can qualify the target illumination property of the
acquisition geometry and enable us to redesign the acquisition by changing the acqui-
sition parameters to fulfil the illumination requirements. The acquisition geometry is




6 1. INTRODUCTION

usually optimised by manually changing the acquisition parameters in the analysis until
its illumination quality is acceptable.

1.2.2. GEOMETRY DESIGN AS AN OPTIMISATION

Solving a 3D seismic acquisition design as an optimisation problem was first proposed
by Liner et al. (1998), where the challenge of balancing many geophysical requirements
and operational constraints has been pointed out. For example, target values of fold cov-
erage, bin size, far offset and azimuth coverage are required, while there is a limited num-
ber of available recording channels. Optimisation of the acquisition geometry is a non-
linear inverse problem. Morrice et al. (2001) parameterise an orthogonal split-spread
design using decision variables on source and receiver location spacings, the amount of
receiver equipment, and the production rate of the seismic crews. The problem state-
ment is to minimise survey cost per square kilometre subject to geophysical require-
ments and operational constraints. The objective function is fast to calculate; therefore,
the optimisation can be solved by the nonlinear optimization solver in Microsoft Excel.
Similarly, Santos et al. (2019) optimise a 3D orthogonal land seismic surveys with seven
geometry parameters and optimise a mixed-radix algorithm; a sufficient search is pos-
sible because the objective function involves simple calculations and therefore has no
significant computation cost. However, the computation cost for a model-based acqui-
sition design method is high, and we cannot afford to do a exhaustive search.

1.2.3. OPTIMISATION ALGORITHMS

The illumination-based acquisition design problem faces the challenges of the large
amount of parameters and the nonlinearity of the design problem. Research has shown
that global optimisation algorithms are effective for solving nonlinear problems. Alvarez
et al. (2004) use an integer optimisation algorithm for a model-based 3D seismic survey
design; Monsegny (2017) use a combination of a mix-integer algorithm and a particle
swarm optimisation algorithm to optimise a split-spread survey. In order to quantify illu-
mination using a wavefield modelling approach, both Alvarez et al. (2004) and Monsegny
(2017) invert for only six standard design parameters, such that an exhaustive search is
possible. Latiff et al. (2017) describe a particle swarm optimisation algorithm to opti-
mise the target illumination under a gas cloud region; the objective function uses the
illumination criteria defined by focal beam analysis; the receiver locations are consid-
ered as the particles; the parameters used in the search process are the three coefficients
for the particles. Nakayama et al. (2019) use a repeated encoding sequence to form a
parameter sequence in a genetic algorithm to optimise the deblending and data recon-
struction quality in a 3D seismic survey. However, the computation costs for a model-
based acquisition design method remain high. Linearised optimisation algorithms are
fast. However, linearisation between the current sampling parameters and the illumina-
tion criteria is non-trivial since the sampling parameters are the spatial coordinates of
the sampling points. This is one of the challenges taken up with this thesis.



1.3. THESIS OVERVIEW 7

1.3. THESIS OVERVIEW

1.3.1. RESEARCH QUESTIONS

The main questions that this thesis aims to answer are:
* How can source code design benefit blended marine seismic surveys?

* How can we optimise a seismic acquisition geometry for an improved target illu-
mination, assuming a velocity model of the complex overburden is available?

Chapter 1
Thesis statements

Part I
Target-oriented
acquisition geometry
optimisation

Part1

Source encoding in
blended marine
acquisition

PN _—

i ~. _— — \ —

- CEapter 7 h
Chapter 2 Chapter 3 Chapter 4 Chapter 5 Chapter 6 Obtimising both source
Shot Repetition Source Ghost Forward Model Gradient Method Genetic Algorithm P 2

and receiver geometries

Part ITT
Chapter 8 Conclusions & Recommendations

Figure 1.2: Illustration of the thesis outline.

1.3.2. OUTLINE

The outline of this thesis is shown in Fig. 1.2. The thesis consists of two parts, where
Part I shows how we can further improve the blending technologies, and Part II shows
the optimisation methods for acquisition geometry.

Chapter 2 is the start of Part L. In this chapter, we introduce an alternative source
encoding for blended marine seismic acquisition. The theory of blending and deblend-
ing is extended, and the deblending method is explained. The method is tested with a
numerical example and field data.

In Chapter 3, we propose to use the source ghost as part of the blending code for
blended marine seismic acquisition, such that the end result is deblended and deghosted.
Firstly, the forward model that contains the ghost operator and the blending operator is
given. Next, we show the deblending method with numerical examples of three differ-
ent blending scenarios. A field data example of a depth-distributed broadband source is
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shown to test our algorithm.

Chapter 4 is the start of Part II of the thesis. In this chapter, we review and derive the
formulations of focal beam analysis with primary wavefields, which is the forward model
for the acquisition design problem. It shows the influence of the acquisition geometry
on image quality by image resolution and angle-dependent illumination information. A
numerical example is given to illustrate the focal beam analysis.

In Chapter 5, the linearised method of automated acquisition design is explained.
We define the sampling density to be the inversion parameter. A two-step parameter-
isation approach is used to linearise the problem, and a gradient descent algorithm is
implemented. We demonstrate the method with both simple and complex 3D velocity
models.

In Chapter 6, we introduce an optimisation framework that uses a genetic algorithm
to solve the acquisition design problem in a nonlinear scenario. The parameter space
is reduced by using the results from the gradient method to form basis functions that
describe our density function. We illustrate the method with an example that includes a
cost constraint and a nonlinear operational constraint.

In Chapter 7, we present a gradient method that can optimise both source and re-
ceiver geometries in order to obtain a good target illumination, such that they can com-
pensate the missing illumination for each other. Numerical examples with simple and
complex 3D velocity models are used to demonstrate the method.

Chapter 8 contains the general conclusions of this thesis and recommendations for
future research.
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PART I: SOURCE ENCODING IN
BLENDED MARINE ACQUISITION






SHOT REPETITION: AN
ALTERNATIVE SEISMIC BLENDING
CODE IN MARINE ACQUISITION

In blended seismic acquisition, or simultaneous source seismic acquisition, source encod-
ing is essential at the acquisition stage to allow for separation of the blended sources at
the processing stage. In land seismic surveys, the vibroseis sources are encoded with near-
orthogonal sweeps for blending. In marine seismic surveys, the sweep type of source en-
coding is difficult because the main source type in marine seismic exploration is the airgun
array, which has an impulsive character. Another issue in marine streamer seismic data
acquisition is that the spatial source sampling is generally coarse. This hinders the de-
blending performance of algorithms based on the random time delay blending code that
inherently requires a dense source sampling as they exploit signal coherency in the com-
mon receiver domain. We present an alternative source code called shot repetition that ex-
ploits the impulsive character of the marine seismic source in blending. This source code
consists of repeated spikes of ones and can be realized physically by activating a broad-
band impulsive source more than once at (nearly) the same location. Optimisation of the
shot repetition type of blending code was done to improve the deblending performance. As
a result of using shot repetition, the deblending process can be carried out in individual
shot gathers. Therefore our method has no need for a regular dense source sampling: it can
cope with irregular sparse source sampling; it can help with real-time data quality control.
In addition, the use of shot repetition can be beneficial for the signal-to-background-noise
ratio improvement.

This chapter is adapted from a published paper in Geophysics (Wu et al., 2015).
DOLI: https://doi.org/10.1190/ge02017-0649.1

11
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In this chapter, we present an alternative seismic blending code that exploits the im-
pulsive character of the marine airgun source and has no restrictions on source sam-
pling (Wu et al., 2015). This source code, which we refer to as shot repetition, is a time
sequence consisting of repeated spikes of ones and can be realized physically by activat-
ing the entire airgun array or several identical sub-arrays more than once at (nearly) the
same location. An iterative deblending method, which is adapted from the one used in
Mahdad et al. (2011), has been implemented for deblending in individual shot gathers.
It overcomes sampling restrictions and simplifies real-time data quality control. Com-
paring with the more orthogonal blending codes that require precise control of the in-
dividual airguns, the practical implementation of our method and subsequent real-time
data quality control are more straightforward. The shot repetition type of blending code
was optimised to improve the deblending performance.

In the following sections, we extend the general forward model of source blending
to include the case of shot repetition. After explaining the deblending method, we show
results of deblending numerically blended field data with shot-repetition codes and a
numerical example regarding background noise reduction. Finally, the deblending per-
formance of the shot-repetition code is analysed.

2.1. THEORY AND METHOD

2.1.1. FORWARD MODEL

The matrix representation of seismic data (Berkhout, 1982) is used for constructing the
forward model. The monochromatic seismic data is represented by P, the so-called data
matrix in the frequency domain. Each element of P is a complex-valued number that
represents one frequency component of a recorded trace. Each column of P represents a
monochromatic shot gather, and each row represents a monochromatic receiver gather.
Note that this matrix notation can represent both 2D and 3D seismic data, where in the
case of 3D, each matrix column contains the concatenation of all receiver channels re-
lated to one seismic experiment (Kinneging et al., 1989). More details about the matrix
notation can be found in Chapter 4.1 and 4.2. The general forward representation of
source blending can be formulated as (Mahdad, 2012):

P =PI, 2.1)

where P’ is the blended data matrix and I' is the blending matrix that contains the blend-
ing codes. Each column of I" corresponds to one blended seismic experiment, and each
row of I' corresponds to a source location. The concept of using shot repetition as a seis-
mic blending code is a special case of the above general forward model. In the case of
shot repetition each source is activated more than once at nearly the same location. As
a consequence, each nonzero element of the blending operator I'" leads to multiple time
delays for the source at location k in blending experiment /. Hence, I'y; can be written
as a sum of phase terms:

N .
Tpi= Y, e J@Atkin, 2.2)
n=1
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where Aty , is the time shift corresponding to the n'" activation of the source. For N =
1, each source is activated once with a certain time delay, representing conventional
random time delay type of source encoding. The corresponding deblending method
requires the full data set and the deblending power depends on the randomness of the
shot time delays when resorting to other domains such as common receiver gathers.
For N > 1, each source is activated more than once, representing shot repetition. The
corresponding deblending method works on individual blended shot gathers. In this
paper, we show examples with only one blended shot gather. In this case, the blending
operator is a column of the full blending matrix I and the blended data is a column of
the full blended data P’ in equation 2.1. For deblending a full data set, all shot gathers
can be processed separately.

A simple numerical example of the forward model is illustrated in Figure 2.1. The
unblended data is modelled as a fixed receiver spread with a spacing of 20 m. Two shots
at lateral location 0.56 km and 2.48 km are coded with a pair of two-repetition source
codes, and summed together to generate the blended data shown in Figure 2.1c. The
shot-repetition codes used here are illustrated in Figure 2.2a and 2.2b, where the time
delays between repeated spikes are 0.16 s and 0.24 s, respectively.

2.1.2. DEBLENDING METHOD

PSEUDO-DEBLENDING

Deblending aims at retrieving individual shots as if they were acquired conventionally.
The deblending process is an underdetermined inverse problem, meaning that the blended
data matrix P’ has fewer columns than P. To solve this inverse problem, the following
objective function is minimized:

J=1IP' —PTJ2. 2.3)

The general solution of the above least-squares minimization is referred to as the pseudo-
deblended data:
P, =PI, (2.4)

r*=rfn-Ir, (2.5)

where I'* is the generalized pseudoinverse and I'” is the transposed complex conjugate
or the Hermitian of the blending operator I'. The pseudo-deblending procedure can be
expressed as applying I'T™ to P according to equation 2.1. Because the blending opera-
tor I contains the source codes in the frequency domain, I'*! in equation 2.5 performs
correlations and (I'/T)~! in equation 2.5 is a diagonal matrix that scales the output am-
plitude to be minimum in the least-squares sense. Accordingly the diagonal elements
of IT* are the scaled autocorrelations of source codes and the off-diagonal elements
are the scaled cross-correlations of source codes in the frequency domain. Hence, the
pseudo-deblending process can be seen as the scaled correlations of the source codes
with the blended shot gather.

As an example, Figure 2.2 illustrates the diagonal and the off-diagonal elements of
I'T* after inverse Fourier transform, as the time-domain correlations, for I' that contains
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Figure 2.1: A numerical example of shot repetition: (a) unblended shot gather A, (b) unblended shot gather B,
(c) blended shot gather including shot repetition, (d) pseudo-deblended shot gather A, (e) pseudo-deblended
shot gather B, (f) blended shot gather correlated with the source code A, (g) blended shot gather correlated
with the source code B, (h) deblended shot gather A, and (i) deblended shot gather B.
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Figure 2.2: An illustration of a blending code set that contains two time delays: (a) source code A, (b) source
code B, (c) scaled autocorrelation of source code A, (d) scaled autocorrelation of source code B, (e) scaled cross-
correlation of source code A and B, (f) autocorrelation of source code A, (g) autocorrelation of source code B,
and (h) cross-correlation of source code A and B.

the shot-repetition codes used in Figure 2.1. The zero-phased spikes in the autocorre-
lations in Figure 2.2c and 2.2d are related to the desired signals in Figure 2.1d and 2.1e,
while the cross-correlation in Figure 2.2e is related to the interfering events in Figure
2.1d and 2.1e, which is also referred to as the blending noise. The success in deblending
lies in the signal-to-blending-noise ratio in the pseudo-deblended data, which is related
to the amplitude ratio of the peak to the cross terms. Figure 2 shows that the spike am-
plitude of 0.5 in the scaled autocorrelations in Figure 2.2c and 2.2d is higher than the
maximum value of 0.2 among the cross terms in Figure 2.2e, yielding a ratio of 2.5.

Each column of the pseudo-deblended data PI'T™ is a pseudo-deblended shot gather
that contains the scaled autocorrelation of the shot, and the cross-correlation with the
blended shot. It can be observed that the desired signals have higher amplitudes com-
pared with both their side lobes and the blending noise in Figure 2.1d and 2.1e. This
signal enhancement is due to the near-orthogonal source codes that are featured by a
spiky autocorrelation function and low cross-correlation values (Mueller et al., 2016).
This feature essentially allows deblending individual blended shot gathers.




16 2. SEISMIC DEBLENDING WITH SHOT REPETITION

81
2
=
IS5 0.5
<<
0
0 20 40 60 80 100 120
Frequency (Hz)
(@)
1.5
81
2
£
15 0.5
<
0
0 20 40 60 80 100 120
Frequency (Hz)
(b)

Figure 2.3: The amplitude terms of two blended sources, where (a) the source codes contain one time delay,
and (b) the source codes contain two time delays.

BENEFIT OF AMPLITUDE SCALING IN THE CASE OF SHOT REPETITION

In the case of random time delay type of source encoding, each nonzero element of
the blending operator I contains a single phase term. The amplitude term (I'/T)~! in
pseudo-deblending has scalar values on the diagonal for all frequencies. The pseudo-
deblending can be expressed as multiplying with %FH , where b is a scalar value repre-
senting the number of blended shots in one experiment and I'*? corrects the phases in
the correlation process (Mahdad, 2012). The amplitude scaling of % ensures that the en-
ergy in the pseudo-deblended data and the energy in the blended data are equal, but
it does not affect the amplitude ratio of the desired signal to the blending noise in the
common shot domain. Figure 2.3a shows the amplitude term for a range of frequencies
forb=2.

As discussed before, pseudo-deblending in the case of shot-repetition source encod-
ing as a correlation process can enhance the signal-to-blending-noise ratio in the com-
mon shot domain. From a processing point of view, the amplitude term (I'T")~! maxi-
mizes this ratio in the least-squares sense for each frequency component. It is a periodic
function of frequency. Figure 2.3b shows the amplitude term for a range of frequen-
cies for a shot-repetition code with N = 2. Without the amplitude term, the magnitude
of the spike in autocorrelation would be N times the magnitude of the side lobes, and
the cross-correlation would be 2N spikes of the value ﬁ as normal correlation process
for optimised source codes. Figure 2.2f-h shows the correlations without the frequency-
dependent amplitude scaling of the source codes in Figure 2.2a and 2b. Note that Figure
2.2f-h are normalized to compare to Figure 2.2c-e. The ratio of the spike value to the
maximum value of the cross terms is 2, which is smaller than the one calculated before
for Figure 2.2c-e (2.5). In the least-squares sense, the ratio of the spike value in Figure
2.2f and 2g to the sum of squared cross terms in Figure 2.2h is 2. While with the ampli-
tude scaling in the pseudo-deblending, it can be calculated that the spike value in Figure
2.2c and 2.2d versus the sum of squared cross terms in Figure 2.2e reaches a higher ratio
of 3.28. As an example with the simple synthetic seismic data, Figure 2.1f and g show the
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Figure 2.4: The workflow of the deblending method in the case of shot repetition.

blended shot gathers correlated with source code A and B, i.e. the pseudo-deblended
shot gathers without the amplitude term. Note that Figure 2.1f and g are normalized to
compare to Figure 2.1d and e. It is clearly visible that the interferences in Figure 2.1f and
g have higher amplitudes than the interferences in pseudo-deblended shot gathers with
amplitude scaling shown in Figure 2.1d and e.

ITERATIVE ALGORITHM

To further reduce the blending noise from the pseudo-deblended result, the iterative
algorithm used in this paper is adapted from the deblending method proposed by Mah-
dad et al. (2011). That the deblending method is applicable in the common shot domain
is due to the fact that the desired signal is stronger than the interference in the pseudo-
deblended shot gathers. By incorporating a threshold for estimating the unblended data,
we promote sparsity in the solution and the deblending problem is solved iteratively. The
iterative updating scheme can be formulated as:

P P T+ P IT* -1, 2.6)

where Pi*! represents the deblending result at iteration i + 1, P represents the de-
blended estimate constrained by the threshold at the i*" iteration, and I is the identity
matrix. A workflow of the deblending method in the case of shot repetition is given in
Figure 2.4. The iterative process starts by applying a threshold to the pseudo-deblended
dataP,;, yielding a deblended estimate P'. This estimate is blended and pseudo-deblended,
and the interference is reconstructed by subtracting P' from P'TT*. The estimated in-
terference P' [TT* —IJ is subtracted from the pseudo-deblended data PT". The outcome
is P*1 containing less interfering energy. The iteration stops when there is no further
improvement of the outcome. The results shown in Figure 2.1h and 2.1i are obtained by
deblending the shot-repetition data in Figure 2.1c. It is clearly visible that the deblended
shots are near-perfect compared with the original shots.
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2.2. RESULTS

2.2.1. FIELD DATA EXAMPLE

To test the feasibility of the proposed blending technique in a more realistic setting, we
applied the deblending method to a numerically blended field dataset. The original field
data were from a 3D towed-streamer acquisition at the North Sea. The temporal and
the spatial sampling interval are 4 ms and 12.5 m, respectively. In the pre-processed
field data, the missing near offsets have been interpolated, and reciprocity was used
to convert the data from a towed-streamer geometry to a split-spread geometry (Van
Groenestijn, 2010). Two shot gathers at lateral location 0.375 km and 2.25 km from the
pre-processed field data are coded numerically with the pair of source codes shown in
Figure 2.7a and 2.7c, and blended to generate the data shown in Figure 2.5a. Each source
code consists of eight repetitions.

The pseudo-deblended shot gathers are plotted in Figure 2.5b and 2.5f and the final
deblended shot records are plotted in Figure 2.5c and 2.5g. It is clear that the desired
signal has a much higher amplitude than the blending noise after pseudo-deblending.
Compared with the original shot gathers in Figure 2.5d and 2.5h, it can be observed
that the strong events in the shallow region from 0.0 s to 1.2 s are well resolved. The
weak flat reflections in the deep region from 2.0 s to 3.0 s are quite well delineated. In
this example the deblending error can be computed and displayed since the field data
were numerically blended. The deblending errors are plotted in Figure 2.5e and 2.5i.
The signal-to-noise ratio of the deblended data is 10.2 dB; the signal-to-noise ratio of
the pseudo-deblended data is 3.1 dB; compared with the signal-to-noise ratio of shot-
repetition data (—11.8 dB), pseudo-deblending reached an improvement of 14.9 dB and
deblending reached an improvement of 22.0 dB. It took up to 10 seconds on a desktop
computer to calculate the deblending results. This method can be easily paralleled for a
full blended data set because the deblending process is carried out in individual blended
shot gathers. This demonstrates that the technique can be applied during seismic acqui-
sition and allows for real-time deblending quality control.

2.2.2. NOISE REDUCTION

Besides increasing the source density and/or reducing the survey time, blended acquisi-
tion improves the signal-to-noise ratio in seismic data (Berkhout and Blacquiére, 2013).
Both blended and unblended marine seismic records contain the planned, man-made
source signal as well as signals from other sources such as traffic, fishing activities, flow
noise, etc. The recorded events that are not related to the planned sources are referred
to as the background noise. In the case of shot repetition, more sources are employed
in each blended experiment and consequently more signal energy is sent into the sub-
surface while the background noise remains the same. The signal-to-background-noise
ratio in shot-repetition data is therefore more favorable compared with conventional
data or regularly blended data without shot repetition. In Figure 2.6, random back-
ground noise that consists of f-k filtered spikes is simulated and added to numerical
shot-repetition data, where the unblended shot gathers in Figure 2.1a and 2.1b have
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Figure 2.5: Field data example: (a) numerically blended shot gather, (b) pseudo-deblended shot gather A, (c)
deblended shot gather A, (d) original shot gather A, (e) the deblending error of shot gather A (5¢-5d), (f) pseudo-

deblended shot gather B, (g) deblended shot gather B, (h) original shot gather B, and (i) the deblending error
of shot gather B (5g-5h).
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been blended using the same set of source codes as in the field data example. After
deblending, the results have a lower noise level with the signal-to-background-noise ra-
tio being 4.5 dB (Figure 2.6c and 2.6d). The conventional data with the same noise have
the signal-to-background-noise level of —5.8 dB. The improvement is 10.3 dB. Again it is
clear that the level of the residual noise in the deblended results is lower than the initial
background noise level.
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Figure 2.6: (a) Band limited random background noise, (b) blended shot gather with noise in a, (c) deblended
shot gather A, (d) deblended shot gather B, (e) conventional shot gather A with noise in a, and (f) conventional
shot gather B with noise in a.

2.2.3. SOURCE CODE OPTIMISATION

An important aspect of blended acquisition is the source code design. Mueller et al.
(2016) described a method for optimising near-orthogonal source codes using a simu-
lated annealing algorithm. Campman et al. (2017) utilized the so-called “Golomb Ruler"
to optimise the shot firing time in an algebraic way such that the correlation property is
maximized. In the case of shot repetition, we use a trial and error algorithm to optimise
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the orthogonal properties of the blending code, which means we aim to obtain source
code pairs with spiky autocorrelation and minimal cross-correlation. The deblending
power depends on the signal-to-blending-noise ratio after pseudo-deblending. Since
the pseudo-deblended data can be seen as the convolution of the scaled correlations of
the shot-repetition source codes (such as in Figure 2.2c and 2.2d) and the unblended
data, the scaled correlations of a source code pair can be used to indicate deblend-
ing performance. The spikes in autocorrelations represent the signal, while the cross-
correlation represents the blending noise. The signal-to-blending-noise ratio in corre-
lations can be evaluated by the amplitude of the spike in each autocorrelation divided
by the sum of the squared cross-correlation values. The number of parameters in our
shot-repetition code optimisation is 2N, where N is the number of repetitions in equa-
tion 2.2. Since the number of repetitions is limited, the number of parameters is small. It
takes only 0.2 millisecond on a desktop computer for one trial and the number of trials
is user defined. Typically, several hundred pairs of optimised shot-repetition codes can
be obtained after 10000 trials.

Two pairs of source codes that contain eight repetitions are evaluated in Figure 2.7.
The graphs on the left column correspond to the optimised source codes, while the
graphs on the right column correspond to the non-optimised source codes. In this com-
parison, the correlation graphs of the pair of non-optimised source codes show side
lobes and cross terms with higher amplitudes than those calculated using the optimised
codes. Itindicates that blending with the optimised source codes can reach better signal-
to-blending-noise ratio than blending with the non-optimised source codes in the
pseudo-deblended data.

Besides orthogonal properties, another factor we considered in optimising
shot-repetition codes is the number of repetitions N. The larger the N value, the better
the signal-to-blending-noise ratio in correlation, and the better initial guess for deblend-
ing. This can be shown by comparing the scaled correlation graphs of the source codes
which contain two spikes in Figure 2.2 with the scaled correlation graphs of the source
codes which contain eight spikes in Figure 2.7.

Ten pairs of optimised source codes within a fixed time window are generated for
each N that ranges from 2 to 8, and they are tested using the field data discussed above.
The residual noise level shows a decreasing trend (Figure 2.8a). Furthermore, the signal-
to-noise ratio and the signal-to-noise ratio improvement of the deblending results both
show an increasing trend (Figure 2.8b and 2.8c). This indicates that a higher number of
shot repetitions is potentially better for the deblended data quality. Nevertheless, the
residual noise level reduction with the increasing number of shot repetitions is limited.
It is up to the acquisition requirement whether to adopt more repetitions in practice.

2.3. DISCUSSION

We have shown that the deblending method proposed by Mahdad et al. (2011) after a
few modifications can be applied to shot-repetition data in individual shot gathers. In
this paper, a threshold as a simple sparsity constraint is chosen to test the feasibility
of shot-repetition blending. A more sophisticated sparsity promoting procedure in the
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Figure 2.7: Left column: (a) optimised shot-repetition code A, (c) optimised shot-repetition code B, (e) scaled
autocorrelation of source code A, (g) scaled autocorrelation of source code B, and (i) scaled cross-correlation
of source code A and B. Right column: (b) non-optimised shot-repetition code A, (d) non-optimised shot-
repetition code B, (f) scaled autocorrelation of source code A, (h) scaled autocorrelation of source code B, and
(j) scaled cross-correlation of source code A and B.
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Figure 2.8: (a) The residual noise level in the deblending results. (b) The signal-to-noise ratio of the deblending
results. (c) The signal-to-noise ratio improvement of the deblending results with increasing the number of shot
repetitions.
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deblending algorithm such as the focal-curvelet hybrid transform (Kontakis and Ver-
schuur, 2017) or a better denoising tool such as the rank-reduction method (Chen et
al., 2016) would likely improve the results even further. Furthermore, it is convenient
to combine shot-repetition codes with other blending codes because of the same gen-
eral source blending representation. Kontakis et al. (2016) performed numerical tests
that combine shot repetition with the random time delays. The results showed that the
additional constraints in common-receiver domain can improve separating the interfer-
ing energy in deblending on the condition of a sufficiently dense source sampling. The
deblending framework based on shaping regularization proposed by Chen et al. (2014)
offers a flexible way to control deblending using sparsity or coherency constraints. It
is extended to a multiple-constraints regularized deblending framework by Chen (2015)
with the extra constraint called iterative orthogonalization. From a processing point of
view, this constraint enhances the signal-to-blending-noise ratio at each iteration and it
helps speed up the convergence.

As Abma and Ross (2015) addressed, practical aspects are important in seismic ma-
rine source encoding. Besides the optimisation of source codes via evaluating correla-
tion, some practical concerns should be addressed when designing such source codes,
such as the varying source signatures, the engineering aspects, and the duration of the
planned survey.

It has been shown that a larger repetition number N can potentially improve the
deblending quality provided that each shot can be perfectly repeated. In practice, the
signature varies from shot to shot. More repetitions could introduce more shot-by-shot
signature variations due to higher operational uncertainties. The appropriate choice of
shot-repetition numbers in the code design should take both the benefit and the op-
erational uncertainties into account. The minimum time shift in source code design
is restrained by many engineering aspects, e.g., the total capacity of the onboard com-
pressors, the duration of refilling the airgun, and the bubble periods for different size
of airguns. The maximum time shift is limited by the criterion that the duration of the
blended survey has to be shorter than the duration of the corresponding unblended sur-
vey for economical reasons.

As mentioned before, shot repetition type of source encoding can be realized in prac-
tice by activating the entire airgun array or several identical sub-arrays in sequence (sim-
ilar to Parkes and Hegna, 2011). Because the signature variation between the repeated
shots at nearly the same source location is assumed to be identical in this theoretical
study, we recommend measuring both the firing times and the airgun signatures to allow
a successful deblending. In general marine applications of source encoding, the near-
field hydrophone measurement of the source signatures is as important as the recording
of the shot firing times for deblending such field data.

Moreover, the amplitude of all repeated shots may be reduced in the source code
design since the deblended data can still achieve the same amplitude as in the single-
shot unblended data. This may contribute to a method that is more environmentally
friendly with respect to the production of underwater noise. In a manner similar to that
of the Sosie method proposed by Barbier and Viallix (1973), the energy of the output
signal depends on the energy of the input signal. A prolonged input signal with lower
average amplitude over time can supply the same amount of energy injection.
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2.4. CONCLUSION

Shot repetition is a feasible alternative approach for source encoding in blended ma-
rine acquisition. It exploits the impulsive character of the marine seismic source. We
demonstrated that the deblending method based on shot-repetition blending codes can
be carried out in individual shot gathers with numerically blended field data. Accord-
ingly our method has no need for a regular dense source sampling: it can cope with
spatially sparse or irregular source sampling; it can help with real-time data quality con-
trol. From the signal-to-noise ratio analysis of a range of optimised source codes, we
showed that optimisation of source code can improve the deblending performance. An-
other benefit of incorporating more shots per source location is that it can help reduce
the random background noise.

It is possible to combine shot-repetition codes with other blending codes, e.g. ran-
dom time delays to the blended inline sources. When the source sampling is sufficient,
the additional constraint in other domains such as the common-receiver domain, can
improve separating the interfering energy in deblending. When designing the source
codes, it is beneficial to optimise them to improve the deblending performance. From a
practical aspect, our source encoding method can be implemented straightforwardly by
activating the entire airgun array or several identical sub-arrays repetitively. Additional
effort of real-time data quality control is minimum because the shot-repetition data re-
sembles the conventional data appearing multiple times.







UTILIZING THE SOURCE GHOST IN
A BLENDED MARINE ACQUISITION

In blended data acquisition, source encoding is needed for the separation of the blended
source responses. The source ghost introduced by the strong sea surface reflection can be
considered as a virtual source located at the mirror position of the actual source. In this
chapter, we propose an acquisition concept that includes the source ghost as a natural
source encoding such that it can be used for deblending, where the end result has been de-
blended as well as deghosted. This acquisition method is easy to combine with man-made
source encoding and also the concept of using the source ghost provides an interesting al-
ternative to deal with the current depth-distributed source for broadband seismic data.

This chapter is adapted from a published SEG Technical Program Expanded Abstract (2016).
DO https://doi.org/10.1190/segam2016-13684486.1
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In blended data acquisition, source encoding is needed for the separation of the
blended sources. In marine seismic surveys, many approaches of temporal source en-
coding have been employed (e.g. Abma et al., 2015; Mueller et al., 2015; Wu et al., 2015;
Vaage, 2002). In this work, we consider the naturally blended source, i.e. the source
ghost, as part of the blending code (Berkhout and Blacquiere, 2014). With the help of
this natural blending code in depth, it is possible to use the source ghost for deblend-
ing. In addition, it is easy to combine with man-made source encoding and provides an
interesting alternative to deal with the current depth-distributed broadband source.

In this chapter, we present three cases where source ghosts are treated as signal and
then separated from the source response. In the first case, two sources are activated
near simultaneously at different lateral locations. They are towed at different depths,
and therefore these two sources also have different source ghosts correspondingly. In the
second case, the blended source geometry is the same as in the first case. However this
time each physical source is activated in a shot-repetition fashion, i.e. activated twice
with certain time delays (Wu et al., 2015). The third case contains two sources situated
at the same lateral position but at different depths. This is an analogue of the current
depth-distributed source and a field data example will be discussed.

3.1. FORWARD MODEL

The forward model of blending with the source ghost is formulated based on the matrix
representation described in Berkhout (1982). With the premise that the source sampling
is sufficient, the monochromatic blended data can be formulated as:

P (20; £ 2m) = P(20; 20)G(20, £ 2)T, 3.1)

where P(zg; zg) represents the unblended data acquired with both source and receiver
arrays at the sea surface zy. G represents the source ghost operator that generates the
real source response with the ghost source response from all the sources presented in
P(20; z0):

G(zo, +zm) = F(zo, +2m) + R(20)W(z0, —z),
with zm,=2zm(z1,22,...). (3.2)

Each row and column of G corresponds to the lateral source location in the un-
blended and ghost free data P(zp; z9). In the nonzero elements of the source ghost oper-
ator G(zg, +z,,,), F(zo, +z5,) inverse extrapolates the wavefield to the actual source depth
zZm, while R(zp)W(zg, —z,,) forward extrapolates the wavefield to the source ghost depth
zm and applies the sea surface reflectivity R(zp), which generates the source ghost re-
sponse. The depth level used in extrapolation is denoted by the function z,,, which is
a function of the depth levels of each blended source z;,z; and so on. After applying
G(zp, +z;,), all the sources have been extrapolated from the sea surface level to their re-
spective depths below and above the sea surface. The above-mentioned extrapolation
process can be implemented in the wavenumber frequency domain in the case of later-
ally invariant parameter values (speed of sound in water and sea surface reflectivity).
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In equation 3.1, I is the blending matrix that contains the temporal source encoding.
Each column of I corresponds to one blended seismic experiment, and each row corre-
sponds to a source location. In this work, each nonzero element of I' is formulated as a
sum of phase terms, based on the source time delay Afy; ,,:

N .
T =) e /@kin, (3.3)
n=1

In the case where no temporal source encoding is applied, each nonzero element of
I' equals one. Figure 3.1a shows an example of blending two sources at different tow-
depths. In the case where only one shot is fired at each source position (N=1 in equation
3.3), the blending matrix I' represents the dithering blending code. In the case of shot
repetition (IV = 2 in equation 3.3), I' becomes a sum of time shifts which adds the benefit
of deblending being possible within a single common shot gather (Wu et al., 2015). In
Figure 3.1d, an example of two sources at different tow-depths blended in a shot repeti-
tion fashion is shown.

3.2. DEBLENDING METHOD

By minimizing the objective function P’ - PGI'||3, a least-squares solution is obtained
for P, and used as the start of an iterative process. This solution, P s, is often referred to
as the pseudo-deblended data:

P, =P D) 'r" "6 '6". (3.4)

In the pseudo-deblending process described by the above equation, the blended data is
correlated with the source encoding which is a combination of time and depth.

To use the source ghost, the blended sources are required to be towed at different
depths such that their corresponding source ghosts are different (Figure 3.1a). No tem-
poral source encoding has been applied. It can be clearly observed that the ghosts of the
blended sources have different phase shifts. Figure 3.1b shows a pseudo-deblended shot
gather related to the left source. The amplitude of the left source signal is twice as strong
compared with both its side lobes (ghosts) and the dispersed right source. Note that the
pseudo-deblended data has alower amplitude as a result of the amplitude shaping terms
(1)~ and (G”G)~! in equation 3.4. By using the fact that the desired signal has the
strongest amplitude in the shot gather, an iterative scheme which is similar to the one by
Mahdad et al. (2011) is applied to obtain the deblended and deghosted shot record of the
left source (Figure 3.1c). The notches in the f-k spectrum of the pseudo-deblended data
are recovered (Berkhout and Blacquiere, 2014), though one can still observe a small im-
print of blending in the f-k spectrum of the deblended shot. For the right source which
is not displayed, the pseudo-deblended data and the deblending result have the same
behaviour. This example shows that it is possible to deblend by using only the source
ghost, without involving any temporal source code.

To illustrate the concept of using the source ghost in conjunction with temporal
source encoding, we present an example where two blended sources are both activated
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Figure 3.1: Three examples of blending two sources that are towed at different depths. The top row displays
the case of blending with source ghosts: a) blended data, b) pseudo-deblended left source, c) deblended and
deghosted left source. The middle row displays the case of blending two sources that are towed at different
depths with shot repetition encoding: d) blended data, e) pseudo-deblended left source, f) deblended and
deghosted left source. The bottom row displays the case of blending multi-level sources that have the same
lateral location: g) blended data, h) pseudo-deblended data, i) deblended and deghosted source.
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twice with certain time delays. The blended shot record is displayed in Figure 3.1d. After
pseudo-deblending, again the left source signal has a higher amplitude than the dis-
persed right source (Figure 3.1e), and the side lobes of the signal are dispersed due to
the shot-repetition code. Compared with the previous case, the signal to blending noise
ratio in the pseudo-deblended data is higher and also the result in Figure 3.1f shows a
better recovered f-k spectrum. This example demonstrates that with a more sophisti-
cated temporal source code, it is possible to improve the deblending and deghosting
result. Note that the inclusion of the temporal source code can be easily implemented
by modifying the blending matrix in the forward model.

The third example constitutes of sources at the same lateral location but different
depths (Figure 3.1g). This means that instead of manually activating the source twice,
an extra physical source is added and allocated at a different depth. In Figure 3.1h, the
signal in the pseudo-deblended data contains the contribution of four responses, i.e. two
sources and their corresponding ghosts. The deblended and deghosted shot is shown in
Figure 3.1i. The f-k spectrum of the result is again notch free. This example demonstrates
an alternative method to deal with the current depth-distributed sources. A field data
example of this case will be discussed in the following section.

3.3. EXAMPLE ON FIELD DATA

We tested the method on field data acquired in the More margin high, Norwegian sea.
Two identical sub-sources are deployed with random time delays and located at the same
lateral position and different depth at 10 m and 14 m. The streamers are located at a
depth of 25 m with the receiver spacing being 12.5 m. The data is interpolated to have
denser spatial sampling, and a simple receiver deghosting process has been applied. Ad-
ditionally a time window that mutes both direct waves is applied. Figure 3.2a illustrates
the blended shot gather with two overlapping shots that both contain source ghosts, and
Figure 3.2c shows its f-k spectrum with frequencies up to 60 Hz. With a source at depth
14 m we normally expect the first source ghost notch at around 53 Hz. The reason that
we don't observe this source ghost notch is that this notch is filled up by the overlapping
shot at a depth of 10m. The horizontal notches are a result of vertical blending.

Figure 3.2b shows the deblended and deghosted data. From offset 0 to 6000 m, the
shot is separated quite well, including the later weak events around 10 s. From offset
6000 m to 10000 m, some parts of the interfering shot are not completely removed, see
e.g. the erroneous events that appear to be faster than the water bottom reflection. It
is likely because of the small phase difference between the 10 m and the 14 m source
and both their ghosts for high-angle events. After deblending, the source ghost has been
removed which results in a higher resolution, see Figure 3.2b. The f-k spectrum of the
deblended shot has no ghost notch at around 53 Hz and shows a reasonable recovering
of low frequencies (Figure 3.2d). The horizontal notches have been mostly recovered,
though it shows again the difficulty of recovering the events at high angles.
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Figure 3.2: a) A shot gather of blended multi-level source field data; b) the deblended and deghosted data; c)
the f-k spectrum of a); and d) the f-k spectrum of b).

3.4. CONCLUSION

In a blended acquisition, source encoding is needed. The ghost, as a result of the strong
sea reflectivity, has a phase difference with respect to the real source, which depends
on the tow-depth. Therefore, it can be considered a source code, which can benefit the
deblending process. It is possible to use the source ghost as a type of source encoding
for deblending purposes. In addition, the combination of a more sophisticated temporal
source code and the source code in depth can improve the results and can be easily
implemented. In the case where physical sources are situated at different depths, we
consider our method as an interesting alternative to obtain a broadband solution. The
test on field data shows promising results.
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FOCAL BEAM ANALYSIS WITH
PRIMARY WAVEFIELDS

Focal beam analysis is a model-based acquisition analysis tool. It shows the influence of
the acquisition geometry on image quality by image resolution and angle-dependent il-
lumination information. We use it to compute the illumination quality criteria in our
acquisition design method. In this chapter, we review the formulation of focal beam anal-
ysis with respect to primary wavefields in preparation for solving the inverse problem.

Part of this chapter is under revision for publication in Geophysical Journal International.
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4.1. CONVENTIONS OF THE OPERATOR NOTATION

We use a matrix-based operator notation to formulate the focal beam analysis (Berkhout,
1982):

e Matrices are indicated with capital bold symbols, e.g. P.

* Vectors that are part of a matrix are indicated by capital bold symbols with sub-
script. The distinction between a row vector and a column vector is made by
adding a dagger superscript (1) when the vector is a row vector:

P; is the j column of matrix P.

PJ]'. is the j row of matrix P.

* An element of the matrix is indicated by adding two subscripts which indicate the
indexes of row and column: P;; is the element on the i"" row and j*" column of
matrix P.

4.2. MATRIX REPRESENTATION OF PRIMARY SEISMIC DATA

Seismic wavefield propagation can be described by matrix operators (Berkhout, 1982).
This is a discretised approach to represent the continuous wave field and the related
operators in the space frequency domain. In this representation, each monochromatic
component of the recorded primary wavefield can be formulated as:

M
P(20;20) = D(20) ) [W(20, 2m)R(21m)W(zm, 20)1S(20), (4.1
m=1
where zp represents the depth level of acquisition surface and z,, represents the depth
level in the subsurface model where the waves are reflected. The matrices in equation
4.1 have the following meaning:

* P(zp; zp): the so-called data matrix, where a column P; represents the j th common
shot gather and a row P}L. represents the j! common receiver gather.

* S(zp): the source matrix, containing the source wavelet and the spatial location for
a source at depth zy. Each column represents the experiment number and each
row represents the lateral source (array) location.

* W(z;,, 29), forward downward wavefield propagation matrix. Each column con-
tains a discretised vertical derivative of a Green’s function, describing wave prop-
agation from one grid point at surface level zy to many grid points at depth level
zm- There are no transmission effects included in this W operator.

* R(z;,): reflectivity matrix, describing the conversion of an incident wavefield into a
reflected wavefield due to inhomogeneities at depth level z,;,. It is a diagonal ma-
trix when representing angle-independent reflectivity, and it has nonzero values
on both diagonal and off-diagonals when representing angle-dependent reflectiv-

ity
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* W(zg, zp,): forward upward wavefield propagation matrix. Each column contains
a discretized vertical derivative of a Green’s function, describing wave propagation
from one grid point at the reflection level z,, to many grid points at the acquisition
surface zj. There are no transmission effects included in this W operator.

* D(zp): the receiver matrix. Each column represents the lateral receiver (array) lo-
cation and each row represents the receiver (array) number.

Note that this matrix notation can represent both 2D and 3D seismic data, where in the
case of 3D, each matrix column corresponds to a wavefield or an operator related to one
seismic experiment for all lateral locations concatenated in one long vector (Kinneging
et al., 1989). Based on the above notation, we write the forward model of focal beam
analysis with respect to primary wavefield in the following sections.

4.3. IMAGING BY DOUBLE FOCUSING

In seismic imaging, we can retrieve the angle-averaged reflectivity for structural imag-
ing, and we can also obtain the angle-dependent reflectivity for deriving detailed veloc-
ity and density information in stratigraphic inversion. Figure 4.1a shows a schematic
illustration of the angle-averaged reflectivity matrix, where the black dots represent the
nonzero diagonal elements. The angle-dependent reflectivity matrix has nonzero values
on both its diagonal and off-diagonals. Figure 4.1b shows a schematic illustration of the
angle-dependent reflectivity matrix, where the wavelet-shape curve in each column rep-
resents the spatial convolution operator that describes the angle-dependent reflection at
alateral location j.

(a) — (

b) s
o,

Figure 4.1: Schematic illustrations of (a) the angle-averaged reflectivity matrix, where the black dots repre-
sent the nonzero diagonal elements, and (b) the angle-dependent reflectivity matrix, where the wavelet-shape
curve in each column represents the spatial convolution operator that describes the angle-dependent reflec-
tion at a lateral location j.

4.3.1. ANGLE-AVERAGED REFLECTIVITY

For structural imaging, to get the reflectivity at a grid point, the essential step of prestack
migration is carried out via double focusing. The estimate of angle-averaged reflectivity
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of grid point i at depth level z,, can be formulated as:
Pii(2m; Zm) = F| (2m, 20)P(20; 20)F: (20, Zm), 4.2)

where P(zp; z9) represents the seismic data recorded at the surface; the focusing opera-
tor F is approximated as the transposed complex conjugate (Hermitian) of the forward
extrapolation operator W; the row vector Fj and the column vector F; focus the wave-
field at the surface to the target location i; and P;; (z,,,; z;,,) is the focused wavefield at the
target location i. Assuming perfect source and receiver sampling, we can obtain:

Pii(zm; zm) = Rii(zm; zm) +€ii (2 # zm), 4.3)

where R;;(z,,) is the angle-averaged reflectivity at lateral location i on depth level z,,,
and €;;(z # z;,) is the contribution from other depth levels. Summing over all frequency
components, i.e. applying the imaging condition by selecting ¢ = 0 s, we can obtain
R;i(zm, zm). A complete image of the subsurface model can be obtained by applying the
focusing operators to every grid point at all depth levels.

4.3.2. ANGLE-DEPENDENT REFLECTIVITY

For retrieving the angle-dependent reflection coefficient, a process in combination of
applying the focusing operator and the Radon transformation is required (De Bruin et
al., 1990). The angle-dependent reflectivity for a grid point j can be obtained by:

P (z2m; zm) = F(zm, 20)P(20; 20)F j (20, 2m), (4.4)

where P(zy; z9) represents the seismic data recorded at the surface; F (20, 2m) focuses the
data from the source side to the grid point j; F(z,,, z9) focuses the data from the receiver
side to a range of lateral locations i around the grid point j; and P (zp; z) is the focused
wavefield containing the angle-dependent reflection coefficient at grid point j at depth
level z,,. Assuming perfect source and receiver sampling, we can obtain:

P;j(zm;zm) = Rij(zm; z2m) +€ij(2 # zm), (4.5)

where R; j(z; zm) is the element of the angle-dependent reflection coefficient, and ¢ (z #
zm) represents the contribution from other depth levels since the data P(zy; z9) contains
reflections from other depth levels. After Radon transformation, the angle-dependent
reflection coefficients for the lateral location j can be found at the zero-intercept time
(De Bruin et al., 1990; Van Wijngaarden, 1998).

4.4. FOCAL BEAM ANALYSIS

Acquisition geometries are imperfect in practice. Correspondingly, the receiver and source
matrices D and S are not identity matrices. After the focusing step, the influence of the
acquisition geometry is still in the retrieved grid point response. Focal beam analysis
is a model-based acquisition analysis method that can quantify this influence in terms
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of the focal source and receiver beams separately, as well as the focal functions that as-
sess the image resolution and angle-dependent amplitude information (Berkhout et al.,
2001; Volker et al., 2001; Van Veldhuizen et al., 2008; Kumar et al., 2016).

4.4.1. FOCAL BEAMS

When considering only one depth level z,,, combining equation 4.1 and equation 4.2,
gives the following expression:

Pii(z2m; zm) = FI(zm, 20)D(20)W (20, 2m)R(2m)W(2zm, 20)S(20)Fi (20, 2n). (4.6)

All terms on the right hand side of the reflectivity matrix concern only the seismic ex-
periment on the source side, and all terms on the left hand side concern only the seismic
experiment on the receiver side. For a specific target point k and stationary geometries,
we can define the focal beams by setting i = k. The focal source beam Sy and the focal
receiver beam D; as vectors in the spatial domain can be written as:

Sk (Zm) = W(Zmy ZO)S(ZO)Fk (ZO’ zm); (4.7)

and
D} () = B} (zm, 20)D(20)W(20, Zm).- (4.8)

The source beam shows how well the sources can be focused to a single point, and
the receiver beam shows how well the receivers can detect the wavefield reflected at a
single point. In the case of perfect sampling, the receiver and source matrices are iden-
tity matrices. Consequently, the resulting beams are vectors, where the k‘" element is
the only nonzero element and has the value of one. However, acquisition geometries
are imperfect in practice due to rough terrain and financial budgets. Correspondingly,
the receiver and source matrices D and S are not identity matrices. After the focusing
step, the influence of the acquisition geometry is still in the estimated reflectivity. So
with the known propagation and focusing operator, we can quantitatively evaluate the
acquisition influence from the receiver and source geometry by focal beams.

4.4.2. FOCAL FUNCTIONS

Focal functions —the resolution function and the Amplitude-Versus-ray Parameter (AVP)
function —are defined to evaluate the combined influence from source and receiver ge-
ometries.

RESOLUTION FUNCTION

The resolution function is defined as the confocal image of a unit point diffractor at the
target location (Volker et al., 2001). The response of a unit point diffractor k measured at
the surface can be formulated as:

8P (20; 20) = D(20)W(20, 2im) T, LWz, 20)S(20), (4.9)
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where ¢ indicates that the wavefield is related to a unit point. The reflectivity matrix is
represented by the product of I, and I;, which are the k" column and the k'”* row of
the identity matrix I, respectively. Since we assume a unit point diffractor, the reflec-
tivity matrix has the value one at the only nonzero element at the k*” lateral location.
Combining equation 4.2 and 4.9, the double focusing result of the data ¢ xP(z; zp) gives:

8P (Zm; 2m) = F| (2, 20)0 P (20; 20)Fi (20, Zm), (4.10)
= [F! (2, 20)D(20) Wi (20, 2m) | [W (2m, 20)S(20)F: (20, Zm)], (4.11)

where the index i varies around the target point k. From the definition of focal beams in
equations 4.7 and 4.8, the above equation can be written as:

0kPii(Zm; 2m) = Dik(2m)Ski(Zm), (4.12)

where S;; and D, are the i’ elements of the source and receiver beams, respectively;
5P;; is the i*" element of the resolution function. This equation indicates that the reso-
lution function can be obtained by an element-by-element multiplication of the source
and receiver beam in the space-frequency domain:

diagloP(zm; zm)} =D} (zm) 0 Sk(zm), (4.13)

where o denotes the element-wise multiplication, and diag{-} denotes the diagonal el-
ements of a matrix; therefore, diag{0P(z; zm)} represents the resolution function re-
lated to the target point k. The resolution function shows the combined imprint of the
source and receiver geometry in the spatial domain. Two attributes of the resolution
function are the peak amplitude and the width of the main peak. Side lobes are related
to spatial aliasing. Note that here the formulation is for a single frequency component.
The broadband resolution function is obtained by summing over all monochromatic res-
olution functions, that is to say, applying an imaging condition.

ANGLE-VERSUS-RAY-PARAMETER FUNCTION

The bifocal image of an angle-independent unit reflector at depth z,, in the linear Radon
domain is defined to be the Angle-Versus-ray-Parameter (AVP) function. The response
of a unit plane reflector at depth z;,, measured at the surface can be formulated as:

AP(zo; z9) = D(20)W(20, 21n)IW (2, 20)S(20), (4.14)

where I is an identity matrix; A indicates that the wavefield is related to a unit plane
reflector. The double focusing result of the data AP(zy; zp) gives:

AP (Zm; Zm) = F} (2, 20) AP(20; 20) F (20, Zm), (4.15)
= [FI(ZerO)D(ZO)W(ZO»Zm)] [W(zm, 20)8(20)Fk (20, Z2m)1, (4.16)

where the index i varies around the target point k. From the definition of focal beams in
equations 4.7 and 4.8, the above equation can be written as:
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AP (2m; Zm) = D] (2i) Sk (zm). (4.17)

Equation 4.17 shows that the (i, k)" element of the bifocal image is given by a matrix
multiplication of the receiver beam for location i, and the source beam for location k in
the spatial domain. For all grid points i around the target k, the bifocal image can be
written as:

AP (2m; 2m) = D(2m)Sk(2m), (4.18)

where D(z,,) is a matrix where each row is a vector D:f —the focal receiver beam for the
i"" grid point around k. This shows that the bifocal image for grid point k is obtained
by using one focal source beam for target k, and many focal receiver beams for all grid
points i. For computation efficiency, we assume local homogeneity around target k such
that the focal receiver beams D;f for all grid points are identical to DL (Van Veldhuizen,
2006). Thus, the elements of AP can be expressed as the spatial convolution of D, and
Si.. Therefore, the AVP function AP, can be approximated as an element-wise multipli-
cation in the linear Radon domain:

APk (2m; Zm) = Di(zm) 0 Sk (zm), (4.19)

where Dy, and S;, are the focal receiver and source beams in the linear Radon domain, re-
spectively. The AVP function shows how the acquisition geometry influences the angle-
dependent information of the target. The attributes of the AVP function are spatial band-
width and spectral completeness. The broadband AVP function is obtained by sum-
ming the monochromatic AVP functions alonglines of constant ray parameter (Van Veld-
huizen, 2006).

4.4.3. IMPLEMENTATION OF FOCAL BEAM ANALYSIS

We use a simple 3D velocity model to illustrate the focal beam analysis method. The fre-
quency range is chosen as 5 to 40 Hz. The velocity model with a salt body is displayed
in Figure 4.2a and a target point is located at (x1, X2, z) =(1500 m, 1500 m, 525 m). For
the chosen target point, the receiver and source geometries shown in Figure 4.2b are as-
sessed, and the broadband focal beam analysis results are shown in Figure 4.3. The focal
receiver and source beams can show the detecting and focusing abilities of the receiver
and source geometries separately in the spatial domain (Figure 4.3a and b) and in the
linear Radon domain (Figure 4.3d and e). The resolution function in Figure 4.3c is the
element-wise multiplication of the focal beams in the spatial domain. The AVP function
in Figure 4.3f is the element-wise multiplication of the transposed focal receiver beam in
Figure 4.3d and the focal source beam in Figure 4.3e in the linear Radon domain.

The acquisition geometry in Figure 4.2b is a typical orthogonal land acquisition ge-
ometry, where the receiver line interval is 200 m and the source line interval is 100 m.
Due to the large receiver and source line intervals, the focal receiver beam has side lobes
in the x,-direction and the focal source beam has side lobes in the xj-direction in the
spatial domain. By virtue of the orthogonal aliasing directions in receiver and source
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Figure 4.2: (a) A 3D velocity model with a target point located at (1500 m, 1500 m, 525 m). (b) An example
acquisition geometry, where the blue dots represent the receivers and the red dots represent the sources.
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Figure 4.3: Broadband focal beam analysis result of the example geometry: (a) focal receiver beam in the spatial
domain, (b) focal source beam in the spatial domain, (c) resolution function, (d) focal receiver beam in the
linear Radon domain, (e) focal source beam in the linear Radon domain, and (f) AVP function.

crosslines, the aliasing effects cancel out in the resolution function, which shows a de-
sired spiky peak in Figure 4.3c. Figure 4.3d shows missing angles because the receivers
are sparsely sampled in the x-direction. The focal source beam in Figure 4.3e shows
a full angle coverage and no missing angles because the source sampling in the x;-
direction is sufficient. However, the resulting AVP function has missing angles since it
shows the combined influence from both source and receiver geometries. From the re-
sults, it is straightforward to conclude that the receiver geometry needs to be improved
if a full angle coverage is desired at the target point.
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4.5, IMAGING V.S. FOCAL BEAM ANALYSIS

Focal beam analysis provides the focal beams and the focal functions. Computing the
focal functions can be thought of as imaging of the target point, where a double focusing
procedure is carried out. A velocity model is needed to calculate the propagation and
the focusing operators.

In imaging, the unknown parameter is reflectivity. We estimate it by removing the
propagation effect and the sampling operators. In focal beam analysis, we assume that
the reflectivity is known as a grid point response or unit reflector response. Therefore, the
resulting focal functions —the confocal and bifocal imaging results of the target —reveal
the influence of the sampling operators on the image, instead of the reflectivity.

In this chapter, we have shown how the quality of the receiver and source sampling
geometries can be evaluated via focal beam analysis. In an acquisition design problem,
the unknown parameters are the sampling operators. In the next chapter, we will quan-
tify the illumination quality criteria defined by focal functions, and solve the unknown
sampling operators via optimisation.







OPTIMISING THE RECEIVER
GEOMETRY: A GRADIENT DESCENT
METHOD

Optimising the acquisition geometry is the inverse problem of acquisition analysis, where
the unknown is the sampling geometry. In the previous chapter, we reviewed the forward
model of focal beam analysis. In this chapter, we solve the inverse problem by using a
gradient descent method, where we aim to update the receiver geometry for an optimum
target illumination.

Part of this chapter is under revision for publication in Geophysical Journal International.
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5.1. ACQUISITION DESIGN AS AN OPTIMISATION PROCESS

Acquisition design can be solved as an optimisation problem (Liner et al., 1998). In the
previous chapter, we reviewed the forward model of focal beam analysis. There are seven
aspects that can influence the focal beam result, that is to say, the target location, the ve-
locity model, frequency range, the wavefield modelling and migration operators, and the
source as well as receiver sampling on the acquisition surface. To reduce the inversion
parameters, we assume the velocity model is known as a priori knowledge, and allow the
parameters—the target, frequency range, the wavefield modelling and migration opera-
tors—be user-defined in advance.

A flowchart of the optimization method is shown in Figure 5.1, where the steps in
the green boxes are the input, and the step in the yellow box is updating the acquisition
geometry. The focal functions are computed for each updated geometry, and compared
to the requirement. Ideally, the updating process stops when the focal functions reach
the requirement. The challenges of solving this optimisation problem are: large amount
of parameters, nonlinearity, and high computation cost. We will address these aspects

in the following sections.
Update acquisition
geometry

input

Velocity
model

0, o
Acquisition Focal beam satisfy
oree geometry analysis requirements?
Modelling
&

Migration
operators.

Figure 5.1: A workflow of optimising the acquisition geometry for target illumination.

5.1.1. PARAMETERISATION

A geometry optimisation where all spatial sampling locations are independent parame-
ters is a very nonlinear problem which is difficult to solve. For instance, Araya-Polo et al.
(2016) describe a sub-modular optimisation algorithm, and Latiff et al. (2017) describe a
particle swarm algorithm to optimise the acquisition parameters. Both types of methods
face the challenges of the large amount of parameters and the nonlinearity of the design
problem. Research has shown that global optimisation algorithms are effective for solv-
ing nonlinear problems; however, the computation costs remain high. Linearised opti-
misation algorithms are fast. However, linearisation between the sampling parameters
and the illumination criteria is non-trivial since the sampling parameters are the spatial
coordinates of the sampling points.

To linearise the acquisition design problem, we use a two-step parameterisation strat-
egy. First, the sampling density, which is defined as the number of sampling points
per unit area, is chosen as the continuous parameter of the inverse problem. Second,
we transform the density distribution into a realization of a sampling geometry via the
weighted centroidal Voronoi diagram (Secord, 2002). In a 2D space, the Voronoi diagram
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partitions the plane into regions based on the weight given by the continuous density
function; the centroids of the Voronoi cells are then the sampling locations; this process
can be done by the Lloyd’s algorithm (see Okabe et al., 2009, for more details). Thus,
this transformation distributes the centroids with a spatial distance that is inversely pro-
portional to the local density value. We can express the discrete receiver and source
locations as the following:

D = f(¢r(x, 1)), (6.1

and

S = f(s(x,y), (5.2)

where ¢, and ¢; represents the sampling receiver and source density at each lateral
location(x, y) at the surface, respectively; f(-) denotes the process that turns a density
distribution to a discrete set of points representing the sampling geometry; ¢, (x,y) is
normalised such that the sum of ¢, (x, y) is the total number of sampling points in D;
¢s(x,y) isnormalised such that the sum of ¢ (x, ) is the total number of sampling points
in S. Figure 5.2a shows a general example of the sampling density, where dark colours
represent high values and light colours represent low values. Figure 5.2b shows the sam-
pling map obtained after applying the weighted centroidal Voronoi diagram algorithm.
The consequent sampling is dense where the density value is high, and the sampling is
sparse where the density value is low.

(a) (b)

Figure 5.2: Feature of the sampling density transformation: (a) a horizontal gradient map is transformed to, (b)
a set of sampling points whose spatial density distribution is proportional to the input gradient map.

The transformation function has a nondeterministic characteristic: it can generate
completely different sampling sets from the same input density distribution, because the
transformation algorithm uses a random number generator. On the one hand, this char-
acteristic allows the actual sampling locations to be flexible. The parameter—sampling
density—can be seen as a macro solution of the acquisition geometry, which can be used
for flexible acquisition systems, regular acquisition systems, and potentially automated
devices. On the other hand, this characteristic causes uncertainty in the illumination
quality, which is assessed by the focal functions that depend on the realization of the
sampling geometry. This aspect will be analysed in the numerical examples. Overall,
we are able to linearise the relationship between the parameters and the illumination
criteria, by using the continuous density function instead of the spatial coordinates of
all individual sampling points as parameters, and by turning the density-to-sampling
transformation into a separate step.
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5.1.2. CONSIDER THE RECEIVER SIDE

To further reduce the inversion parameters, we consider optimising only the receiver ge-
ometry when the source geometry is fixed, or vice versa. The scenario of a fixed source
geometry is used to formulate the inversion method. The methodology holds likewise
for optimising the source geometry with a fixed receiver geometry, because sources and
receivers are interchangeable due to reciprocity (Knopoff and Gangi, 1959). The resolu-
tion and the angle distribution at the target can be represented by the resolution function
and the AVP function, respectively, which were defined in the previous chapter. The ref-
erence resolution and AVP function are determined from the full 3D regular source and
receiver geometries, which obey the Nyquist sampling criterion. The reference geometry
is considered to have the best attainable illumination.

This scenario can be considered as determining an optimum Ocean Bottom Node
(OBN) layout in the marine environment subject to a limited amount of OBN’s, and as-
suming a full 3D sampling on the source side. The objective of the simplified problem
is to automatically optimise a receiver geometry for a good illumination of the chosen
target, as close to the reference focal functions as possible.

5.1.3. A FIXED NUMBER OF RECEIVERS

To reduce the nonlinearity of the problem, we fix the total number of receivers, assum-
ing we know the best number of receivers to proceed. In a uniform receiver layout, the
illumination quality improves with an increasing amount of receivers until the Nyquist
sampling criterion is satisfied. In our set-up, the distribution of receivers can be non-
uniform. Therefore, the relationship between the sampling number and the illumination
quality is very nonlinear. With each sampling number, there are the optimum geometry
and the worst geometry. During updating, a geometry with less sampling points can still
be better than a geometry with more sampling points. Below the Nyquist number, we
expect that the illumination improves with the increasing number of receivers until the
spatial sampling satisfies the Nyquist criterion (Nyquist, 1928), on the condition that the
geometry of each sampling number is the optimum.

Despite the nonlinearity, an inversion scheme will update the geometry to one whose
sampling number is close to the Nyquist requirement through optimisation, if the num-
ber of sampling points is flexible. The choice of using an indefinite number of receivers
will be discussed in Chapter 6. For the examples in this chapter, we fix the number
of sampling points far below the Nyquist requirement to gain insight into how we can
subsample the data below the Nyquist requirement. Therefore, the optimisation prob-
lem becomes mathematically not-well defined—there is always an error term remain-
ing—and there exist many geometry solutions of a similar error value. In other words,
there is no unique solution. Typically, the amount of stationary equipment is also re-
stricted in practice. In summary, we are dealing with a nonlinear problem with many
possible solutions that have the same error.
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5.1.4. TWO ASPECTS OF ILLUMINATION

The previously described resolution function and the AVP function are used as the illu-
mination criteria. They represent two interconnected aspects of the illumination prop-
erty. They are used to formulate two individual objective functions detailing the pur-
poses of optimising the image resolution and optimising the angle-dependent informa-
tion.

OPTIMISING THE IMAGE RESOLUTION
To optimise the image resolution, we have the following objective function:

J1=_1ldiagisP(zm, rep)} — diag(d P (zm, o)}, (5.3)

X,y
where diag{6 kP (zm, Prer)} represents the resolution function from the reference re-
ceiver density distribution ¢;.r, which is chosen as a full 3D sampling that satisfies
the Nyquist criterion ; diag{6P(zm,$,)} represents the resolution function from the
receiver density to be optimised, ¢,. Thus it follows that only the image amplitude at
target level z,, is considered when comparing to the reference. The gradient required is:

Vg, J1 = =2y Wi(20, 2m) [Ex (2m) 0 Sk (2m) [ [W (20, 2m)1 ", (5.4)

where the residual Ei(z,,) = diag{(?kP(zm,(p,ef)} —diag{oxP(zm,¢,)}. The element-
wise multiplication of E¢(z;,) and Si(z;;) is a computational simplification of a ma-
trix multiplication, which is originated from the definition of the resolution function in
equation 4.12. Combined with the definition of S (z,;) in equation 4.7, the multiplica-
tion with the source beam implies that the residual is forward propagated to the surface,
sampled by the source geometry, and back propagated to the target. After that, the prod-
uct E(zy,) o Sg(z,)—the residual now including the source sampling effect—is again
forward propagated from the target level to the acquisition surface, then correlated with
the upgoing one-way wavefield from the target. At the end, the imaging condition is ap-
plied by summing over all frequencies. Note that the objective function and the gradient
are formulated for one target point. In the case of multiple target points, the objective
function and the gradient are computed by summing over all target points.

OPTIMISING THE ANGLE-DEPENDENT INFORMATION
To optimise the angle-dependent information, we have the following objective function:

Jo= Y [IAPk(zm, Pref) — APk (zm, )11, (5.5)
vapy

where Af’k(im,(,bref) represents the AVP function from the reference receiver density
¢ref, and AP(zp,¢;) represents the AVP function from the variable density ¢,. This
criterion means that we consider the angle-dependent imprint that is associated with
the target depth level z,, compared to the reference. The reference beam from the full
3D sampling is considered to have the best attainable angle distribution. The gradient
required is:

Vg, Jo=—2) Wi(20, 2m) [L" {E(2) 0 Sk (2im) W (20, 2m)1 7, (5.6)
w
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where the residual Eg(z,) = APi(2im, Pref) — AP (2, P;), and L represents the inverse
linear Radon transform. The element-wise multiplication of the source beam §k(zm)
and the residual Ek(zm) is in the linear Radon domain; therefore, it is a convolution in
the spatial domain. Similar to the gradient of optimising the image resolution in equa-
tion 5.4, the residual in the Radon domain is combined with the source beam, then
transformed to the spatial domain. The gradient is obtained by forward propagation,
correlation with the one-way wavefield from the target, and applying the imaging con-
dition. The objective function and the gradient are formulated for one target point. In
the case of multiple target points, the objective function and the gradient are computed
by summing over all target points.

ALGORITHM

We use a gradient descent scheme with a line search procedure to solve the optimisation
problem. Since the problem is nonlinear and not-well defined, different initial guesses
are used to find the approachable minimum. Initial guesses are chosen as the one-way
wavefield amplitude at the acquisition surface, and concentrated circles of different ra-
dius above the target. The pseudo-algorithm of geometry optimisation using J; is given
in algorithm 1. Due to the parameterisation approach, the same density distribution can
be transformed to different sampling sets that have a range of misfit values and vary-
ing gradient. We apply a Gaussian smoothing to the calculated gradient to reduce the
dependence of one specific sampling set. In addition, we use a pre-defined maximum
number of iterations and select the smallest J; ((pﬁ) after the process is finished. At a later
stage of the iteration, there is only a small density update, and density can be seen as
nearly repeated. Inherently the density is transformed to different geometries that may
have different J; values; therefore, the algorithm accounts for the nondeterministic fea-
ture in the parameterisation approach. The algorithm of geometry optimisation using
J» follows the same procedure with the corresponding equations replaced.

Algorithm 1 Geometry optimisation using J;

Input: targetlocation, initial guesses 9[’91,2,..., v imax, =1
1: for each initial guess do
2. whilei <i;qdo
Transform ¢, to geometry D using the algorithm described in Secord (2002)
Compute resolution function 6 . P(z,,) by equation 4.18
Compute objective function J; by equation 5.3
Compute gradient V¢, /1 by equation 5.4, and apply a Gaussian smoothing
Line search procedure, select step size a
Update density ¢pi*! = ¢l + aVy, Ji
i=i+1
10:  end while
11: end for
12: Select density with the lowest J; value

© 2N DD e
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5.2. NUMERICAL EXAMPLES

5.2.1. SIMPLE 3D SALT MODEL

A simple 3D velocity model with an ellipsoidal salt body is used to test the method (Fig-
ure 5.3). The target point located at a depth of 570 m is indicated by a red dot in the 3D
velocity model. For computational efficiency, the frequency range used here is 5 Hz to 10
Hz. Based on the Nyquist criterion, the full 3D geometry that ensures a minimal aliasing
effect for the corresponding bandwidth requires roughly 1400 receivers. In this example,
the source geometry and the reference receiver geometry are full 3D geometries that sat-
isfy the Nyquist criterion. For geometry optimisation, the receiver number is limited to
100, which is around 7% of the Nyquist requirement. Figure 5.4 shows that the reference
resolution function has no side lobes, and the AVP function has a full angle coverage.
The AVP function has a non-flat spectrum due to the influence of the salt overburden.
We consider that the focal functions from the full 3D sampling on both the source and
receiver sides represent the best attainable illumination. We optimise the receiver geom-
etry for a maximum match to the target illumination obtained by the reference receiver
geometry by using J; and J, separately.

(a) ®

= 5000
- 500 4500
1000 4000

0 1000 2000 3000 4000

5 (m) 3500

3000

z (m)

500 4000 (c)

1000 3000 0 2500
7 2000

4000 £ 500
N 1500

0o 0 z1(m) 1000

9 (m)
0 1000 2000 3000 4000
5 (m)

Figure 5.3: (a) 3D velocity model with the target point represented by a red dot, (b)-(c) velocity model cross
sections. The spatial coordinate of the target point is (2000 m, 2000 m, 570 m).

Figure 5.5 shows the focal beam analysis results of a uniform geometry with 100
receivers. This represents the conventional scenario since OBN’s are typically evenly
deployed. Figure 5.5a shows that the acquisition area has a uniform spatial sampling
density, which is transformed to the corresponding receiver geometry via the weighted
Voronoi algorithm in Figure 5.5b. The consequent resolution function has a sharp peak,
see Figure 5.5¢ and 5.5€; the residual in Figure 5.5¢g is small with the maximum error be-
ing 1% of the scale of the resolution function. The resulting AVP function covers high
angles with many azimuths in the middle range missing (Figure 5.5d and f).

Figure 5.6 shows the optimisation results using Jj, i.e. using the resolution function
as the criterion. Compared to the focal analysis results of the uniform geometry, both
the residuals of the resolution function and the AVP function have a lower amplitude
(Figure 5.6g and h), although the optimisation scheme only uses the resolution function
to compute the update. This is probably because the resolution and AVP functions are
two interconnected aspects of the same illumination property. Resolution concerns the
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Figure 5.4: (a) Reference resolution function, (b) reference AVP function, (c) a cross section of (a) at x; = 2000
m, (d) a cross section of (b) at px; =0s/m.

angle-averaged image accuracy, and the AVP function describes the angle-dependent in-
formation. Optimising for one could lead to certain improvements in the other criterion.
Figure 5.7 shows the optimisation results using J», where the AVP function is used as the
criterion. It is clearly visible that the residual of the AVP function in Figure 5.7h is the
lowest compared to the residuals in Figure 5.5h and 5.6h, and the cross section of the
AVP function in Figure 5.7f shows the closest match to the reference.

Since the same sampling density distribution can be transformed to different geom-
etry realizations of varying illumination quality, we transform the density distributions
in Figure 5.5a, 5.6a and 5.7a each to 100 different geometry realizations, and analyse
their variations in J; and J» values. Figure 5.8a presents the histograms of J; values cal-
culated from the 100 geometries that are transformed from the density optimised for
J1 (red), the density optimised for J» (green), and the uniform density (blue). The den-
sity optimised for /; shows an improvement in resolution in general: the red histogram
has a lower mean value than the blue histogram; the variation of the red histogram is
approximately one third of the variation of the blue histogram; though there is a small
overlap between the two histograms. Even though it appears that all density maps have
relative large variation in J; values, the resolution of three density distributions are all
close to the reference—there is no visible error in Figure 5.5e, 5.6e and 5.7e. Figure 5.8b
presents the histograms of J, values calculated from the 100 geometries that are trans-
formed from the density optimised for J; (red), the density optimised for J, (green), and
the uniform density (blue). The density optimised for /> shows the best angle cover-
age among the three densities: the mean value of the green histogram is the lowest, and
much smaller than the blue histogram; the variation of the green histogram is only ten
percent of the variation of the blue histogram. Compared to Figure 5.8a, there is a larger
difference when optimising for /. This makes sense because the resolution is mainly
affected by the spatial sampling rate. Since the total amount of sampling points remains
the same during optimisation, there is not a large improvement in resolution. Further-
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Figure 5.5: Focal beam analysis results of a uniform receiver geometry under the simple salt model: (a) receiver
density distribution, (b) receiver geometry, (c) corresponding resolution function, and (d) AVP function. The
dashed lines in (c) and (d) indicates the cross section locations of plot (e) and (f). The red line in (e) and (f)
represents the evaluated geometry, while the blue line represents the reference geometry. (g)-(h) The residuals
of the resolution function and the AVP function respectively, displayed in absolute scale.
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Figure 5.6: Geometry optimisation results using /1 under the simple salt model: (a) optimised receiver density
distribution, (b) optimised receiver geometry, (c) corresponding resolution function, and (d) AVP function.
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represents the evaluated geometry, while the blue line represents the reference geometry. (g)-(h) The residuals
of the resolution function and the AVP function respectively, displayed in absolute scale.
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Figure 5.7: Geometry optimisation results using /> under the simple salt model: (a) optimised receiver density
distribution, (b) optimised receiver geometry, (c) corresponding resolution function, and (d) AVP function.
The dashed lines in (c) and (d) indicates the cross section locations of plot (e) and (f). The red line in (e) and (f)
represents the evaluated geometry, while the blue line represents the reference geometry. (g)-(h) The residuals
of the resolution function and the AVP function respectively, displayed in absolute scale.
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Figure 5.8: (a) Histograms of J; values of 100 realizations of the receiver density optimised for J; (red), the
density optimised for J» (green), and the uniform density (blue). (b) Histograms of J» values of 100 realizations
of the density optimised for J; (red), the density optimised for J» (green), and the uniform density (blue).

more, the histogram distributions of density optimised for J; and J, overlap each other.
This is probably because the density maps optimised for /; and J; in Figure 5.6a and Fig-
ure 5.7a have high resemblances. From this analysis, we conclude that the variation in
objective function values due to the specific geometry realization from the same density
function will have some impact on the optimisation process, but the effect is acceptable.
The density maps and geometries after optimisation are no longer uniform. The spa-
tial variation in the density map indicates the areas that should have a higher sampling
rate and the areas that could have a lower sampling rate. There exist other geometry so-
lutions with similar objective function values, since the optimisation problem is nonlin-
ear and not well-defined. The solution space can be reduced by adding extra constraints
such as acquisition deployment preferences. For instance, there might be areas that are
restrictive for stationary receivers. The results show that a uniform geometry already
satisfies the resolution requirement; the optimisation for /; improves the resolution in
a small scale; a larger improvement is limited by the total amount of sampling points.
Optimising for J, shows a significant improvement in the angle distribution compared
to the uniform geometry. The optimised geometries have a better angle coverage on all
azimuths, and the spectrum has small fluctuations compared to the reference.

5.2.2. SEG/EAGE SALT MODEL

The geometry optimisation scheme is also tested for a subsampled SEG/EAGE salt model
(Aminzadeh et al., 1996). The velocity model is shown in Figure 5.9, and the reference fo-
cal functions are shown in Figure 5.10. The peak of the resolution function is located at
the lateral location of the target. The complex salt overburden has a clear imprint on the
AVP function. In this example, the frequency range is 5—10 Hz, and the Nyquist sampling
requires roughly 7300 receivers. The source geometry and the reference receiver geome-
tries are full 3D geometries that satisfy the Nyquist criterion. The receiver number is
limited to 300, which is around 4% of the Nyquist requirement.

First, we show the focal beam analysis results of a uniform geometry of 300 receivers
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Figure 5.9: (a) 3D SEG/EAGE salt model with the target point represented by a red dot, (b)-(c) velocity model
slices where the target is denoted by a red star. The coordinate of the target point is (8160 m, 4560 m, 2300 m).

(Figure 5.11). The resolution function has a sharp peak in Figure 5.11c and e; the misfit
in Figure 5.11g is small with the maximum being 0.8% of the scale of the resolution func-
tion. However, there are high-amplitude fluctuations in the AVP function compared to
the reference (Figure 5.11d and f). Figure 5.12 shows the optimisation results using J;,
and Figure 5.13 shows the optimisation results using J>. Comparing the focal functions
of these three cases, Figure 5.11g shows the smallest residual of the resolution function;
Figure 5.12h shows the smallest residual of the AVP function; the uniform geometry has
an acceptable resolution but a high residual in angle coverage.
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Figure 5.10: (a) Reference resolution function, (b) reference AVP function, (c) a cross section of (a) at x; = 8000
m, and (d) a cross section of (b) at px; =0s/m.

Because of the uncertainty in illumination quality, again we transform the densities
in Figure 5.11a, 5.12a and 5.13a each to 100 geometries and analyse their variations in
J1 and J,. Figure 5.14a presents the histograms of J; values calculated from the 100 ge-
ometries that are transformed from the density optimised for J; (red), the density opti-
mised for J, (green), and the uniform density (blue). The density optimised for /; shows
a small-scale improvement in resolution: the mean value of the red histogram is the
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lowest, though a large portion of it overlaps with the histogram of the uniform density.
Note that it may appear that all density maps have relatively large variation in J; values;
however, they all have an acceptable resolution since the error is barely visible when
compared to the reference in Figure 5.11e, 5.12¢, and 5.13e. Moreover, the J; values for
the density optimised for J, (green) are larger than those for the uniform density. This
means that optimising for angle coverage does not necessarily lead to an optimum image
resolution.
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Figure 5.11: Focal beam analysis of a uniform receiver geometry under the SEG/EAGE salt model: (a) receiver
density distribution, (b) receiver geometry, (c) corresponding resolution function, and (d) AVP function. The
dashed lines in (c) and (d) indicates the cross section locations of plot (e) and (f). The red line in (e) and (f)
represents the evaluated geometry, while the blue line represents the reference geometry. (g) and (h) are the
residuals of the resolution function and the AVP function respectively, displayed in absolute scale.

Figure 5.14b presents the histograms of J, values calculated from the 100 geometries
that are transformed from the density optimised for J; (red), the density optimised for
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Figure 5.12: Geometry optimisation results using J/; under the SEG/EAGE salt model: (a) optimised receiver
density distribution, (b) optimised receiver geometry, (c) corresponding resolution function, and (d) AVP func-
tion. The dashed lines in (c) and (d) indicates the cross section locations of plot (e) and (f). The red line in (e)
and (f) represents the evaluated geometry, while the blue line represents the reference geometry. (g) and (h)
are the residuals of the resolution function and the AVP function respectively, displayed in absolute scale.
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Figure 5.13: Geometry optimisation results using Jo» under the SEG/EAGE salt model: (a) optimised receiver
density distribution, (b) optimised receiver geometry, (c) corresponding resolution function, and (d) AVP func-
tion. The dashed lines in (c) and (d) indicates the cross section locations of plot (e) and (f). The red line in (e)
and (f) represents the evaluated geometry, while the blue line represents the reference geometry. (g) and (h)
are the residuals of the resolution function and the AVP function respectively, displayed in absolute scale.
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Figure 5.14: (a) Histograms of J; values of 100 realizations of the receiver density optimised for J; (red), the
density optimised for J» (green), and the uniform density (blue). (b) Histograms of J» values of 100 realizations
of the density optimised for J; (red), the density optimised for /> (green), the uniform density (blue), and the
one-bin histogram of the ten repeated tests of optimising for /> (orange).

J> (green), and the uniform density (blue). In addition, we repeat the complete optimi-
sation process for J, ten times to test the overall stability with the inherent uncertainty
of the sampling set. The J2 values of the outcome are plotted as a one-bin histogram
(orange) in Figure 5.14b. The density optimised for J» has the best angle coverage: the
green histogram has the lowest mean value, and its variation is ten percent of the vari-
ation of the blue histogram. The J, values of the ten repeated tests lie within the range
of the green histogram. It shows that optimising for J, is stable, despite the variations in
geometry realizations during the optimisation process.

The density maps and geometries after optimisation in Figure 5.12a have a relatively
symmetric shape, while the density map in Figure 5.13a has an irregular shape. This
implies that the resolution requirement is less affected by the complex overburden than
the AVP requirement, where the complex overburden can have an asymmetric effect on
the geometry. Moreover, optimising for J; already leads to a huge improvement in the
AVP function compared to the uniform situation. Nevertheless, the density optimised
for J2 achieves the highest amplitude accuracy over all azimuths and angles.

5.2.3. VELOCITY ERROR ANALYSIS

Our acquisition design method requires the a priori knowledge of the subsurface, and
the acquisition geometry is optimised for the input velocity model. A completely wrong
velocity model could lead to an acquisition geometry that has an unacceptable illumi-
nation quality. In practice, typically a macro velocity model can be obtained from legacy
seismic data. To analyse the influence of the velocity error, we use a velocity model that
has been smoothed with a 600 m box of the velocity displayed in Figure 5.9 as the in-
put velocity model and optimise for J,. Therefore, the reference focal functions and the
update directions are computed using the smoothed velocity model instead of the true
velocity model during optimisation. As a result, Figure 5.15a and b show the optimised
density and geometry using J» with the smoothed velocity; Figure 5.15c-h show the focal
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functions that are computed using the true velocity model such that we can evaluate the
true illumination quality. The optimised density has an irregular shape and is different
from the optimised density using the true velocity in Figure 5.13a; the resolution func-
tion has a sharp peak in Figure 5.15c and e; the misfit in Figure 5.15g is small with the
maximum being 0.8% of the scale of the resolution function. Compared to the optimisa-
tion result using the true velocity model, the angle distribution in Figure 5.15d is indeed
different from the one in Figure 5.13d; however, Figure 5.15f and g show a similar resid-
ual level compared to the residual plots in Figure 5.13f and g. In addition, the histogram
of 100 geometries transformed from the resulting density shows a similar J, distribution
compared to the one obtained by using the true velocity model (Figure 5.16).

5.3. DISCUSSION

We have demonstrated that the proposed gradient method with several initial guesses is
effective in designing a 3D geometry for an optimum illumination. In the examples of the
SEG/EAGE salt model, we used four initial guesses and the number of iterations for each
individual process is typically 50; so the total number of iterations is 200. In comparison,
a genetic algorithm needs around 4500 evaluations of the objective function to reach a
geometry solution of a similar quality.

The reference AVP functions in Figure 5.4d and 5.10d do not have flat spectra, be-
cause we have a laterally varying velocity model and we use the complex conjugate of
the propagation operator as the migration operator in the calculation of focal functions.
Hence, there is an imprint of the complex velocity in the AVP function. It is possible to
include an illumination compensation or to use a least-squares migration in the focal
function calculation, to ensure a flat AVP spectrum. However, such applications are not
expected to change the optimisation results, because both the reference and the updated
focal functions are calculated using the same migration operator.

The proposed method does not guarantee a global minimum solution due to the
nonlinear parameter-data relationship. A local minimum is acceptable for the acquisi-
tion design problem, since it provides improved illumination. With regard to the non-
uniqueness of the geometry solutions, we expect additional constraints to reduce the
ambiguity in solutions. In practice, we can generate a group of solutions that have a
similar error, then choose one according to the acquisition preferences. For instance,
the receivers can only be deployed in a certain area due to obstacles in field; the inline
direction of the marine streamer usually depends on the ocean flow direction. These
extra constraints can help eliminate candidate geometries and reach realistic proposals.

Acquisition geometry design consists of designing both the source and the receiver
geometries. Our current implementation copes with one at a time. As demonstrated in
the examples, we design the receiver geometry with the source side fixed. Likewise, the
source geometry can be optimised with the receiver side fixed. The gradient expression
for optimising the source geometry would be equation 5.4 and 5.6 with S (z,,) being
replaced by D (z,,). To optimise both the source and the receiver geometries simulta-
neously, we can think of a double-loop approach that optimises the source geometry for
several iterations, then optimises the receiver geometry with the latest source geometry
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Figure 5.15: Geometry optimisation results using /> under the smoothed SEG/EAGE salt model: (a) optimised
receiver density distribution, (b) optimised receiver geometry, (c) corresponding resolution function, and (d)
AVP function that are computed with the true velocity model. The dashed lines in (c) and (d) indicates the
cross section locations of plot (e) and (f). The red line in (e) and (f) represents the evaluated geometry, while
the blue line represents the reference geometry. The reference focal functions are computed using the true
velocity model for comparison. (g) and (h) are the residuals of the resolution function and the AVP function
respectively, displayed in absolute scale.
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Figure 5.16: Histograms of J» values of 100 realizations of the density optimised for J», using the true velocity
(green) and the smoothed velocity model (purple).

for several iterations, and so on. This method will be discussed in Chapter 7.

One potential extension of the current method is to design for long-offset data only,
e.g. because FWI requires high-angle diving waves. An acquisition geometry that has a
good angle coverage at the high angles is likely to be beneficial for FWI. Shen et al. (2018)
have shown that the far offset of the OBN data was one of the key ingredients for the
quality uplift in the FWI velocity model. For the geometry optimisation, it is possible
to apply a weight to favour the large angles in the AVP function and only invert for this
weighted AVP function.

In this chapter, we have shown examples with a simplified scenario with no noise
presence, a single target point, and a fixed receiver number. Noise is an important aspect
to address in seismic acquisition design. In a land acquisition environment, the seismic
data processing suffers tremendously from an unsatisfactory signal to noise ratio, which
is caused by strong surface-wave noise; and in a marine acquisition environment, the
seismic data processing suffers more from surface multiple reflections. The quantitative
models of how noise affects the data quality should be established; after that, we can
use them as the acquisition design criteria or include them in the existing design meth-
ods. Note that illumination is the only criterion used here. In practice, we also need to
consider the impact of other processing techniques before imaging.

In the examples, we only optimise the geometry for one target point, and the result-
ing sampling density tends to be non-uniform. When multiple target points are consid-
ered, the optimised density is expected to become more regular, depending on the extent
of the subsurface target area. If the target area is relatively small and the overburden is
complex, we expect an non-uniform density distribution. However, if the target is a large
area such that the criterion would be to have a general good image of the subsurface, a
different forward model should be chosen instead of the focal beam analysis for compu-
tational efficiency. For example, a 3D ray-trace modelling such as the one described in
Ibrahim (2005) would be more suitable to assess the image quality of a large area in the
subsurface.

The focal beam analysis used here to quantify the illumination properties is based
on primary wavefield. Multiple scattering could provide additional illumination at the
target point under certain circumstances. (Kumar et al., 2016) discussed the focal beam
analysis including multiples and showed that the focal beam results with multiples are



5.4. CONCLUSIONS 65

better compared to the focal beam results with primaries only. It is possible to change
the forward model to focal beam analysis including multiples in our method. The op-
timisation problem is expected to be more nonlinear due to the nonlinear behaviour of
multiples, which can result in many geometries that have a similar objective function
value. The resulting acquisition geometries are expected to be irregular due to the mul-
tiple propagation paths and the complex overburden.

A fixed number of receivers is chosen to reduce the nonlinearity of the optimisation
problem. With the current gradient method, the easiest way to incorporate an indefi-
nite receiver number is to repeat the procedures in Figure 5.1 or algorithm 1 for several
different receiver numbers. We can then compare the quality and the cost from differ-
ent numbers of receivers. It is also possible to make the receiver number varying within
a certain range, by adding a constraint on the total number of receivers to J; and J, in
equation 5.3 and 5.5, respectively. However, keep in mind that a varying number of sam-
pling points will make the optimisation problem more nonlinear. A linearised algorithm
is likely to end up in local minima. We will discuss a global optimization method incor-
porating such a constraint in the next chapter.

This methodology and the parameterisation provide interesting opportunities in de-
signing the location of ocean-bottom seismometers for crustal imaging purpose (Peirce
and Day, 2002), or finding an optimum distribution of an earthquake monitoring net-
work (Rabinowitz and Steinberg, 1990). It requires the knowledge of the geological over-
burden, the location of the hypocentre, and the earthquake mechanism. The criterion
would be redefined to suit the requirement in crustal imaging or earthquake monitoring.
For instance, the forward model should include converted waves for crustal imaging.
The gradient calculation would be modified according to the forward formulation, nev-
ertheless the inversion framework can stay the same. The sampling density, as a macro
solution of the geometry, provides the opportunity of a linearised framework, which is
computationally efficient.

5.4. CONCLUSIONS

We have proposed and demonstrated a methodology that can automatically optimise
an irregular acquisition geometry for an improved target illumination under a complex
overburden. The results indicate interesting geometry design strategies for two different
requirements. When the requirement is resolution, the uniform geometry already has
an acceptable resolution. When the requirement is angle coverage, an optimised geom-
etry achieves a high amplitude accuracy over all azimuths and angles compared to the
uniform geometry. In the optimisation scheme, the parameter—sampling density—is a
macro solution of the acquisition geometry, which can be used for flexible acquisition
systems, regular acquisition systems, and potentially automated devices. This param-
eterisation allows us to use a linearised optimisation algorithm via a gradient descent
scheme to solve the acquisition design problem. Focal beam analysis provides the link
between the subsurface and the target illumination for calculating the update. The pro-
posed method is effective and computationally efficient.







OPTIMISING THE RECEIVER
GEOMETRY: A GENETIC ALGORITHM

In the previous chapter, we presented a gradient method to solve the acquisition design
problem. The gradient method was sufficient to find an acceptable minimum in the lin-
earised situations. However, in practice the acquisition design problem is nonlinear due to
many nonlinear factors and constraints that are difficult to linearise, e.g. spatial restric-
tions for the deployment of receivers. Global optimisation algorithms are more suitable for
solving nonlinear acquisition design problems; however, the computation cost is high. In
this chapter, we propose a low-rank parameterisation to make the size of the search space
manageable and, thus, make it feasible to use a genetic algorithm to solve the nonlinear
acquisition design problem.

This chapter is being submitted for publication in a professional journal.
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6.1. NONLINEAR ACQUISITION DESIGN PROBLEM

Optimising an acquisition geometry in practice is a nonlinear problem due to many
nonlinear factors and constraints that are difficult to linearise. For instance, Morrice
et al. (2001) parameterise an orthogonal split-spread design using decision variables on
source and receiver location spacings, the amount of receiver equipment, and the pro-
duction rate of the seismic crews. The nonlinear objective function of minimising cost is
fast to calculate; therefore, the optimisation can be solved by an exhaustive search. How-
ever, the computation cost for a model-based acquisition design method is high, so we
cannot afford to do an exhaustive search. In order to quantify illumination using a wave-
field modelling approach, many methods use a reduced number of design parameters,
such that an efficient search is possible (e.g. Alvarez et al., 2004; Monsegny, 2017).

In this chapter, we propose a nonlinear optimisation framework where focal beam
analysis is used as the forward model and a genetic algorithm is used to solve the prob-
lem. To demonstrate the method, we choose the angle-dependent illumination as the
criterion for acquisition geometry optimisation (AVP function), and add nonlinear con-
straints to the objective function. Similar as in Chapter 5, we fix the source geometry and
optimise the receiver geometry. Thus, the objective function can be formulated as the
following:

J= Z IIAf’k(Zm,d)ref)—Af’k(zm,¢r)||2+Constraints, (6.1)
vapy

where ¢, is the receiver sampling density; ¢, is the reference sampling density, which
is chosen as a full 3D sampling; z, is the target depth level; p, and p,, are the horizontal
ray parameters; subscript ;. indicates the target location; the tilde sign indicates the lin-
ear radon domain; therefore, Al~);C represents the AVP function. Constraints represent
penalty functions that can limit the number of sampling points, the cost, and incorpo-
rate the implementation preferences in practice. They are usually nonlinear functions.

6.2. PARAMETERISATION

Using the sampling density for inversion as described in the previous chapter allows a
linear approximation between the illumination criteria and the update. However, for a
global optimisation algorithm this means a large number of parameters, which is the
same number as the number of grid cells in the model. It is also possible to use the spa-
tial coordinates of the sampling points; however, the sum of parameters is at least in the
order of a few hundred. To use a global optimisation method efficiently, we need to limit
the number of parameters to the order of tens. In our method, we use the sampling den-
sity and transform it to the actual geometry for evaluating the AVP function. To reduce
the number of parameters, we introduce a low-rank parameterisation approach based
on the sampling density such that a sufficient search is possible.
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6.2.1. PRINCIPLE COMPONENT ANALYSIS

In order to reduce the number of parameters for a genetic algorithm, we use Principle
Component Analysis (PCA) to extract features from a range of possible sampling density
solutions. In mathematical terms, these features are referred to as the principle compo-
nents, which are a set of orthogonal basis vectors whose linear combinations can exactly
represent the original data set. The original data can also be approximated by using
the most prominent basis vectors, which have the largest eigenvalues. Since the basis
vectors with large eigenvalues contain the main features of the dataset, they together
can characterise the whole data set in an efficient way. Because of this property, PCA is
widely used in reducing data redundancy, dimension reduction in large data sets, and
feature extraction in machine learning (Jolliffe, 2011; Bengio et al., 2013).

A collection of possible solutions need to be selected as the first step of this ap-
proach. We can use prior knowledge to generate a collection of possible solutions. For
example, we can use certain patterns above the target location, the amplitude of the
one-way wavefield propagated from the target to the surface, the inter-iteration densi-
ties from the gradient method, and human-interacted drawings. As an example, Figure
6.1 shows a collection of possible solutions from the gradient method. More details with
regard to this will be discussed in Section 6.3. In this work, we assume that the basis
vectors—which are extracted from a range of possible solutions—can sufficiently char-
acterise the solution space of the optimisation problem. Therefore, searching for a linear
combination of the basis vectors can form a density solution that is close to the global
minimum.

) 0.2
5 0.18
1
0.16
0.14
& m 0.12
1
0.
' u u u H u u
0
5
’ . u . H u u
0 5 5 10 0 5 10 0 5 10 0 5 10 0 5 10
)

10 0
)

vy (km)

x5 (km)

5 (km)

0

vy (km vy (km z1 (km) zy (km) vy (km) z1 (km)

Figure 6.1: A collection of possible density solutions selected from the gradient method. Each row corresponds
to a different total number of sampling points, which is the sum of all spatial values. From top to bottom, the
total number of sampling points increases.
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6.2.2. BASIS IMAGES AND EIGENVALUES

After selecting a collection of possible solutions, we extract the most prominent features
from the collection by performing PCA. Each density distribution, such as the ones in
Figure 6.1, is reorganized to a column vector; and all vectors are concatenated in a big
matrix that forms the input data for PCA. The matrix can be formulated as:

A=1[I'1,T2,...,'pml, (6.2)
withT;=®; - @, (6.3)

where ®; represents a column vector of the length Nx; x Nx,, reorganised from a 2D spa-
tial density distribution. The average of the density vectors is defined by ® = ﬁ Z?i 155
I'; represents the difference of each density vector from the average; the matrix A con-
tains M shifted density vectors.

PCA can be solved by eigendecomposition or singular value decomposition of the
covariance matrix of the input data (Jolliffe, 2011). The covariance matrix is given by
C = AAT, which measures the similarity by the correlation between all possible pairs
of the density vectors @;. Here, we choose eigendecomposition to solve the PCA. The
eigenvectors vy of C can be found:

Cvi = Ugvg, for k=1,2,.., M, (6.4)

where v is the eigenvector; uy is the eigenvalue; M represents the total number of eigen-
vectors found, which equals the total number of input density vectors. All eigenvectors
are sorted according to the eigenvalues in a descending order. The principle compo-
nents are the ordered eigenvectors, each one accounting for a different variation of the
density vectors. The eigenvalues represent the importance of all eigenvectors given the
order of significance of the variation. These eigenvectors are a set of orthogonal bases
that together characterise the variation between the density vectors.

Each eigenvector vy is reorganized into a 2D image, and we call it a basis image. For
example, we show the first ten basis images in Figure 6.2 of the 24 input densities shown
in Figure 6.1. The procedure described here is similar to the procedure of extracting the
so-called eigenfaces in the field of face recognition (Turk and Pentland, 1991). Figure 6.3
shows the average, which is used to compute the covariance matrix. The basis images are
orthogonal and together they can characterise the main features of the input data—the

density distributions.
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Figure 6.2: The first ten basis images from the eigendecomposition/PCA of the input density distributions.
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Figure 6.3: The average density of all densities presented in Figure 6.1.

6.2.3. LOW-RANK APPROXIMATION

Each individual density can be re-expressed exactly as a linear combination of all the M
basis images. Each density can also be approximated using only the most significant ba-
sis images, those that have the largest eigenvalues and which, therefore, account for the
most variance within the set of density images. The linear weights ¥ = [y, ¥, ..., W]
are the parameters for the genetic algorithm, where M’ is the number of basis images
used. A new density vector can be generated by the following operation:

M/
Dpew =Y Viyi+®. (6.5)
k=1

The new density vector is then reorganised to a 2D density distribution, after which it
can be used to calculate the objective function. The projection of each original density
in Figure 6.1 organised into a column vector, onto the bases is a vector that contains
the linear weights for each basis vector. The multiplication of the projections and the
eigenvectors plus the average gives the input density. As an example of low-rank ap-
proximation, M = 24 in Figure 6.1, but we use M’ = 10 in Figure 6.2 to approximate the
input densities. Figure 6.4 shows the reconstruction error using the ten basis images;
note that the colour scale is ten percent of the one of the input data displayed in Figure
6.1 to improve visibility. Although there are minor errors, we consider the first ten basis
images sufficient to reconstruct the input densities.

We verify this approach with a new density distribution that is not from the input
densities in Figure 6.5a. Figure 6.5b shows the reconstructed density using M’ = 10. We
can see that the main features are reconstructed, while the amplitude is different in some
detailed areas. Overall, the reconstruction is relatively good, considering that only ten
basis images are used. We can then proceed with these ten basis images and use the
parameter vector ¥, which contains only ten scalar values, as the parameters for the
genetic algorithm.

6.3. GENETIC ALGORITHM FOR AN OPTIMUM GEOMETRY

We use a genetic algorithm to find the optimum parameters—the best linear combina-
tion of the basis vectors—to obtain the optimum geometry. Genetic algorithms are well
established methods in the category of evolutionary computation to solve global opti-
misation problems. The main idea is to evolve the initial population to fit the objective
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Figure 6.4: The difference between the input densities and the reconstructed ones.
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Figure 6.5: (a) A density map that is not from the collection of density solutions shown in Figure 6.1. (b) The
reconstructed density map using the ten basis vectors in Figure 6.2.



6.4. NUMERICAL EXAMPLES 73

by operators that are inspired by Darwinian natural selection. For a detailed description
of genetic algorithms, see Holland (1975); for a description of genetic algorithm applica-
tions in geophysical problems, see e.g. Sambridge and Drijkoningen (1992); Curtis and
Snieder (1997). The process of a genetic algorithm can be summarised as: 1) initialize
a random population of parameter vectors; 2) evaluate the objective function for each
parameter vector; 3) create a new population by selection, crossover and mutation op-
erators; 4) repeat step 2)-3) until the stopping criterion is met.

The upper and lower bounds of the vector elements are set as several times the maxi-
mum and minimum of the projection vectors. At each iteration of the genetic algorithm,
the parameter vectors are updated and new densities are generated; then the objective
function is evaluated for the new densities. In this way, the number of parameters is
reduced to the order of ten’s and the genetic algorithm can run efficiently. For imple-
mentation, the MATLAB® genetic algorithm toolbox is used.

6.4. NUMERICAL EXAMPLES

The SEG/EAGE velocity model (Aminzadeh et al., 1996), displayed in Figure 5.9, with a
target located at (8160 m, 4560 m, 2300 m) is used to test the method. We consider a
scenario of stationary receivers and full 3D sampling at the source side. First, we ex-
plain how the collection of possible solutions can be generated. Second, we compare
the genetic algorithm to the gradient method in a linearised scenario, where the amount
of receivers is fixed. Third, we allow the amount of receivers to be flexible; in addition,
we consider two constraints: a cost constraint on the number of receivers and a nonlin-
ear spatial feasibility map. With this example, we show that with the genetic algorithm
frameworlk, it is easy to include various constraints.

6.4.1. GENERATE A COLLECTION OF POSSIBLE SOLUTIONS

As an example in this chapter, the collection of possible solutions is selected from the
initial guess from the gradient method, the final density for each initial guess, and the
linear combination of the initial guess and the first gradient from the gradient method.
The gradient method is performed for several fixed numbers of receivers, N;. For each
Ny, the gradient method starts with different initial guesses; and for each initial guess,
the density that has the lowest misfit value is chosen as the resulting density. The re-
sulting densities from very different initial guesses are usually different in shapes; this is
probably because the gradient method is sensitive to local minima. In other words, the
resulting densities from different initial guesses are in different local minima. To account
for the other possible solutions that are in between the initial guesses and the resulting
density, we take each initial guess, and add a scaled version of its gradient at the first
iteration. By doing this, we intend to include a sufficient variety of solutions that contain
all the required characteristics of the solution space.

The gradient method was run for the velocity model shown in Figure 5.9. For N, of
150, 300, 450, and 600, the receiver density is optimised using the gradient method. The
24 selected possible solutions are displayed in Figure 6.1, where the rows from top to
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bottom are the density maps selected from optimisation for N, of 150, 300, 450 and 600,
respectively. The first and the fourth columns correspond to two different types of initial
guesses, which are the one-way wavefield energy and a concentrated circle. The second
and the fifth columns correspond to the final density results. The third and the sixth
columns correspond to the linear combination of the initial guesses and their gradients.
We can see that in a row they are mostly different in shape; in a column, they have some
resemblance in shape but are different in values.

6.4.2. GEOMETRY OPTIMISATION IN A LINEARISED SCENARIO

With a fixed amount of receivers, the inverse problem is relatively linear, so that the gra-
dient method is already sufficient to find an acceptable minimum. We set the receiver
number to be 300 and compare the results from the gradient method and the genetic
algorithm. By doing this, we can verify the genetic algorithm setting to produce similar
quality results as the gradient method.

The gradient method starts from two different initial models, being the one-way
wavefield energy and a concentrated circle. It uses a line search of five steps and the
number of iterations for each run is 10. For the genetic algorithm, the objective function
development is shown in Figure 6.6. The number of generations is 150 and the popu-
lation size is 200. The number of parameters is ten referring to the ten basis images in
Figure 6.2 that are used to construct a new density. The mean value and the minimum
value of the objective functions in each generation is shown in Figure 6.6a; and Figure
6.6b shows a zoomed-in version of the minimum objective function from generation 20
to the end. We can clearly see that the general trend goes down and there are fluctuations
in the values showing that it is a nonlinear problem.

The resulting density functions from the gradient method and the genetic algorithm
are shown in Figure 6.7. We transform the densities in Figure 6.7 to 100 geometry reali-
sations and plot their objective function values in histograms in Figure 6.8. The result-
ing densities are different in shape; however, the histograms of 100 realizations of them
overlap, due to the nondeterministic feature in the transformation from the density to
the geometry realisations. This shows that they have similar quality in the AVP function.
It also shows that the genetic algorithm with the current setting can find a similar quality
result compared to the gradient method with the fixed number of receivers. Note that
the gradient method is not limited by the ten eigen images.

6
(a) 1o 210 (®) 3600
i * Jmean ..
8 - Jmin 3400}
ERIY 23200 7
= 4 . — 3000
e
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0 2600 .
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Figure 6.6: Objective functions during the generations of the genetic algorithm.
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Figure 6.7: Resulting density maps from (a) the gradient method, and (b) the genetic algorithm.
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Figure 6.8: Histograms of the results from 100 runs of the gradient method (GM) and the genetic algorithm
(GA).

6.4.3. GEOMETRY OPTIMISATION WITH NONLINEAR CONSTRAINTS

COST CONSTRAINT ON SAMPLING NUMBER

Incorporating the sampling density, we next use the genetic algorithm to solve acquisi-
tion design in a scenario with nonlinear constraints. The first constraint is the cost in
relation to the number of receivers, of which we choose to be a shifted and stretched
sigmoid function. The constraint function can be written as:

a

W + d, (6.6)

Jeost (Qbr) =
where a, b, ¢,d are real-valued scaling factors. The constraint is on the sum of the re-
ceiver density, i.e. the total number of receivers. The number of receivers can be changed,
by changing the weighting factor of this constraint function.

The cost constraint function used in this example is shown in Figure 6.9, with a =
1200, b = 0.02, ¢ = 280, d = 95.49, and a maximum number of the receivers being 600. We
can see that it is a nonlinear function of the total amount of sampling points. The red
dots are the bench marks of N, = 150,300,450,600. Note that the gradient results from
these receiver numbers were used to make the collection of possible solutions to prepare
for the parameterisation of the genetic algorithm.

DEPLOYMENT FEASIBILITY MAP

We add another nonlinear spatial feasibility map to the receiver locations. In practice,
there are many locations that are not feasible for the stationary receivers. For example,
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Figure 6.9: Cost penalty function versus the number of receivers, where a = 1200, b = 0.02, ¢ = 280, d = 95.49,
and the maximum number of receivers is 600.

the region near the platform is not accessible; when the sea floor is rough , the placement
of receivers is restricted. Therefore, we introduce a spatial constraint on the receiver den-
sity, which states the maximum density allowed in a certain region given by ¢;4x (X, ¥).
Note that ¢4 may be zero for certain (x, y). The total objective function combining
these two constraints can be written as:

Jior="Y, 1APK(zm, Pref) = APk (zim, PP + Acost (1), 5. . Pr(x, ) < Pmax(x, 1),
Px:Py
(6.7)

where ¥, . AP (2, Pref) — AP (zm, P;)|I? is the objective function of the AVP crite-
rion shown in equation 6.1; A is the coefficient of the constraint function J.oss; ®max
represents the maximum receiver density allowed at each lateral location on the acqui-
sition surface.

The deployment feasibility map used in this example is shown in Figure 6.10. The
black curved line represent a ridge formation on the sea floor where no receivers can
be placed; the density there is zero. The rectangular region and the elliptical region have
restrictions on the maximum local density. This may be caused by a rough sea floor. This
map restricts the aerial distribution of the receiver sampling.

CONSTRAINED OPTIMISATION

In the method of using the genetic algorithm, the feasibility map in Figure 6.10 is added
to the collection of possible solutions and PCA is performed to produce ten basis im-
ages, which are are used together with the parameters to generate the updated densi-
ties. For the constraint A, the higher the value, the lower the number of receivers in the
final results. We vary the value of 1 and run the genetic algorithm. The resulting den-
sities and the corresponding AVP functions are shown in Figure 6.11. From left to right,
there are results from A =100, 10,1, and the corresponding resulting receiver number is
206,371,599, respectively. From top to bottom, there are the receiver densities, geome-
tries, AVP functions, the cross section of the AVP function plotted against the reference,
and the residuals. Since in Figure 6.11a the receiver number is small, the lower right cor-
ner is less influenced by the rectangular spatial constraint. In Figure 6.11f and k, you can
see a clear imprint of the rectangular shape. In Figure 6.11d, the amplitude has a large
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Figure 6.10: Nonlinear spatial constraint on the feasibility of the receiver sampling.

fluctuation, in Figure 6.11i and n have less amplitude fluctuation, but the angles around
Px, = —0.5 10735/ m are less represented. In the residual plots (Figure 6.11e, j, 0), Fig-
ure 6.11e visibly has the highest residual; however, it can be argued that Figure 6.11j and
o have a similar level of residual, even though Figure 6.110 has a much higher receiver
number. This is probably due to the spatial feasibility map, that restricts the quality of
the AVP function. Figure 6.12 shows the histogram of 100 geometries from the resulting
densities from A = 100,10,1. It can be seen that the objective function is lower when
the number of receivers is higher; however, the improvement from A =1to A =10 is ar-
guably small. The results show that it is possible to incorporate a genetic algorithm to
accommodate different constraints in the acquisition design problem.

6.5. DISCUSSION

The results of this work suggest that a genetic algorithm framework is easy to use in the
presence of nonlinear geophysical and operational constraints. It is a derivative-free
method so that the additional constraint functions can be simply added to the main
objective function. The gradient method, which produces the collection of possible so-
lutions, takes 4*2*50=400 iterations; and the genetic algorithm takes 200*150=30000 it-
erations, even though with ten parameters. The benefit is that the possible solutions
generated by the gradient method can narrow down the search space for the genetic al-
gorithm, such that a sufficient search is viable.

Genetic algorithms have been successfully applied in solving many global optimisa-
tion problems. However, they also have limitations, especially tuning set-up parame-
ters in practice. A genetic algorithm has to be tuned for each particular problem to as-
sure convergence and an efficient search. For example, first, the population size should
be chosen large enough to avoid premature convergence (Sambridge and Drijkoningen,
1992). Second, it could be that all populations in one generation are equally good, then
the driving force of the genetic operator is lost. The settings in our examples can be fur-
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Figure 6.11: Geometry optimisation results with varying A: left column A = 100; middle column A = 10; right
column A = 1. From top to bottom, each row corresponds to the optimised density distribution, the geometry,
the AVP function, the cross sections of AVP function at px, =0, and the residual, respectively.
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Figure 6.12: Histograms for resulting receiver densities with A = 1 (blue), A = 10 (orange), and A = 100 (yellow).

ther improved for efficiency; and the mechanism of the genetic algorithm can also be
changed to suit the problem and have better convergence performance. However, we
do not recommend concentrating on improvement in this one particular problem, since
the setting will change for a different problem. Once the acquisition scenario is fixed,
further improvements on the optimisation efficiency can be gradually achieved.

There are other ways to limit the number of parameters in a genetic algorithm. For
example, the density distribution can be represented by a coarse grid of support values
from which the density function can be interpolated. Even though it will be difficult to
get ten parameters. The disadvantage of this approach is that we can only get a low-
resolution density distribution and we loose the details of the density distribution in
order to keep the number of parameters small. In this work, we choose not to use such
parameters; this approach indeed can be tested but not limited to. Future research on
parameterisation for the acquisition geometry is required.

PCA has the strength of parameter reduction, but has also limitations. Firstly, PCA
assumes linearity; the density is formed by linear combinations of these basis images.
Second, we assumed that the basis images contain all the characteristics of the solutions.
However, it is possible that the linear combination of the basis images will not resultin a
better solution. It does not assure all characteristics. Then we are searching in the same
pool. Thus, itis important in this method to use the gradient method to produce enough
variations of possible solutions.

Inverse problems can be solved using machine learning methods (R6th and Taran-
tola, 1994). The combination of PCA and genetic algorithm hints the future work of
solving the acquisition design problem using machine learning methods. Many popular
machine learning methods, such as support vector machines, neural networks, classi-
fication and regression trees, etc., can be seen as just different ways of estimating basis
functions from data (Murphy, 2012). PCA can be seen as equivalent to a linear neural
network. Earp and Curtis (2019) use a statistical neural network to solve the nonlinear
travel time tomography problem. The velocity model can be seen as the receiver den-
sity distribution. The density parameterisation for the acquisition geometry can stay the
same, and for each realisation an objective function value can be calculated. The densi-
ties and the corresponding objective functions from both the gradient method and the
genetic algorithm can be used to train the neural network.
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6.6. CONCLUSIONS

In conclusion, we have presented a low-rank parameterisation approach to reduce the
number of parameters for the acquisition design problem by using PCA, and solve it with
a genetic algorithm. The results show that the method is effective in finding a reasonable
minimum, in comparison to the gradient method, in a scenario of a fixed number of
sources. In a scenario of flexible number of sources, the genetic algorithm finds solutions
with different weights on the cost constraint. This approach can be used for solving the
acquisition geometry design in other nonlinear situations and is compatible with other
nonlinear constraints.



OPTIMISING BOTH SOURCE AND
RECEIVER GEOMETRIES

Previously, we have presented a gradient method and a genetic algorithm that can op-
timise the receiver geometry while the source geometry is fixed and vice versa. In this
chapter, we present a gradient method that can optimise both the source and receiver ge-
ometries in order to obtain a good illumination of a chosen target point, such that they
can compensate the missing illumination for each other. With numerical examples, we
demonstrate that the proposed method is effective.

This chapter is adapted from a published SEG Technical Program Expanded Abstract (2019).
DOL: https://doi.org/10.1190/segam2019-3216398.1

81
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In Chapter 5, we have presented optimisation of the receiver geometry using a gradi-
ent method, where the sources are assumed to be densely available and only the receiver
geometry is optimised. Figure 7.1 illustrates the flowchart of the method, where the step
in the blue box—update receiver geometry—is made automatic such that redesigning
the geometry manually is no longer necessary. The focal receiver beams in the spatial
and/or the linear Radon domain are used as the illumination criteria; and the velocity
model, the target, the frequency range, the wavefield modelling and migration opera-
tors are the user-defined inputs. A gradient descent method is implemented to solve the
optimisation problem so that it is computationally efficient.

A complete acquisition geometry design should include the source as well as the
receiver sampling geometry on the acquisition surface. In this chapter, we propose a
method that optimises both receiver and source geometries, and uses the AVP function
as the criterion. The flowchart in Figure 7.2 shows that the inversion has two variables
to update, i.e. the receiver geometry and the source geometry. We limit the number of
receivers and sources, and use a double-loop flip-flop updating procedure to solve the
optimisation problem.

input
model
|®) ro
Acquisition Focal beam satisfy yes Final
(v geometry analysis requirements? geometry
Modeling
&
Migration

operators
A fixed source
geometry

Figure 7.1: A flowchart of target-oriented acquisition design that optimises the receiver geometry with a fixed
source geometry.
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Figure 7.2: A flowchart of target-oriented acquisition design that optimises both receiver and source geometry.
Note that we use a flip-flop updating procedure to solve the optimisation problem; i.e. the source geometry is
fixed while updating the receiver geometry, and vice versa.
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7.1. OPTIMISING FOR BOTH RECEIVER AND SOURCE GEOME-
TRY

7.1.1. OBJECTIVE FUNCTION

To optimise the receiver and source sampling geometry for a good illumination at the
target, we define an objective function in a least-squares sense, which aims to minimise
the difference between the AVP function obtained from the updating source and receiver
geometries and the one from a user-defined reference geometry. As described in Section
5.1.1, the sampling density, which is defined as the number of sampling points per unit
area, is used as the parameter of this inversion scheme. The full 3D regular geometry
obeying Nyquist criterion is chosen as the reference geometry. The objective function is
formulated as follows:

J= Y APk(zm, Prefs rep) — APk(zm, prr P17, (7.1)
Px:Py

where ¢, and ¢; are the receiver and source sampling densities, respectively; ¢rer is
the reference sampling density; APy (zp, dref, Pref) represents the AVP function from
the reference receiver and source density ¢, fr and AP (2., b, ¢s) represents the AVP
function from the variable receiver density ¢, and the variable source density ¢;. More
details have been discussed in Section 5.

7.1.2. RECEIVER DENSITY UPDATE

Based on the objective function in equation 7.1, and the definition of the AVP function
in Chapter 4, we can write the gradient with respect to the receiver density as:

Vg, J = =2 Wi(20, 2m)L" (Ei (2m) 0 Sk (2im)} W (20, 2im)1 ", (7.2)
w

where the residual Ek(zm) = Af’k(zm, PrefrPref) —Aﬁk(zm, ¢r,¢s), and LA represents the
inverse linear Radon transform. The operator W represents forward propagation and W
approximates backward propagation; Sy (z,,) is the focal source beam of target point k;
W is the k" column of matrix W and it forward propagates the wavefield at target k
to the designated depth level. The element-wise multiplication of the residual Ex(z,,)
and the source beam §k(zm) is used to update the receiver density so that it is combined
with the influence of the source geometry. The gradient is obtained by forward propaga-
tion, correlation with the one-way wavefield from the target, and applying the imaging
condition. For more details on the gradient, please refer to Section 5.1.4.

7.1.3. SOURCE DENSITY UPDATE

Similarly, the gradient with respect to the source density can be formulated as:

Vo, J =23 Wi(2o, )L (D (21) 0 B (270)} W (20, 2,0)17, (7.3)
w
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where the residual Ex(z,,,) again represents the difference compared to the reference AVP
function and is used to update the source density; Dy, is the focal receiver beam in the
linear Radon domain. Similar as the receiver density update, the residual is multiplied
with the receiver beam; then the gradient is obtained by forward propagation, correla-
tion with the one-way wavefield from the target, and applying the imaging condition.
(See Section 5.1.4 for more details.)

We use a gradient descent scheme combined with several starting models and line
search to solve the optimisation problem. During the process, the source side is fixed
while updating the receiver side, and vice versa. In this way, we can optimise for both
receiver and source geometries under one criterion. Note that the objective function and
the gradient are formulated for one target point. In the case of multiple target points, the
objective function and the gradient are summed over all target points.

Figure 7.3: (a) The reference AVP function and (b) a cross section at pPx; =0s/m.

7.2. NUMERICAL EXAMPLES

7.2.1. SIMPLE 3D MODEL

We use the simple 3D velocity model presented in Chapter 5 to show how the method
works (Figure 5.3). The target point located at a depth of 570 m is indicated by a red
dot in the 3D velocity model with a survey area of 4 km by 4 km. Both the receiver and
source numbers are limited to 100. The objective is to calculate the receiver and source
geometry that has the minimum difference in angle coverage compared to the reference
beam in figure 7.3, which has a full 3D sampling that satisfies the Nyquist rule at both
receiver and source sides.

For computational reasons, the frequency range used here is 5 to 10 Hz. Based on
Nyquist sampling, the full geometry that ensures no aliasing effect for a bandwidth of
5-10 Hz requires 672 = 4489 receivers. For geometry optimisation, the numbers of re-
ceivers and sources are both limited to 100, which is less than 3% of the Nyquist require-
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Figure 7.4: Acquisition geometry optimisation results under the simple 3D model: (a) optimised receiver sam-
pling density, (b) optimised receiver geometry, (c) optimised source density, (d) optimised source geometry,
(e) focal receiver beam of the optimised receiver geometry, (f) focal source beam of the optimised source ge-
ometry, (g) corresponding AVP function, and (h) a cross section of (g) at pyx; =0 s/m.
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ment. Figure 7.3 shows that the reference AVP function has a full angle coverage, and
its spectrum is non-flat due to the influence of the salt overburden. We consider that
the focal functions from the full 3D sampling on both the source and receiver sides rep-
resent the best attainable illumination, provided that no illumination compensation or
least-squares inversion procedures are used.

During optimisation, we update the receiver geometry twice, then switch to update
the source geometry twice, and repeat this process until the maximum number of iter-
ations is reached. Figure 7.4 shows the geometry optimisation results: the optimised
receiver geometry gives the focal receiver beam in Figure 7.4e; the optimised source ge-
ometry gives the focal source beam in Figure 7.4f; the AVP function in Figure 7.4g com-
bines the focal receiver and source beams. The focal beams show adequate focusing
and sensing ability of the source and receiver geometries. The AVP function shows a
full angle coverage with small amplitude fluctuations compared to the reference. The
optimised geometries of 100 receivers and 100 sources achieve an angle-dependent am-
plitude accuracy that is close to the one in Figure 7.5a, where there is a full 3D source
sampling, and the number of sources is approximately 45 times the one in Figure 7.4.
Compared to the case of optimised receiver geometry and a sparse uniform geometry of
100 sources in Figure 7.5b, Figure 7.4g shows a much better angle coverage. In this exam-
ple, the optimised sampling densities show irregular shapes, where the spatial variance
in the sampling density indicates the area that should be more densely sampled and the
area that could be more sparsely sampled. It could also results in other shapes due to the
nonlinearity of the problem.

7.2.2. SEG/EAGE MODEL

The geometry optimisation method is also tested for the subsampled SEG/EAGE salt
model shown in Chapter 5. The velocity model with a target located at (8160 m, 4560
m, 2300 m) was shown in Figure 5.9, and the reference AVP function and a cross section
are shown in Figure 7.6. The reference AVP function has a full angle coverage and the
spectrum has an imprint from the complex salt overburden. In this example, the fre-
quency range is 5— 10 Hz, and the Nyquist sampling requires 169% = 28561 receivers and
sources. The reference source and receiver geometries are full 3D geometries that satisfy
the Nyquist criterion. Both the receiver and the source number are limited to 300, which
is roughly 1% of the Nyquist requirement.

The results of optimising the receiver and the source geometries are shown in Figure
7.7. The focal receiver beam in Figure 7.7e shows that the large angles can be sufficiently
detected, but it has less coverage in the small angles. The focal source beam in Figure 7.7f
shows a sufficient angle coverage with part of the small angles slightly over-represented.
Nonetheless, the resulting AVP function as a combination of the focal beams shows a
relatively adequate angle coverage compared to the reference (Figure 7.7g and h). For
comparison, Figure 7.8a shows the AVP function from an optimised geometry of 300 re-
ceivers and a full 3D source sampling. The angle-dependent amplitude is more accurate
than the one in Figure 7.7h; however, note that the number of sources in the full 3D sam-
pling is approximately 100 times the one in Figure 7.7d. The AVP function displayed in
Figure 7.8b is from a sparse uniform geometry of the same number of sources as in Fig-
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ure 7.7d. It shows a large fluctuation in amplitude and, therefore, a low angle-dependent
amplitude accuracy.
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Figure 7.7: Acquisition geometry optimisation results under the SEG/EAGE salt model: (a) optimised receiver
sampling density, (b) optimised receiver geometry, (c) optimised source density, (d) optimised source geome-
try, (e) focal receiver beam of the optimised receiver geometry, (f) focal source beam of the optimised source
geometry, (g) corresponding AVP function, and (h) a cross section of (g) at px, =0 s/m.

7.3. CONCLUSIONS

We have demonstrated a methodology that can optimise the receiver and source geome-
tries for improving angle-dependent information at a target location. The results show
that the source geometry can take the missing angles caused by the receiver geometry
into account and try to compensate that. With much less source effort, it achieves a
similar illumination quality compared to the full 3D source sampling. The presented ac-
quisition design framework can be interesting for the development of automated devices
for seismic acquisition.



7.3. CONCLUSIONS 89

Receiver: optmised geometry Receiver: optmised geometry

2) Source: full 3D samplin, (b) Source: sparse uniform geometr
g g Yy

'm)

ey (10735

-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
Pay (107%s/m) Pry (107%5/m)

Pry (1073s/m)

Figure 7.8: The AVP functions and their cross sections for two cases: (a) the receiver geometry is optimised for
a full 3D source sampling geometry; (b) the receiver geometry is the same as the one in Figure 7.7b, and the
source geometry is a sparse uniform geometry of 100 sources. In the cross section plots, blue represents the
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CONCLUSIONS AND
RECOMMENDATIONS

8.1. CONCLUSIONS

In this thesis, we have investigated two aspects of the optimisation of marine seismic
acquisition. Part I describes the source encoding methods in blended acquisition; Part I
describes target-oriented acquisition geometry optimisation using focal beam analysis
to quantify the illumination criteria. The key findings are summarised below:

PartI:

 Repetitive shooting in a blended survey can enhance the signal-to-noise ratio and
can enable deblending in individual shot gathers, which is more effective than the
deblending methods that are restricted by the random time delay type of source
encoding.

* Source ghosts can be exploited as part of the source encoding in the deblending
process.

e Optimising the source encoding in a blended survey shows improvements in the
deblending performance; therefore, it can potentially improve the data quality and
reduce acquisition costs.

PartII:

* We have established a linearised acquisition optimisation method which allows us
to optimise the source and receiver geometries separately, and simultaneously in
a flip-flop mode.

* By using the sampling density as the parameter, the acquisition geometry opti-
misation problem can be solved by a gradient method, which is computationally
efficient.
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» Two criteria are used for acquisition geometry optimisation — resolution and angle-
dependent illumination. The resolution criterion is less sensitive to geometry than
the angle-dependent illumination criterion when the number of sampling points
is fixed. The angle-dependent illumination of an optimised geometry has signifi-
cantly more angle coverage than the one of an uniform geometry.

* We have established a nonlinear optimisation framework that uses a low-rank pa-
rameterisation and a genetic algorithm to solve the acquisition geometry optimi-
sation problem. This framework can handle nonlinear constraints.

8.2. RECOMMENDATIONS

From a broader perspective, the concepts of Part I and II are seemingly contradicting to
each other. Part I encourages to acquire repetitive information at the same spatial loca-
tion, while Part IT aims to reduce redundant information from different spatial sampling
locations. It depends on the objectives and limitations of the acquisition survey at hand.
For example, if the objective is to improve data quality by increasing trace density and
the budget allows this, then acquiring redundant data for the sake of data quality makes
sense; if the objective is to acquire data of the optimum quality with a limited budget
and resources, then excluding redundant information is necessary. Nevertheless, opti-
misation of the survey should be tailored to each individual problem that has different
objectives and restrictions.

Mathematical optimisation algorithms are recommended for solving such optimisa-
tion problem because of the following reasons. Acquisition surveys are commonly de-
signed by heuristics due to the large amount of parameters, objectives and limitations.
The processing and imaging algorithms have progressed tremendously through years,
while the acquisition design principles are not always up to date with the new data pro-
cessing techniques. Turning acquisition design into an optimisation problem can help
us find unobvious links between the criteria and the design parameters fast; therefore,
a more effective acquisition design can be obtained. In addition, the optimisation algo-
rithms allows an automatic update of the acquisition parameters, which can potentially
reduce cost.

This thesis established an acquisition design framework for one target point, where
the focal beam analysis is used as the forward engine. To further develop the acquisition
design method, the following is recommended:

¢ Ideally, a reservoir volume is considered for 3D acquisition design in a monitoring
scenario. Therefore, the acquisition design method should include multiple target
points so that they can represent a reservoir volume.

 To speed up the forward calculation for a reservoir volume, we need to consider a
parallel computation of the focal functions, e.g. evaluating the focal functions of
multiple target points simultaneously in a 'blended’ fashion.

e Multiple scattering should be considered in the acquisition design framework. Ku-
mar et al. (2016) discussed the focal beam analysis including multiples and showed
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examples where multiples provide additional illumination at the target point. Our
acquisition design framework can be easily extended to include multiple scatter-
ing by substituting the forward engine.

* More nonlinear constraints should be considered in the nonlinear acquisition de-
sign framework described in Chapter 6.

* The design parameter—sampling density—provides an interesting opportunity for
the real-time geometry design of autonomous source and receiver devices (e.g.
Dispersed Source Arrays discussed by Caporal et al., 2016).

* Inpractice, noise is one of the most important aspects in acquisition design; there-
fore it should be included in the acquisition optimisation procedure in future re-
search.
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