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Abstract
This research paper aims to present how Theory of
Mind (ToM) - the ability that allows humans to at-
tribute mental states to others - can be used in the
context of physically and virtually embodied com-
putational agents. The focus is on using ToM for
perspective-taking in environments with multiple
computational agents interacting together. A Sys-
tematic Literature Review (SLR) was conducted
providing a structured search process for collecting
the literature. The findings from this review were
obtained from 38 selected papers found in the liter-
ature since 2018. The review presented how com-
putational ToM was inspired by the human ToM.
Further, it summarised the current applications for
perspective-taking for multi-agent settings, and it
collected insights on high-level implementations of
ToM agents. The findings highlight the complexity
of ToM agents and the importance of ToM for agent
interactions.

1 Introduction
The ability of intelligent agents to navigate social settings has
become a significant area of interest in recent years. Unlike
humans, who naturally navigate complex social interactions,
computational agents often struggle in these environments.
To address this, researchers have studied cognitive frame-
works such as Theory of Mind (ToM), which refers to the
ability to attribute mental states—including intentions, be-
liefs, and desires—to oneself and others [1]. This ability al-
lows humans to empathize, recognize deception, and adopt
different perspectives, making ToM a critical component of
social interaction and communication [1]–[3].

Theory of Mind is a concept that initially gained signifi-
cance in the field of developmental psychology, particularly
through studies on children’s cognitive development [3], [4].
Crucial experiments in this domain tested whether children
understand that others can hold false beliefs about the world,
which is a fundamental aspect of ToM [4]. Typically, children
around the age of five begin to succeed in these tasks, indi-
cating the development of ToM [1]. In addition to psychol-
ogy, ToM has been the focus of research in neuroscience and
cognitive science, where researchers have identified specific
brain regions and correlated cognitive mechanisms associated
with ToM [4], [5].

In recent years, ToM has been extensively studied in the
context of Human-Agent Interaction (HAI). The goal of ToM
in HAI research is to achieve better collaboration and mu-
tual understanding between humans and either physical or
virtual embodied agents by combining insights from psychol-
ogy, neuroscience, and cognitive science [1]. Physical em-
bodiment refers to intelligent agents that exist in tangible
spaces, such as robots, while virtual embodiment refers to
agents that exist within digital environments, such as chatbots
[6].

Although ToM has been studied in HAI, there exists a gap
in research concerning the integration of ToM in environ-

ments where multiple embodied agents interact with one an-
other. This gap leads to the primary research question of this
paper:

RQ: How has the framework of Theory of Mind been in-
corporated to virtually and physically embodied agents with
the ability to take perspectives of each other’s points of view?

While ToM takes into account various aspects such as emo-
tion recognition or understanding false beliefs, this research
paper focuses on perspective-taking. The following research
questions have been formulated to help in answering the main
research question:

• RQ1: In what ways does Theory Of Mind differ when
applied to computational agents and when applied to hu-
mans?

• RQ2: What are the applications of Theory of Mind in
multi-agent systems in which agents can take on each
others’ perspectives?

• RQ3: What are the ways of implementing Theory Of
Mind for multi-agent environments?

The first sub-question dives into how Theory Of Mind is
understood in the research community in three cases: when
applied to humans, when applied to computational agents in-
teracting with humans, and when applied to computational
agents interacting with other agents. For the sake of clarity,
in this paper ”agents” will refer exclusively to computational
agents and not humans. Thus, a ”multi-agent” environment
will imply agent-to-agent interaction. Through answering this
question, I aim to understand differences and similarities be-
tween how ToM has been conceptualised for humans, and for
agents.

The second sub-question explores practical applications of
perspective-taking in multi-agent environments. Identifying
these applications provides a more detailed motivation for re-
searching this topic.

The third sub-question reviews existing approaches for im-
plementing Theory of Mind in multi-agent systems, including
proposed architectures and algorithms. While this research
paper does not go in-depth into specific implementations, it
provides an overview of the current state of the field.

By answering these questions, this study aims to clarify the
application of ToM in computational multi-agent systems.

The remainder of this paper is organized as follows: Sec-
tion 2 explains the methodology used for conducting this sys-
tematic literature review. Section 3 presents the results in rela-
tion to the research questions. Section 4 provides a discussion
on the findings together with limitations. Section 5 reflects on
the ethical aspects of the research.

2 Methodology
This Systematic Review was performed by following steps
proposed in “Doing a systematic review: a student’s guide”
[7], and by complying with PRISMA guidelines (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
[8]. After deciding upon a research question, its sub-questions
and screening through initial papers, researchers can begin

1



searching the databases for relevant literature. Systematic
literature reviews offer an advantage of having predefined
search strategies and criteria, which minimize bias in liter-
ature searches and ensure greater transparency and repro-
ducibility. Section 2.1 identifies the chosen databases and out-
lines the formulated search query. Section 2.2 talks about the
next step, which was the screening process, and identifies the
resulting records. Section 2.3 clearly defines the criteria used
to exclude certain papers during the screening process.

2.1 Selecting Databases and Formulating the
Search Query

To ensure a systematic approach, I predefined the databases
and keywords for the search query. Below, I outline these
choices.

Databases
The aim was to collect comprehensive and recent papers from
various fields like Psychology, Computer Science, Neuro-
science and Biology in order to deeply explore the topic. The
following databases cover all desired fields and are widely
known, and thus they were used in this study: Web of Sci-
ence, Scopus, and IEEE Xplore databases and Cell Press.

Search query
In order to develop a suitable search query, key words and
their synonyms had to be identified. This was done through
analysing the sub-questions and considering the scope of the
study.

The main focus of this study is on Theory of Mind and
how it has been applied to intelligent agents. To gain a full
understanding of this topic, the paper is not only restricted to
multi-agent systems and how they take on each others per-
spectives, but also covers autonomous agents and their abil-
ity to empathise with humans and take their point of view.
Furthermore, since computational models are often inspired
by the human brain, this study had to dive into how humans
make use of Theory of Mind. To restrict the search in the field
of neuroscience, the intention was to focus only on theoretical
concepts regarding human brain architecture.

Figure 1 presents the resulting query which was used
across the chosen databases.

Figure 1: Search query used for searching databases

The search was performed on 18/05/2024 and it was lim-
ited to only include papers in English language that were pub-
lished in past 6 years (2018-2024) and that were neither a
book or a book chapter.

2.2 Selection Process
The selection process included three steps: identification,
screening, and eligibility. Figure 2 displays each step clearly
and provides the number of articles included in each step.

After conducting the search query, the initial search results
were recorded using Zotero, which facilitates the detection
of duplicates. Initially, 625 records were identified from the
databases; 583 were from the Scopus database, 40 were from
Cell databases, 1 was from IIEE and 1 was from Web Of Sci-
ence database. Excluding duplicated results, 611 records re-
mained for the screening process.

Figure 2: PRISMA flow diagram used to demonstrate the process of
finding relevant papers for this systematic review.

For the screening step, I first predefined inclusion and ex-
clusion criteria, described in Section 2.3. The screening pro-
cess began with reviewing the titles and abstracts of all papers
and discarding those that did not match the search criteria. To
ease this process, I made use of ASReview LAB, a software
that is designed to help with screening abstracts.
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Following that, I conducted a full-text screening to further
exclude papers. Papers that initially appeared relevant based
on their abstracts but did not meet the criteria upon full-text
review were marked as “Outcomes not relevant”. Papers that
met the criteria but offered only surface-level or brief analy-
sis were marked as “Lack of adequate analysis”. Papers that
focused on supportive topics but had different primary objec-
tives were marked as ”Limited focus on objectives”. In the
end, 38 papers were included in this report.

2.3 Defining Inclusion and Exclusion Criteria
Inclusion and exclusion criteria had to be defined so that the
records collected through the database search, and the records
discarded through the screening process were reproducible.
The following criteria were chosen to limit the scope.

Inclusion Criteria:

• Papers focusing on Theory of Mind in a setting with two
or more computational agents

• Papers describing Theory of Mind for robots interacting
with humans, where the implementation is described

• Biological perspectives on Theory of Mind

• Articles, conference papers, and reviews written in En-
glish

• Papers published in the past 6 years (2018-2024)

Exclusion Criteria:

• Research on how humans perceive robots with Theory
of Mind

• Studies on the limitations of Theory of Mind applica-
tions in HAI settings

• Papers focusing solely on comparing the efficiency of
agents with and without Theory of Mind

• Papers that only mention Theory of Mind in one sen-
tence without focusing on it

• Specific applications of Theory of Mind in HAI settings
without detailed implementation

• Papers on agents and understanding human emotion

• Papers about measuring Theory of Mind in agents

• Papers that are too general about cognition and only
briefly mention Theory of Mind

• Empirical studies on how humans apply Theory of Mind

• Papers not written in English

• Papers that are not found

3 Results
The results of the review are analysed and described in this
section. There are three subsections, each corresponding to a
sub-research question defined in Section 1.

3.1 In what ways does Theory Of Mind differ
when applied to computational agents and
when applied to humans?

In the literature, there is a lack of consensus on what The-
ory of Mind (ToM) entails. This subsection analyses different
outlooks on ToM and shows how computational ToM was in-
spired by cognitive ToM. Additionally, it describes the differ-
ences in how ToM is conceptualised in human-to-agent inter-
action (HAI) and multi-agent interaction.

Biological Outlook on ToM: Theory of Mind is not yet
fully understood from a neuroscientific standpoint. Certain
regions of the brain, such as Temporal Parietal Junction
(TPJ), precuneus, Superior Temporal Sulcus (STS), Inferior
Parietal Lobule (IPL), Inferior Frontal Gyrus (IFG), Premotor
Cortex (PMC), and medial Prefrontal Cortex (mPFC) are acti-
vated during ToM-related tasks. These regions are associated
with belief reasoning, self-other distinction, motor responses,
and visual perception [5].

Further, in cognitive sciences, according to others, a dis-
tinction is made between ”hot” and ”cold” processes. Hot
cognition relates to social and emotional cognition, while
cold processes are non-emotional [1]. Based on these, ToM
can be separated into cognitive ToM and affective ToM. Cog-
nitive ToM involves the capacity to understand and represent
thoughts, intentions, and beliefs, while affective ToM is con-
cerned with recognizing and representing emotional states
and feelings [1]. In the literature, there are various charac-
terisations of mental states in computational and cognitive
ToM, and it is not decided whether emotional states should
be considered. Some even classify expectations, preferences,
or ”bodily feelings” as part of ToM [1], [9].

Theory Theory and Simulation Theory of social cog-
nition: Two philosophical theories regarding ToM have been
developed: Theory Theory (TT) and Simulation Theory (ST).
TT proposes that human gather abstract principles and rules
about behaviour from early childhood and use them to explain
and predict the behaviour of others [10], [11]. This theory ar-
gues that humans create probabilistic reasoning models that
stabilise over time [1], [4].

ST involves imitating others’ mental states and imagin-
ing oneself in someone’s situation to simulate their subjective
point of view and likely behaviours [4], [12]. ST is more as-
sociated with empathy and perspective-taking [4], [12]. There
exists a correlation between ToM and empathy, and it is dif-
ficult to quantify the overlap [13]. Some argue that TT relies
more on cold, intellectual process, while ST relies more on
hot cognition [1]. Some sources argue that activity found in
the ToM-related regions in the brains seems to be more linked
with TT, rather than with ST [4]. In contrast, others suggest
that ST is more consistent with findings from neuroscience
[5].

In the literature, there are examples of models based on TT,
ST, or both [11], [14], [15]. The Bayesian approach, further
explained in subsection 3.3, is often used to implement TT.
These models typically neglect emotion, representing Cogni-
tive ToM rather than Affective ToM [1], [10], [14]. Bayesian
approach is inspired by the fact that human decision making
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has been often modeled as Bayesian Inference [16], [17].
Complexity of Human ToM: Some argue that traditional

probabilistic models do not fully capture human reasoning,
and when they attempt to do so, they become highly complex
[18]. Other ways of representing human thinking have been
studied, such as the Mirror Neuron System (MNS). Accord-
ing to some sources, MNS represents a low-level architecture
of Human ToM, but to fully represent it, more complex mod-
els need to be designed, combining imagination and memory
[5]. In cognitive sciences, MNS is responsible for mirroring
behaviour of others [4], [5]. Others argue that, similar to em-
pathy, MNS is not a sub-component of ToM, and the concepts
are not mutually exclusive in terms of cognitive functions and
brain regions associated with them [4], as represented in Fig-
ure 3. Models like MNS are complex, and are implemented
via Spiking Neural Networks and Reinforcement Learning,
which are often used on its own to model ToM [5]. More on
this can be found in Section 3.3.

Figure 3: There is an overlap between Theory of Mind (ToM), em-
pathy, and Mirror Neuron Systems (MNS). The overlap is difficult
to quantify, thus there is no general agreement on what ToM consists
of. Source: Adapted from [4]

When humans make decisions, they do not rely solely on
ToM but also on other cognitive methods and biases. Exam-
ples of these include making decisions based on “gut feeling.”
or having a selective bias which allows humans to reduce
complexity of perception [18]. Humans are not always ratio-
nal, which further increases complexity [19]. To model hu-
man irrational thinking, some propose quantum-based meth-
ods [18]. Another quality humans possess is introspection,
which is related to ToM, although it remains undecided how
introspection fits into ToM’s definition. Nevertheless, some
include it in ToM implementations as further discussed in
Section 3.3 [20].

Zero, first, second and higher orders of ToM, and
strategic reasoning: There exist multiple orders of ToM that
go up to infinity [12]. Zero-order ToM agents cannot reason
about mental content of another agent, but they can make pre-
dictions about the behaviour of others based only on previ-
ously observed behaviour [21], [22]. First-order of ToM cor-
responds to “I think that you think”. Second-order of ToM
represents “I think that you think that I think” [22]. The same
recursive pattern can be constructed in the higher orders. On
average, humans are hypothesised to reach a 1.6th level with
their reasoning, which could suggest that in some cases ToM
agents might not need to use higher-order implementations

[17]. Apart from ToM, there is also the concept of strategic
reasoning, which some consider a component of ToM [10],
[20]. In the computational world, strategies seem to be mod-
eled in such a way that they make predictions without the use
of internal states [21], [23]. Humans may use those predictive
models to anticipate previously encountered situations, but
switch to ToM when they try to predict someone’s behaviour
in a novel situation with infinite possibilities. However, some-
times it is hard to distinguish if they are using ToM or simple
behaviour-based strategies [21], [24]. These concepts from
human ToM inspire the implementation ideas discussed fur-
ther in Section 3.3.

Inspirations taken from human-to-human collabora-
tion and HAI for multi-agent systems: According to re-
search, when humans interact with agents, they use less cog-
nitive energy than when interacting with other humans [25].
This relates to the complexity of human thinking, as dis-
cussed earlier in this paper. Humans’ use of cognitive func-
tions increases as agents become more human-like and as hu-
mans better understand the hidden states of these agents [20],
[26]. This could suggest that when an agent interacts with a
human, it will also need to use more energy than when inter-
acting with another agent.

In HAI, there is a strong focus on making agents human-
like, so that humans can trust them, develop feelings of close-
ness, or empathize with them [27]. Similarly, in competitive
settings such as negotiations involving agents, interpersonal
relationships should be taken into consideration [14]. In many
multi-agent environments, these factors do not need to be ac-
knowledged at all, or to a limited extent since agents often do
not have emotional needs. Emotional needs are considered
when modelling a simulation with aim that an agent will be
human like [27].

Furthermore, when modelling agents that interact with hu-
mans, it is important to consider social rules, norms, ethics,
morality, values, emotion and appraisal. These factors help
agents select actions that best suit the current situation from a
range of possible actions [19], [27]–[29]. Social norms and
rules do not need to be taken into account when building
multi-agent environment, however, unless it is a task that
specifically requires it, such as a simulation [27].

One of the ways to tackle the complexity of implement-
ing ToM for HAI or multi-agent systems is by introducing
other cognitive ideas to help model it. Since the focus is on
the multi-agent environment, inspiration can be taken from
human social settings. People tend to orientate themselves
towards others who are like-minded, and through that they
collectively form social groups of individuals who think sim-
ilarly [20]. In such cases, people assume that to some degree
everyone thinks the same as they do, so they put less cog-
nitive energy into trying to understand and interpret others
[20]. Some authors have proposed to use this social-ability,
referred to as intra-group homophily, to implement agents
[20], [28]. By assuming that agents think similarly and adding
constraints to their thinking, agents can narrow the range of
possible actions of other agents. Agents are considered to be
more constrained than humans, who display unpredictable
behaviours [10]. Yet, even in HAI setting, in the topic of
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ToM, the concept of bounded rationality has been introduced.
Bounded rationality suggests that there are some limits to hu-
man rationality when making decisions, which often leads
humans to reach satisfactory solutions over the most optimal
ones [18]. Thus, in HAI, there are examples where the im-
plementation of ToM includes constraints on human thinking
[20].

It is worth noting that humans have ways of reducing their
cognitive load when interacting together by actions that are
outside of the scope for computational agents. An example
of that would be communicating through the use of physi-
cal objects like cards during collaboration games like Han-
abi, where humans tend to outperform agents [30]. Hanabi is
a game in which players work together to arrange a deck of
cards into sequences by color and number. In this game play-
ers can see everyone’s cards, but not their own, so they often
rely on clues from others to know what card to play [15], [30],
[31].

General and task-specific ToM: Most ToM implementa-
tions in both HAI and multi-agent settings are task-specific.
However, especially in the context of HAI, some argue that it
is necessary for agent to be very adaptive [10], [12]. Accord-
ing to Rudrauf, adaptive agents should be capable of simulat-
ing, predicting, and evaluating behaviors like joint attention,
emotional expressions, and, more broadly, navigation within
a three-dimensional environment [12].

3.2 What are the applications of Theory of Mind
in multi-agent systems in which agents can
take on each others’ perspectives?

Multi-agent interactions are not as often observed as human-
agent interactions. Below is the list of use cases found in lit-
erature.

List of use cases: classic game playing, chess, poker,
simulated robot soccer, dialog systems, autonomous military
systems, autonomous vehicles, automated negotiation, de-
ception and scepticism, human user modelling, commercial
video games, multi-agent learning, prisoner dilemma, ulti-
matum games, hide and seek simulation, casino task simu-
lation, sender-receiver games, Virtual Reality, robots with in-
complete self knowledge, planning and navigation tasks [11],
[12], [17], [18], [20], [24], [31]–[33].

In the list above, there are examples of both virtual
agents and physically-embodied agents. Multi-agent interac-
tion seems to be most often studied in the context of Game
Theory, which inspired an area of ToM that is referred to as
Game ToM.

Uses for a collaborative setting: There are examples
when researchers used ToM to achieve collective intelligence,
an idea that acting together leads to achieving better results
than acting individually [34]. When trying to achieve collab-
oration, modeling other agents is essential when there are no
coordination or communication protocols [32]. ToM allows
agents to achieve social perceptiveness, which is a necessary
component of collaboration. Together with Goal Alignment,
ToM has been studied to achieve better results [34]. It should
be noted, however, that on its own, ToM might not suffice

for achieving collaboration and instead it could be combined
with other cognitive principles such as active inference [35].

Uses for a competitive setting: Besides collaborative set-
tings, there are also competitive settings and mixed settings,
where there is also proof that ToM agents achieve better per-
formance in comparison to agents without ToM [27]. An ex-
ample of a competitive setting is a simple rock-paper-scissors
game, where players compete directly to win each round [22].
In a mixed setting like robot soccer, two teams play against
each other [11]. Humans themselves are also more likely to
make use of ToM in mixed-motivated settings where both co-
operative and competitive aspects play a role [21]. For a com-
petitive environment, it has been studied that even if ToM
does not accurately model beliefs of opponents, when higher
orders of ToM are used it still holds an advantage [21]. In
some cases, agents could rely on simple strategic reasoning
or the zeroth order of ToM. However, when the complexity
of environment increases, there is a need for higher ToM to
allow for perspective-taking [21], [23].

Modelling simulations: ToM is essential when modelling
simulations. For example, when testing attack and defense
systems such that the agents resemble humans who do not
make optimal decisions [36]. When modelling a simulation
of humans, factors like emotion or feature extraction have to
be taken into account, which makes the tasks more difficult
[12].

Uncertainty reduction: It is worth noticing that ToM is
used to reduce uncertainty about agents’ environment [27],
[32], [34]. Agents are usually limited to partial observabil-
ity, meaning that they do not get all the information about the
environment [15]. Further, other agents are often considered
to be the most complex parts of the environment [31]. It has
been shown that in some settings, ToM accounts for 15% in-
formation gain [15].

An example from literature can be found where there were
2 agents - one Strong agent that was very perceptive about
the environment, and one Weak agent that was “blind” and
could not see its environment (it was very uncertain about the
environment), but it had been gifted with the Theory of Mind
[34]. The idea of the experiment was for the Strong agent to
guide the Weak agent through the environment. The Weak
agent was able to sense the environment through the lens of
the Strong agent, and through that navigate through it. In this
specific paper, the agents made decisions using Free Energy
Principle, implemented with Markov blankets. At each step,
the agents selected the action that minimised their free en-
ergy relative to the target they wanted to achieve, and they
updated their beliefs in such a way that they matched their
sensory (external environment) states as best as possible. The
Strong agent could “easily” achieve their target as they had a
lot of knowledge about the environment. The Weak agent had
to learn about its sensory environment from the Strong agent,
by creating partner’s mental model of the world. At the end,
the Weak agent combined both the mental representation of
the Strong agents’ model and their own model to form a de-
cision. Additionally, this model introduced a “second-order
theory of mind”, signifying that the Weak agent would build
a model of what the Strong agent thought the Weak agent’s
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model was. The Weak agent used it further as part of the Free
Energy Principle to make a decision. So ToM here is used in
such a way that the Strong agent’s model influenced the Weak
agent’s model [34].

3.3 What are the ways of implementing Theory Of
Mind for multi-agent environments?

This section does not go into detail about possible imple-
mentations but rather presents themes regarding modelling
ToM seen in literature. There are different ways of thinking
about artificial Theory of Mind, and some divide ToM models
into categories like Game ToM, Observational Reinforcement
Learning, and Bayesian ToM [1].

The general idea: Typically there are two or more agents
in a defined environment. Depending on the task, the agents
can be modeled differently. In general, an intelligent agent
will always be able to perform some action and will have
some target that it wants to reach. It also has a position in
a physical or virtual space of the environment and a way of
reasoning about which action to select. Agents also tend to
store a history of observed interactions (e.g., past actions,
states, etc.). If storing the entire history is unfeasible, agents
can compute factors based on past interactions [32]. In some
cases, models consider only the most recent actions [21]. In
the context of ToM agents, there exist internal states which
are responsible for implementing beliefs and desires [21].
Researches have developed various layered architectures for
agents, which define different components of agent models.
For example, one study created an Adaptive Layer that con-
tained internal states, and a Reactive Layer that interacted
with the outside environment [23]. However, a detailed anal-
ysis of different layered architectures is outside of the scope
of this research.

Stochastic vs deterministic actions: When creating an
agent architecture, it has to be decided whether actions are
stochastic or deterministic. According to Albrecht’s paper,
deterministic actions reduce the complexity of the problems,
while stochastic actions account for randomness. Yet, even
with the introduction of deterministic actions, trying to take
on the perspective of another agent is difficult. Considering a
scenario in which an agent models another agent’s decision-
making as a deterministic finite automaton and tries predict-
ing its actions, the learning process is considered to be NP-
complete in both the exact and approximate cases [32]. Thus,
various approaches focus on reducing the complexity of prob-
lems.

Use of probabilistic models: The most commonly used
models for ToM are probabilistic models [37]. Nevertheless,
it is worth acknowledging that in this review, there is an even
split between studies that implement probabilistic and ma-
chine learning methods, as depicted in Figure 4.

The Bayesian approach, to define shortly, is about comput-
ing the likelihood of observing someone’s action and com-
bining it with prior knowledge of beliefs of the observed
agent, through which a prediction of someone’s approximate
behaviour, beliefs, or goals can be made [28], [37], [38].
To implement decision-making in ToM, partially observable
Markov decision processes (POMDPs) are often used. In an

Figure 4: A chart illustrating the distribution of Theory of Mind im-
plementations used in the selected studies. The following presents
which models correspond to which studies. The studies that do not
provided detailed implementation are not given here. Probabilistic
models: [2], [4], [14], [16], [21], [22], [26], [33]–[35], [37]. Ma-
chine learning models: [3], [5], [12], [15], [23], [24], [30], [36],
[38]–[40]. Both: [17], [20], [31]. Other: [13], [29].

environment modeled by an MDP, the agent’s task involves
observing the current state, evaluating the potential rewards
for each available action, and selecting the optimal action
based on this information. Additionally, in POMDPs, states
are not directly observable, so the agent must collect in-
formation after making an action, and based on that update
models of itself and of other agents [28]. Furthermore, there
have been extensions developed like Interactive POMDPs
(IPOMDPs), which are meant to account for other agents
beliefs, desires and intentions. IPOMDPs were presented in
literature in the context of deception [17]. Moreover, some
propose POMDPs in the context of human group decision-
making with the idea of modelling average group member’s
mind [16].

MDPs are also often used in Game ToM where all agents
are homogeneous [41]. In this context, MDPs value function
can be defined over the combined state spaces of all agents in
the environment, with the assumption that the reward is the
same and known to all agents [38]. In the context of Game
ToM, it should be noted that game theory specific concepts
like Nash Equilibrium can get integrated in ToM implemen-
tation [20], [21]. It is also worth noting that predictive models
can be used to implement strategic reasoning, where there is
no need for an implementation of internal states [21], [24].

Bayesian models are mainly used to handle simple situ-
ations with an uncertain environment where agents are as-
sumed to act quite rationally [1], [37]. Langley presents some
ways of further reducing the uncertainty in Bayesian environ-
ment [1].

Use of machine learning models: Some alternatives to
Bayesian models include (Deep or Spiking) Neural Networks
or (Inverse) Reinforcement Learning [12], [15], [37]. Neural
networks require vast amounts of training data, which is be
very expensive. These networks also hard to interpret due to
their black-box nature [5], [12], [40]. However, they can be
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trained on agents’ own beliefs and on other agents’ beliefs
[5], [39]. The advantage of Neural Networks, is that they are
often inspired by human brain architecture [5], [39].

In reinforcement learning (RL), agents make decisions
based on a policy that is a combination of their world model
and a reward function. The idea of inverse reinforcement
learning (IRL) is to learn another agent’s reward function.
IRL is also considered computationally expensive [18], [23],
[28], [38].

Machine learning methods are commonly combined with
the probabilistic methods, as also depicted in Figure 4. For
example, together with POMDP framework, there is a use
made of Inverse Reinforcement Learning, with the purpose of
inferring the reward function from observed behaviour [38].

Use of constraints: A theme worth discussing is the con-
straints on beliefs. Modelling all possible beliefs about the
environment would be intractable, since often there are too
many beliefs to model. Therefore, various sources introduce
constraints, abstractions, or “structured representations” to
simplify the belief space [20], [24], [27], [34]. Harre illus-
trates this concept using chess as an example: even though
there are many possible combinations of chess moves in the
early stages of a game, there is a limited number of chess
openings used by intermediate and professional players [20].
This aligns with the idea of bounded rationality of humans
[18]. Through the use of abstractions, the beliefs can be
mapped and reduced to simpler representations, which can
be further reduced to final ones [27].

Use of logic: There are examples in literature where logic
was used to implement dynamic beliefs that are dropped
when they are no longer relevant [15]. Logic can also be used
to implement clauses that reduce the state space of its own
actions or possible beliefs of another agent [15], [27].

Validation of predictions: Another important theme is
validation of predictions. When a Bayesian agent makes a
hypothesis about another agent, they might evaluate that hy-
pothesis once the other agent completes its action. This may
lead to the agent updating its parameters [28]. This idea of pa-
rameter adjustment is also seen in other literature, for exam-
ple, in the context of introspection. ToM can be applied by an
agent also to oneself. The prediction of the ToM output can be
compared with the actual action made by the agent to adjust
ToM reasoning [20]. It can be noticed, that a common way of
comparing predictions to actual results is through Kullback-
Leibler (KL) divergence, which measures how much infor-
mation is lost when one probability distribution is used to ap-
proximate another one [12], [23], [34].

More than 2 agents in an environment: In environments
where multiple agents interact and they are dependent on each
other, it might be useful to consider the joint probabilities of
observed agents [32]. Furthermore, there is often an assump-
tion that when each agent models observed agents, agents
who observe the same agent will have a similar model of that
observed agent [16].

Parameter adjustment: In some cases, beliefs are up-
dated with an adjustable learning rate [21]. In the example
of the Strong and Weak agents described in Section 3.2, the

Strong agent’s influence might not always be the most opti-
mal [34]. Thus, research proposes an idea of “degree of al-
terity”, which means the extent to which the Strong agent’s
model will influence the Weak agent’s model. Depending on
the chosen alterity, there is a risk of over-fitting on early es-
tablished states, which leads to a situation “the blind leading
the blind”. Alternatively, there is a risk of the Weak agent
missing relevant information about the environment found by
the other agent [34]. ToM can be effectively used to stabilise
or reduce computational uncertainty, but the parameters have
to be adjusted correctly to the specific environment that the
agents are in [34]. The same idea is generalised in the situa-
tions when there is a leader and a follower [35].

Switching between ToM and strategic reasoning: Even
though ToM agents can reason at higher-order levels of ToM,
it might not always be necessary [22]. In some cases, it might
be enough to just follow simple strategic reasoning [21]. In
literature it has been proposed that agents can adjust their
ToM level so that it matches the level of the opponent in
competitive settings [33]. If agents decide that their ToM
representation is not accurate, then they can switch to sim-
ple strategic reasoning [21], [33]. There exist complex lay-
ered architectures that allow for integrating different cogni-
tive mechanisms, strategic reasoning and ToM [23]. It should
be also noted that a higher order of ToM does not necessarily
mean better results [37]. De Weerd argues that performance
of higher-order ToM agents is not task-specific, but it depends
on how unpredictable the environment is. Thus, depending on
the complexity of the environment, an agent will achieve bet-
ter results with a lower order of ToM [22].

4 Discussion and Concluding Remarks
In this paper I have shown how computational agents can
make use of ToM with the purpose of perspective-taking in
cooperative, competitive or mixed settings or when attempt-
ing to simulate humans. The inspirations for computational
ToM have be taken from biology and neuroscience, as well as
from research done in the areas of human-agent interaction.
Various ideas for modelling ToM were presented tackling the
issue of high computational costs. With the work done in this
field, there is a hope to create agents that will be collabora-
tive and solving more complex problems in uncertain envi-
ronments.

4.1 Discussion of results
This subsection provides thorough reflection on the given
sub-questions, with the aim of answering the primary re-
search question. The first sub-question explored themes in
neuroscience, biology, sociology and HAI. The second sub-
question illustrated current use case of ToM for perspective-
taking found in the literature. Lastly, the third sub-question
discussed computational implementation of the inspirations
presented in the first question. Together, the results provide an
overview of how the framework of Theory of Mind has been
incorporated to virtually and physically embodied agents with
the ability to take perspectives of each other’s points of view.
Below I discuss the notable findings.
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Philosophical challenges and considerations in apply-
ing ToM to multi-agent systems: Simulation Theory out-
look on ToM, fits perspective-taking idea more than the
Theory Theory outlook, yet Theory Theory is still used to
get an understanding of someone’s internal states. Further,
perspective-taking seems to rely on empathy, which takes into
consideration emotions and feelings. I argue that incorporat-
ing emotion recognition for the purpose of ToM in a multi-
agent setting seems mostly relevant when creating human
simulations, which is a task specific situation, otherwise it
could be ignored. If the emotional aspect of ToM is not a fo-
cus of ToM agents, then it could be argued that ToM agents
rely on cold (non-emotional) cognitive processes which, ac-
cording to literature, seem to be associated more with The-
ory Theory. Thus, it remains ambiguous which philosophy
to adopt. For multi-agent environments, further research is
needed to determine what perspective-taking entails for non-
emotional agents. While Simulation Theory appears prefer-
able, in practice, Theory Theory or a combination of both
(ST and TT) might be more suitable, especially given that TT
is less computationally expensive.

Task-specific vs. General approach for ToM implemen-
tation: For the purposes of efficiency, researchers should
consider withholding from creating general implementations
and focus on task-specific ones. Task-specific implementa-
tions seem to be already computationally expensive, so qual-
ity generalised models that would encompass many different
cases seem out of reach.

Integrating ToM with other cognitive inspirations: The-
ory of Mind should not be used on its own but in the com-
bination with other cognitive ideas inspired by how humans
think and act in social settings. Examples include: intra-group
homophily, bounded rationality, goal alignment, active infer-
ence etc. Those could be applied both in the context of achiev-
ing efficiency, but also better results.

Optimal use of ToM orders in agent design: Based on
the reviewed literature, it seems like most use-cases of ToM
go up to the second ToM order. Even though, in general, ToM
should support recursive methods, in might be unnecessary
to invest in such costly recursion to go up to higher-orders
of ToM. Humans themselves rarely make use of higher-order
ToM, so why would agents do it? In predictive environ-
ments simple strategies seem to be enough, so switching be-
tween simple strategies and ToM seems like an implemen-
tation worth considering when designing agent architecture.
Even if a task increases in uncertainty, there could be an
implementation which switches between different orders of
ToM.

Probabilistic models vs. Machine Learning implemen-
tations: In terms of implementation of ToM, there are ways
of applying probabilistic models, or more expensive machine
learning models. Currently, the probabilistic models (some-
times combined with some reinforcement learning) seem to
be most commonly used, since many problems described in
Section 3.2 are of low complexity. More research needs to be
performed about advantages and disadvantages of different
approaches.

4.2 Limitations and Future Work
Despite the comprehensive nature of this literature review,
limitations must be acknowledged. Limitations regarding re-
producibility and validity of this research are mentioned in
Section 5.

Ambiguity in terminology regarding perspective-taking
Perspective-taking is a skill correlated with empathy, which
makes it unclearly defined in the context of multi-agent sys-
tems. While a comprehensive linguistic analysis of the term
and a precise definition could have been beneficial, the time
constraints of this research did not allow for such an explo-
ration. For the purposes of this paper, ”perspective-taking”
was interpreted as an ability to understand the view point
of another agent, which is highly correlated with ToM itself.
Thus, any form of ToM, whether it is TT or ST could align
with this definition of perspective-taking. I would also ar-
gue that in general, the definitions applicable to humans may
not clearly align with those used for computational agents.
It should be noted, that for the future, more accurate dis-
tinctions between ToM and perspective-taking should be ac-
knowledged in the multi-agent environment.

Lack of detailed description for the use cases of ToM
Even though the use cases of ToM are listed, this paper does
not provide detailed explanation for the given examples. This
is due to the fact that some examples need a handful of ex-
planations. If there is a need for further explanations, the ci-
tations next to listed examples can be consulted.

Lack of in-depth analysis of probabilistic and machine
learning approaches
This paper does not go in detail with different implementa-
tions of Bayesian, Inverse Reinforcement Learning, Neural
Networks, Reinforcement Learning Theory of Mind. There
is a need for detailed explanation of those methods, and for
analysis on how those probabilistic and machine learning
methods can be combined. For more information regarding
different implementations, refer to the sources cited in Figure
4 in Section 3.3.

Lack of performance analysis
Multiple papers regarding ToM efficiency were excluded
from this study. However, while some papers included in this
research offered brief insights into performance, it would be
beneficial to have an exhaustive numerical analysis of ToM
performance across different scenarios in the future studies.

5 Responsible Research
This section provides a reflection on the ethical aspects of
this report. When writing a report it is always essential to
ensure that methods and results are reproducible, transparent
and valid.

5.1 Reproducibility of this report
As mentioned in Section 2, this paper was written follow-
ing PRISMA guidelines. Thus, Section 2 documents the en-
tire process of acquiring papers for this review. I believe that
given the query, the date of the search, and the clearly defined
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inclusion and exclusion criteria, another researcher would
analyse and extract data from the same papers and achieve
similar results.

The methodology section does not provide a detailed ex-
planation of how the data were extracted from the papers. In
practice, this involved rereading the papers multiple times and
summarising the content for each sub-question.

5.2 Validity and transparency of the results
After filtering abstracts, the full texts of the papers were ob-
tained from reliable databases. Papers for which a full text
could not be found were marked as not found in the process.

There is, however, a limitation regarding the search pro-
cess related to the search query. For the word ”interpret,” a
wildcard could have been used to detect more keywords like
”interpretation” or ”interpreting.” The initial reason for not
including that was due to some databases limiting the num-
ber of wildcards that can be used. In hindsight, there was no
need to include that keyword at all.

Furthermore, it is worth considering that restricting the
query to just the Theory of Mind might have been limit-
ing. There might be papers that discuss ways of integrating
perspective-taking for collaboration without strictly imple-
menting ToM. Nevertheless, those papers could be useful for
providing ideas on how to implement ToM for perspective-
taking.

Another limitation is that some important keywords were
only identified after conducting the research. For example the
word ”mentalizing” is used often instead of Theory of Mind
[4]. In the conducted research, if paper’s abstract was on men-
talizing but did not directly refer to Theory Of Mind, then it
was filtered out. Thus, some essential papers might have not
been acknowledged. The same goes for more specific con-
cepts like Mirror Neuron Systems, whose significance to ToM
was only conducted after gathering the results.
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[33] D. Kröhling, O. Chiotti, and E. Martı́nez, “Artificial
theory of mind in contextual automated negotiations
within peer-to-peer markets,” Engineering Applica-
tions of Artificial Intelligence, vol. 120, 2023. DOI:
10 . 1016 / j . engappai . 2023 . 105887. [Online]. Avail-
able: https : / / www . scopus . com / inward / record .
uri ? eid = 2 - s2 . 0 - 85147088195 & doi = 10 . 1016 %
2fj . engappai . 2023 . 105887 & partnerID = 40 & md5 =
6dcef09472c77d29bcf83ce14ea91348.

[34] R. Kaufmann, P. Gupta, and J. Taylor, “An active
inference model of collective intelligence,” Entropy,
vol. 23, no. 7, 2021. DOI: 10.3390/e23070830. [On-
line]. Available: https : / / www. scopus . com / inward /
record . uri ? eid = 2 - s2 . 0 - 85109378686 & doi =
10 . 3390 % 2fe23070830 & partnerID = 40 & md5 =
48a42a9906b998b74a23c48ad8d7bedd.
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