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Abstract

The application of actively controlled micrometer precision positioning stages in products that are accessi-
ble to start-ups, individual consumers or third world countries is currently limited by their price and size. To
solve this problem, the use of low-cost and compact components in stages is investigated. Earlier research
done in the MSD group already showed that relatively low-cost sensor concepts and mechanical designs can
be applied to significantly reduce the price of stages, while still achieving micrometer precision[22][41][35].
In this research, the applicability of the Arduino Due micro-controller and amplifiers based on Pulse Width
Modulation (PWM) in precision stages is investigated.

The Arduino Due and PWM based amplifiers are the new selected components, which are part of a bigger
mechatronic system. The performance of the new components can therefore only be evaluated with a whole
system in mind. The choice is made to use the mechanical structure and position sensitive detector(PSD) of
Haris Habib’s design[22], who achieved a precision of 0.2um. An exploded view of his stage can be seen in
Figure 1 and a more in depth system overview is added in Appendix C.

The Arduino Due micro-controller(€40) and PWM based amplifiers(€6) will replace the dSPACE DS-1103
controller(€20000) and linear current amplifiers(€1000) in the original design, with the goal to maintain as
much of the original precision as possible. Even though the comparison in price isn’t completely fair, because
application specific alternatives for the dSPACE system and linear current amplifiers can most definitely be
purchased for less, it will still be significantly more expensive than the Arduino and PWM based amplifiers.

Obviously, using low-cost and compact micro-controllers and amplifiers doesn’t come without its drawbacks.
To name a few examples, the Analog-to-Digital Converter (ADC) in the Arduino doesn't have the resolution of
higher quality components, PWM adds frequency content to the output of the amplifier and the Arduino pro-
cessor isn't quite as fast. An extensive theoretical analysis is done to reveal how the Arduino and PWM based
amplifiers affect the overall performance of the stage, which can then be used to optimize system parameters
to circumvent the performance losses that are inevitable with cheap components.

The 12-bit ADC on the Arduino board (which experimentally only showed 8 effective bits) isn’t accurate
enough to get the desired precision. A technique used in digital signal processing, which involves over-
sampling and filtering[33], is used to improve the accuracy of the ADC. Experiments of the ADC in isolation
showed that every time the number of samples, taken and averaged, is increased by a factor of 4, a gain in
accuracy equivalent to almost 1 bit is obtained.

PWM based amplifiers have several advantages over linear current amplifiers. PWM based amplifiers don’'t
require bulky heatsinks, high-power op-amps and digital-to-analog converters, which makes them very cost-
effective and compact. However, PWM has several disadvantages as well. The pulse wave used to set the
average voltage adds harmonic content to the output of the amplifier. The extra harmonic content can lead
to audible noise and a position disturbance. By setting the pulse wave to 42 kHz, extra harmonic content will
only occur at 42 kHz and higher harmonics. This is outside of the audible range and audible noise is therefore
avoided. Evaluation of the transfer function, that describes how amplifier errors transfer over to the position,
showed that the low-pass characteristics attenuate the frequency content to a negligible amount. Other dis-
advantages of PWM, such as the limited output resolution and the amplifier acting as a voltage source also
didn’t show a significant effect on the position for the setup used in this project.

The control algorithm is implemented on the Arduino. Algorithm design and the hardware together deter-
mine the frequency at which the program can run. To make optimal use of oversampling and filtering, extra
samples are taken within a program cycle with the use of the Arduino feature Direct Memory Access(DMA).
DMA allows measurements to be written directly to memory without intervention of the CPU and therefore
allows for simultaneous sampling and processing. The data size required, and therefore also the processing
time, to gain accuracy in the data acquisition grows exponentially. This leads to a trade-off between the ben-
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viii Abstract

efits of a higher program frequency vs the benefits of having a better data acquisition accuracy.

The Arduino Due and PWM based amplifiers are implemented into a complete system after the components
are addressed in isolation, leading to the complete system illustrated in Figure 2. Measurement noise became
so dominant over the other disturbance sources, due to the required measurement processing circuits and
an already noisy sensor, that optimal PID design for precision meant designing for low control bandwidth.
The PID controller is therefore designed for 25 Hz bandwidth. Heavy analog low-pass filtering can’t be used
to solve the measurement noise issue, due to the sensor concept, which requires a single PSD sensor to take 2
different measurements shortly after each other. A 100 kHz analog low-pass filter is therefore used. In exper-
iments oversampling by a factor of 16 gave the best precision(30) of 1.5 um. The stats of the complete system
are combined in Table 1.

Although the precision of 0.2 um is not fully maintained, it has still a very good performance considering
the cost and size. Further optimization, other techniques and/or slightly different hardware, outlined in the

recommendations, could easily improve the performance, without a significant increase in cost and size.

An extended abstract is added in Appendix A.

Table 1: Comparison of the performance specifications between the original and the new design

Original | New
Translational bandwidth 60 Hz 25Hz
Translational precision(30) 0.2um | 1.5pum
Program frequency 25kHz | 820Hz
Total oversampling factor (for 100 Hz bandwidth) 125x 64x
Volume 20dm3 1dm?
Energy consumption, stationary (10% force) 3W 0.03W
Energy consumption, moving (100% force) 30W 3W
Cost €20000 | €700
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Mover x,y,0,
Top support-layer '

Actuator coils

Coils-holder

Figure 1: Exploded view demonstrator stage showing the mover, actuator coils, PSD and laser-cut (support) structures[22].

D-sub 15 connector

Figure 2: Visualization of the complete demonstrator stage. Printing the signal processing circuits on a PCB with proper shielding will

reduce measurement noise and also reduce the size of the stage significantly.
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Introduction

Fabrication and inspection in the micro/nano-scale are rapidly becoming more important in our lives. The
miniaturization of electromechanical systems is the reason that portable devices, such as smartphones, can
have so much functionality today and the inspection of biological samples helps with understanding and
diagnosing diseases. Industrial fabrication and inspection in this scale is currently done by expensive and
bulky systems, optimized for large quantities. Due to their cost and size, these systems are inaccessible for
start-ups, individual consumers and 3rd world countries. Reducing the cost and size would open all sorts of
possibilities in prototyping, research and home health monitoring.

A typical example is the blood smear test used to look for abnormalities in blood cells. Traditionally,
trained laboratorians have examined blood smears manually using a microscope. More recently, automated
systems have become available to help analyze blood smears more efficiently, see Figure 1.1[8]. However,
these systems are still very expensive and big, which makes them only suitable for laboratories. Results of the
test could be available much quicker if the tests could be done at a doctor’s practice or at home, without the
involvement of a laboratory. However, this requires the system to be much cheaper and smaller.

The positioning stage is part of what makes fabrication and inspection in the micro-scale so expensive.
This thesis investigates possibilities to reduce the price and size of micrometer precision stages. This has to
be done while maintaining as much precision as possible, while criteria as speed can be relaxed upon.

L T T R A T o S
COE T R e
AP T S T

A

Frawdpuiaps

Figure 1.1: Automatic Hematology Imaging Analyzer([8]. Effective solution for automated differentiation of peripheral blood cells in
large-sized laboratories by Vision Hema Ultimate

1.1. Literature study
A literature study is done to determine the essential parts used in state-of-the-art positioning stages. A deci-
sion can then be made about what can be reused and what has to be improved upon. This section is based



2 1. Introduction

on the more extensive literature study added in Appendix B.

1.1.1. The essential components of a stage of a positioning stage

Examination of many feedback-controlled positioning systems showed that all systems are build from the
same essential components. All of the components are part of the motion control feedback loop, illustrated
in the diagram in Figure 1.2. There is the mechanical structure that has to be positioned, the sensor to mea-
sure the position, the controller to calculate the appropriate control signal, an amplifier to amplify the control
signal to a signal of sufficient power to drive the actuator, which then creates the forces on the mechanical
structure. To interface between the digital controller and the analog physical world, analog-to-digital con-
verters(ADC) and digital-to-analog converters (DAC) are required.

prTmTmemessooeses ; . Process
' Input | ! disturbance! ! Output
i disturbance | ! disturbance |
O | PRt H
Micro-Controller Plant
reference i
> Pre-filter O > Controller D/A C » Amplifier [ Actuator » I\S/It?lcjsgte:::g:al - >C >

Anti-aliasing}- O<+ Sensor ¢«

Figure 1.2: The feedback control loop of a positioning stage, showing the essential components and disturbances.

1.1.2. State of the art
The extensive literature study showed that most of the research focused primarily on performance. However,
TU Delft’s Mechatronic System Design (MSD) department, of which this research project is a part, already
made a lot of progress in low-cost and compact precision stages. Four of the stages designed at the depart-
ment together with the design of this project are broken down into their essential components in Figure 1.3.
The stage designed by Max Café[19] shows the capabilities of a high cost, high performance stage. Haris
Habib designed a stage based on a Position Sensitive Detector (PSD)[22], reducing the cost of the sensor
system to only €500 and achieving a very good precision of 0.2um. For the other parts of the system, very
high-quality components were used, leading to a still very expensive and bulky design. The stages designed
by Gihin Mok[35] and Len van Moorsel[41] replaced not only the sensor systems, but all components by much
cheaper alternatives leading to complete standalone systems of very low cost, both achieving 10 um precision.

1.1.3. Research Focus and project objectives

Although very promising sensor systems have been proposed, none of them did an in-depth investigation
into the capabilities and problems of low-cost alternatives for the micro-controller and the amplifier, which
lead to the focus of this research:

Alternative micro-controllers and amplifiers for micrometer positioning stages, that are low-cost and com-
pact.

The Arduino Due micro-controller(€40) and Pulse Width Modulatin (PWM) based amplifier(€6) specifically
have been chosen to be investigated as replacements for the dSPACE DS-1103 system (£20000) and self-
built linear current amplifiers (components only ~€1000) in Haris’ design. This design is used as a starting
point, because even though it is not the cheapest design, it is the only low-cost design that managed sub-
micrometer precision. General insight into the capabilities and problems of low-cost micro-controllers and
PWM is most important, so that better design choices can be made in future designs. However, an additional
goal is to maintain as much of the 0.2 um precision as possible, while replacing the expensive components of
the original design.



1.2. General Approach to analysing low-cost components

Designer Max Café Haris Habib Gihin Mok Len van Moorsel Wouter Jutte
Sensor Laser interferometers | PSD Mouse sensor Camera+Raspberry Pi PSD
€30.000 €500 €60 €80 T €500
ADC 16-bit 16-bit 12-bit \ 12-bit
L | |
Controller | 4spaCE DS-1103 dSPACEDS 1103 ' | ArduinoDue | | Adafeather MO Arduino Due
€20000 €20000 €40 €50 €40
! T
DAC | Low-pass filter
Amplifier 6x Linear current amp  |6x Linear current amp 2x PWM 3xPWM v 3x PWM
€1000 £1000 €8 +current sensor €12
€100
Bandwidth 500Hz 60Hz 10Hz 10Hz 25Hz
Precision 5nm 200nm 10um 10um 1.5um I
Cost €50000 €20000 €200 €300 €700 |

Figure 1.3: Five stages built by TU Delft’s MSD group broken down into their essential components, cost and performance.

1.2. General Approach to analysing low-cost components

The approach of the analysis is done for all of the components in a very similar manner. Low-cost compo-
nents usually have in common that some performance is lost, which introduces disturbances into the system,
which transfer over to position errors. Examples are position measurements that deviate from the true po-
sition or output voltages/forces that are different from the intended output. Their effect on the position can
in general be reduced in 3 ways. Either (1) the disturbance itself is reduced, (2) the system dynamics are de-
signed to attenuate the disturbance or (3) the frequency range of the disturbance is changed to a frequency
range that is attenuated by the dynamics of the system. Frequency spectrum analysis is a valuable tool in
determining the viability of a component. Once the frequency characteristics of the disturbances are deter-
mined, system parameters can be optimized to attenuate their effect. Although the method is the same for all
components, the characteristics of the disturbances and their transfer functions are very different and should
be addressed separately.

1.3. Thesis overview

The Arduino Due and PWM based amplifiers will be analyzed and experimentally verified individually at first,
after which they will be implemented and tested in a complete system. The topics will be presented in the
following order:

¢ Chapter 2 — Preliminary work required to evaluate the Arduino and amplifiers will be addressed, such as
the required bandwidth, transfer functions and system dynamics, all of them important for the analysis
of the components done in later chapters.

¢ Chapter 3 -The Analog-to-Digital Converter (ADC). The importance of the ADC in data acquisition will
be discussed, the accuracy of the ADC will be tested and techniques will be presented to improve the
performance.

¢ Chapter 4 - The PWM based amplifier. The concept of the PWM amplifier will be described, the disad-
vantages that come with it and how to deal with them. The disturbances in signal reconstruction that
are not specific to the PWM based amplifier will also be addressed.

* Chapter 5 — The micro-controller. The choice to take the Arduino Due is substantiated. The imple-
mentation of the control algorithm will be discussed and the processing speed of the algorithm will be
tested.
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¢ Chapter 6 — Implementation. The Arduino and the PWM based amplifier will be implemented into a
complete system and the precision will be tested.

¢ Chapter 7 — Conclusions will be summarized.

* Chapter 8 - Recommendations will given for improvement of the stage and future work.



Preliminary work for performance analysis

The micro-controller and amplifiers are part of a whole system, the stage. To evaluate the applicability of the
cost-effective Arduino Due and PWM based amplifiers in this mechatronic system, their performance has to
conform with the precision goal of 0.2 um. However, before the system and its components can be evaluated,
another measure of performance is required. Frequency spectrum analysis is often used to evaluate dynamic
systems, in which the bandwidth is the measure of performance. This chapter first derives the relation be-
tween the precision and the bandwidth for a simplified mass-spring system without feedback control and
floor vibrations. The concept is then expanded to a feedback controlled system with control, where feed-
back control takes the place of the physical spring. The components used for feedback control introduce new
disturbance sources, due to imperfections of the components. The effect of the imperfections on the perfor-
mance of the stage can be quantified with transfer functions. The transfer functions are derived and contain
the dynamics of all the individual components, from which the mechanical structure and the actuator are
already known and can be expressed in the frequency domain. The bandwidth requirement and the transfer
functions will be used in subsequent chapters to evaluated the Arduino Due and PWM based amplifier. In
summary, these are the subjects addressed in this chapter:

¢ The required stiffness to meet the precision criterion without control.
¢ The relation between the stiffness and the bandwidth.

¢ An estimation of the required bandwidth.

* How the feedback control loop takes over the role of the spring.

¢ The transfer functions of the disturbances in the system.

¢ The system dynamics from the original design expressed in the frequency domain.

2.1. The required stiffness for a maximum allowable error in a precision

system without control
The control bandwidth of a feedback-controlled precision system is closely related to it’s precision perfor-
mance. This can be much better explained with a much simpler mass-spring system, without any feedback
control. A stage used for microscopy is used as an example, displayed in the schematic in Figure 2.1.

The microscope stands on a table that has floor vibrations n and the sample that has to be inspected lies
on the mass m. If the mass is physically attached to the floor, depicted as the spring, the mass will follow
the movement of the floor. Whenever the floor accelerates at a constant rate, the mass will also accelerate
due to the spring force. The relative distance between the floor and the mass increases until the spring force
accelerates the mass at an equal rate. The stiffer the spring, the smaller the distance between the microscope
and the mass will be. The stiffness required to meet the 0.2 um precision criterion can easily be calculated in
this equilibrium scenario, where the acceleration of both the floor and the mass are equal. The equation of
motion is:
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A
\J

Figure 2.1: Schematic of a simplified precision system without control.

mi+kx=ku 2.1)
mx=k(u-x) 2.2)

, where X is the acceleration of the mass, x the position of the mass, k the spring stiffness and u the position
of the floor. The relative distance € := u — x, will not change when the acceleration of the mass is equal to the
acceleration of the floor. The stiffness can then be calculated with:

k= ma (2.3)

€

, where a is the acceleration of both the floor and the mass. An estimation of the maximum floor accelerations
is obtained based on an extensive study[38] into quasi-steady floor vibrations in manufacturing plants in
section G.1 and resulted in floor accelerations of:

a3o) = 58 mm/s’

This result can be substituted together with the desired precision as the maximum allowable relative distance
€max = 200nm, and the mass of the mover m = 65g to calculate the required stiffness.

2.2. The eigenfrequency and the bandwidth

The floor accelerations are not constant in reality, but much more dynamic than assumed in the last section.
Frequency analysis is commonly used to understand and design dynamic systems. In frequency analysis
the bandwidth is used to as a measure of performance, which is closely related to the the eigenfrequency
of a damped mass-spring system. This can be shown easily, using the Fourier transform of the equations of
motion (Equation 2.1), which gives:

X(jow) k

U(jw) -mw?+k
, where w is the angular velocity. This transfer function allows evaluation of the compliance to floor vibrations
on a frequency basis. The frequency response of a typical mass-spring system is shown in Figure 2.2. The
frequency response is split into 2 regions by the eigenfrequency. The frequency range with a good response,
which is about equal to the bandwidth and the rest of the frequency range which has an attenuated response.
The bandwidth of the system can therefore be estimated with the eigenfrequency:

Fow=yLoamd_ 1 jag, 2.5)
bw=\'m " e s 2nVe ’

(2.4)
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Substitution of a(30) = 58mm/s?, m = 65g and € = 0.2um in Equation 2.5 gives an eigenfrequency fj,,, =
85Hz. For both convenience and a safety margin, a bandwidth of 100 Hz will be used.
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Figure 2.2: Magnitude plot of the transmissibility of a damped mass-spring system in response to external vibrations.[37]

2.3. Virtual stiffness and damping

So far, the example used a physical spring. In positioning stages that have to move, a physical attachment
obviously doesn't work. A feedback loop with PID control can therefore be used to emulate the stiffness (and
damping), which is depicted in Figure 2.3. The appropriate force is calculated by measuring the position of
the stage relative to a reference. For the precision requirement to be met, the controller has to match the
stiffness of the physical spring, leading to a system with a similar bandwidth.

Although a similar bandwidth puts the precision of the stage in the right order of magnitude, a similar band-
width does not necessarily lead to the exact same precision. The reasons are that more disturbances are in
the system and that the extra components can be used to change the dynamics of the system. For example,
the controller can be much more complex than just emulating a physical system. Integrators can be used to
reject low frequency disturbances and even though the bandwidth might be the same, the dynamics within
the bandwidth are different. The 100 Hz requirement is also based on a scenario with constant acceleration,
which in reality is not the case. The real precision/bandwidth relation is much more complex. It is how-
ever impossible to calculate the exact position error beforehand. Evaluating the system and components for
100 Hz will put the precision in the right order of magnitude, after which it can be iterated on.

2.4. The disturbance transfer functions

The disturbances due to the extra components enter the system at different places in the feedback control
loop and therefore have their own transfer functions, which can be seen in Figure 2.4. Errors in the data
acquisition enter as measurement disturbances m. This includes any disturbance due to quantization or
other measurement noise. Process disturbances d are the combined disturbances in data processing, ampli-
fication and actuation. Floor vibrations enter the system as output disturbances n. The significance of the
disturbances on the position y depend on their transfer functions.

The transfer functions of the different system inputs can be acquired using the diagram in Figure 2.4. The
position y can be expressed in all their individual contributions combined (Equation 2.6). The sensitivity
function (Equation 2.7) describes the system response to output disturbances. The complementary sensitiv-
ity (Equation 2.8) function describes the system response to both the reference signal and the measurement
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disturbances, assuming that no pre-filter is used. The transfer function for the process disturbance is the
sensitivity function multiplied by the plant dynamics (Equation 2.9).

o

Figure 2.3: A schematic of a simplified precision system using virtual stiffness. The force is calculated by a micro controller, measuring
the position of the stage relative to the reference r. The force is then generated by the actuator A.

1
Process ! ' Output
disturbanced | i disturbancen

Pre-filter e Feedback u C v Plant X é y
F(s) CA CaplS) G(s)

Measurement
L(s)=1

Measurement
disturbance m

Figure 2.4: The feedback control loop of a positioning stage, containing the dynamics and the disturbances of the system.

GCF G 1 GC

Y(s) = r+ d+ n-— m (2.6)

1+GC 1+ GC 1+GC 1+ GC
itivity functi = 2.7
Sensitivity function S(s) 15GC 2.7)
C 1 t itivity functi T(s)= 2.8
omplementary sensitivity function T'(s) 13 GC (2.8)
Process disturbance transfer function H(s) = (2.9)

1+GC
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2.5. System dynamics

The transfer functions (Equation 2.7-2.9) are all functions of the plant dynamics G(s) and the controller dy-
namics C(s). Not all the dynamics are known from the start of the design process. The mechanical structure
and actuator are the only components that are known from the start, because they are taken from the original
design. The dynamics of these parts can be expressed in the frequency domain and will be used to evaluate
design decisions in subsequent chapters.

2.5.1. Mechanical dynamics

The mechanical structure consists of the mover and the ferrofluid bearing (see system overview in Appendix C).
Ferrofluid bearings are absent of stick-slip behavior[43], resulting in negligible stiffness. The mechanical
structure is therefore a mass-damper system. Ferrofluid will, however, result in a nonlinear damping coef-
ficient that depends on the thickness of the fluid layer[29]. Movement of the stage will leave behind some
fluid on the surface over which it's moving. This will change the thickness of the fluid and therefore change
the damping coefficient. Exact modeling is therefore difficult and a simplified linear estimation is used. The
transfer functions of mass-damper systems for translation and rotation are given below:

Translation:

Gy=—=—5— (2.10)

X
F ms?+cs

Rotation:

G -2__1 2.11
ETT T IS2 4 crpps 2.11)
The mass of the mover is weighed to be 65 g with a scale. The Inertia is estimated, with the assumption that all
the mass is in the magnets, because the magnets are by far the heaviest part. This assumption gives an Inertia
of I =2.19 x 10-°kgm?. The translational and rotational damping coefficient are calculated in Appendix E.
The translational and rotational damping coefficients are ¢ = 18Nsm~! and ¢,o; = 1.7 x 1073 Nmsrad ™! re-
spectively.

2.5.2. Actuator dynamics
The Lorenz actuator can be modelled as a simple resistor-inductor circuit, displayed in the diagram in Fig-
ure 2.5.

Vs
L dl/dt

Figure 2.5: Electric circuit diagram of a Lorenz actuator.

The transfer function can be obtained by setting up the differential equation and using the La place transform.
The differential equation for such a simple LR-circuit can be set up using Kirchhoff’s circuit laws:

di(t)
V() =1I(f)R+L (2.12)
dt
Using the Laplace transform and rewriting gives the transfer function:
1(s) 1 +
= = (2.13)

Vs(s)  sL+R sky1
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Note that this is identical to the standard form of a first order low-pass filter with a cut-off frequency of:

a)o = —_—= — (214)

The resistance and inductance of the coils are measured with an LCR meter and are R = 3.2Q and L = 8080pH
respectively, which results in a cutoff frequency of wy = 40000rads™! or f = 6400 Hz.



The Analog-to-Digital Converter

Although all components are equally important in a well designed high-precision stage, the data acquisition
is a special case. The transfer function of both the reference and the measurement disturbance is the same
complementary sensitivity function (Equation 2.8). Precision stages are required to have a high gain (GC in
Equation 2.8), for good disturbance rejection and reference tracking. The problem with a high gain is that
the compliance to measurement errors also increases. The contribution of the measurement disturbance to
the position is the only disturbance that gets worse if the gain is increased. Having a good data acquisition
system is therefore particularly important. Haris’ work already showed good performance of the PSD sensor
achieving a precision of 0.2um. However, just as important in the data acquistion as the sensor is the Analog-
to-Digital Converter (ADC), which is the topic of this chapter. This chapter investigates the viability of the
12-bit ADC on the Arduino Due board in sub-micrometre positioning stages. The following topics will be
discussed regarding the ADC:

¢ The required number of ADC bits to meet the precision criterion.

¢ The relation between the Signal-to-Noise Ratio(SNR) and the effective number of bits (ENOB).
¢ A test for the SNR and the equivalent ENOB.

* A technique to increase the SNR of the Arduino ADC, using oversampling and filtering.

¢ The limitations of this technique and how this can be improved upon.

¢ The testing results of oversampling and filtering, using the Arduino ADC

3.1. The required number of effective ADC bits

The accuracy of ADC’s is often expressed in the length of the output word or the number of bits. It will become
obvious later in the chapter that the SNR is the proper representation for the real accuracy and not the number
of bits. However, the SNR of an ADC can be converted to the Effective Number Of Bits(ENOB), which is the
number of bits that an ideal ADC with an equivalent SNR would have. An approximation of the required
number of bits of an ideal ADC is done first, so that later we can later relate this to the SNR of the real ADC.
The required number of bits of an ideal ADC can be obtained with a simple derivation, with the use of a few
assumptions. In the approximation the following assumptions are made:

1. The ADC is ideal, which means no temperature drift, perfect linearity and the maximum error is a
rounding error of half the least significant bit (Isb).

2. The disturbance due to quantization is the only disturbance in the system.

3. The complementary sensitivity function has an ‘ideal’ value of 1, which means that the measurement
error transfers over perfectly, resulting in a position error of the same magnitude.

11
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The required number of bits can be obtained by deriving an expression that shows how the quantization
error propagates to a measurement error in position. This is done by partial differentiation of the equation
that calculates the position from the measured sensor output voltages. This approximation shows a require-
ment of 16 bits for a maximum position error of 0.2pum. The full derivation is added as Appendix D. The 12-bit
Arduino ADC obviously doesn’t meet the 16 bit requirement. Techniques to increase the performance of an
ADC will be presented later in this chapter, but first the relation between the SNR and the number of bits of
an ideal ADC is discussed.

3.2. The relation between the SNR and the effective number of bits

The real accuracy of an ADC is represented by the SNR or the effective number of bits (ENOB), because the
number of bits is insufficient to quantify the real accuracy of an ADC. Although the number of bits is suf-
ficient to quantify the performance of an ideal ADC, it only says something about the number of possible
output words and this doesn’t include errors due to nonlinearities in real ADC’s, like broken bits or imper-
fect rounding. The number of bits and the SNR are related however, which can be easily understood when
a converted digital signal is viewed at as the sampled version of the actual signal superposed with an error
signal due to quantization. This is illustrated in Figure 3.1, where (a) shows the analog signal and the resulting
samples and (b) the resulting rounding errors.
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Figure 3.1: Quantization errors[33]

This quantization error signal can also be expressed in the frequency domain, just like any other signal.
Reduction of the error signal in the time domain leads to a reduction of the quantization noise in the fre-
quency domain and therefore increases the SNR. An equation (Equation 3.1) for the number of bits of an
ideal b-bit ADC can be derived in terms of the SNR. The complete derivation of Equation 3.1 is quite exten-
sive and is part of Appendix F. Testing the SNR of an ADC and substituting it into the equation gives the
number of bits that an ideal ADC with equivalent SNR would have, represented by the ENOB.

SNR-1.76
ENOB= ———— (3.1
6.02

The previous section showed a requirement of a 16-bit ideal ADC. The ADC should therefore have an ENOB
of 16, which is equivalent to a SNR of ~ 100dB.

3.3. Testing the SNR of the Arduino ADC

The SNR of an ADC can be tested, by applying a sinusoidal analog voltage to the input of the ADC and ana-
lyzing the spectrum of the ADC’s output samples. This voltage signal is generated by a signal generator which
gives a very clean signal with minimal noise. The signal is then sampled with the Arduino Due after which
the data is processed on a PC. The Fast Fourier Transform(FFT) is used on the data after which the SNR can
be obtained. The following subsection discusses the choice of the FFT size, sampling frequency and signal
frequency so that spectral leakage can be avoided. The subsection after that discusses 2 methods to obtain
the SNR from the FFT.
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3.3.1. Avoiding spectral leakage

Spectral leakage is a phenomenon that occurs when the number of signal periods included in the Fast Fourier
Transform is not an integer number. This has to be avoided to improve the efficiency of the spectral mea-
surements, so that a finite sample size suffices[33]. Spectral leakage can be easily avoided by satisfying the
following equation, which makes sure an integer number of signal periods is included in the FFT:

mx fs
N

With fsignai the input frequency, m the integer number of sinusoidal periods included in the FFT, f; the
sampling frequency and N the FFT size. Spectral leakage is easily identified in the FFT, due to its curved
characteristic, shown in Figure 3.2a. The frequency spectrum of a signal sampled by the Arduino Due, where
spectral leakage is avoided is shown in Figure 3.2b.

fsignal = 3.2)
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(a) The Fourier transform of a 1 Hz input signal sampled by (b) The Fourier transform of a 1Hz input signal sampled by
the Arduino Due with spectral leakage the Arduino Due with minimal spectral leakage.

Figure 3.2: The Fourier transform of a 1 Hz input signal sampled by the Arduino Due.

3.3.2. The SNR of the Arduino ADC

There are 2 methods to obtain the SNR from the FFT. The more accurate signal-to-noise-and-distortion
(SINAD) and a method based on visual an approximation, which are both described below in their own para-
graph. The SINAD method showed that the Arduino ADC has a SNR of 50 dB, which is equivalent to only 8
ENOB. The visual approximation method shows an even worse SNR of 44 dB or 7 ENOB. Although the visual
approximation is less accurate, it is a very convenient tool to compare performances, which will prove useful
in later sections. Both methods showed that the true accuracy is much lower than the 12-bit specification.
To meet the 16-bit requirement, the ADC requires an 50 dB increase in SNR. A technique to increase the SNR

of an ADC is described in the next section. How the SNR can be obtained from both methods is described
below.

The SNR with the SINAD method The first method is the most accurate technique that characterizes an
ADC'’s true SNR (including nonlinearities) and measures what is commonly called the signal-to-noise-and-
distortion (SINAD) and does. The SINAD value is calculated from the spectral power samples with Equa-

tion 3.3.

Total signal power
SINAD = 10log;(

; ),indB (3.3)
Total noise power

The total signal power is obtained by summing all signal-only spectral power samples in the positive-frequency
range. The total noise power is obtained by summing all noise-only spectral power samples in the positive
frequency range. The 0 Hz sample is ignored. The result is a SINAD of 50 dB for the Arduino ADC.

The SNR with the visual approximation The second is a visual approximation, which uses the difference
between the signal and the noise floor from Figure 3.2b and then compensates for the processing gain. The
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processing gain is the result of the difference between coherent addition of the input signal and incoherent
addition of the noise[4]. The SNR increases therefore with the FFT size. The processing gain can be calculated
with Equation 3.4.

N
FFT processing gain = 1010g10(?), in dB (3.4)

The processing gain for a FFT size of N = 805, which is used in Figure 3.2b, is 26 dB. Compensating the 70 dB
SNR obtained from Figure 3.2b, results in an actual ADC SNR of 44 dB. This underestimates the accuracy of
the ADC compared to the SINAD method.

3.4. Increasing the SNR with oversampling and filtering

The quantization noise of the ADC can be reduced by oversampling and filtering the analog signal. The pro-
cess is pretty straightforward. The analog signal is sampled at a sample rate f;, that is higher than the min-
imum rate needed to satisfy the Nyquist criterion and is then digitally low-pass filtered. It has already been
established that the error signal, as a consequence of quantization, can be expressed in its spectral compo-
nents, just like any other signal. Spectral content outside of the frequency range of interest can then also
be filtered. The theory behind oversampling assumes that the quantization noise is white, which from Fig-
ure 3.2b appears to be true. However, some criteria have to be met for this to be true, which directly affect
the limitations of oversampling and filtering. The limitations will be dealt with later, but for now quantiza-
tion noise is assumed to be white. If the noise is white, its variance (statistical equivalent to power) can be
calculated with Equation 3.5, see Appendix F for derivation.

Isb?
total quantization noise power = o’ = ETS (3.5)

Noise that is truly white, has an equal amplitude across all frequencies, reaching far beyond the Nyquist
frequency. However, all the noise power will end up in the spectrum within the Nyquist frequency, due to

aliasing. This leads to the full white noise power being evenly distributed in the region of +5

5, depicted in
Figure 3.3.

APSD
PSD_...
Total
quantzation
noise power
| B
—f/2 0 f/2 Freq

Figure 3.3: The power spectral density of the quantization noise power, if the quantization noise is white. The noise power will be evenly
distributed between + the Nyquist frequency[33].

By increasing the sampling frequency and therefore the Nyquist frequency, the total quantization noise
will be spread over a larger frequency range. This in itself will not reduce the quantization noise, it will only
spread it out over a larger frequency range, shown in Figure 3.4(a) and (b). However, when the quantization
noise is spread over a frequency range that reaches beyond the range of the signals of interest (bandwidth),
the noise can be lowpass filtered in such a way that the signals of interest are not affected, while the noise in
the frequency range beyond the bandwidth will be attenuated. The quantization noise outside of the dashed
line in Figure 3.4b will therefore be attenuated and thereby reduces the total quantization noise. After filter-
ing, the digital signal can be downsampled back to twice the Nyquist frequency, if required. It's important
that the downsampled signal uses more bits to represent the samples, otherwise another quantization error
will be introduced, which negates the whole process.

Increasing the sampling frequency by a factor 2 and then filtering everything beyond the old Nyquist
frequency perfectly will reduce the quantization noise power by half, which equals —3 dB. Equation 3.1 states
that increasing the ENOB by 1, requires a noise reduction of 6 dB and thus requires oversampling by a factor
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Figure 3.4: The effect of oversampling and filtering[33]. (a) Noise PSD at an f; ;4 sample frequency. (b) Noise PSD at a higher f new
sample frequency. Increasing the sampling frequency increases the amount of quantization noise that can be low-pass filtered.

of 4. Oversampling by another factor of 4 would reduce the noise by another 6 dB. This relation between the
number of extra bits (w) and the required oversampling frequency (f,;) is expressed in Equation 3.6.

fos:4w*fs (3.6)

3.5. Limitations of oversampling and filtering

The limitations of oversampling and filtering are directly related to the two assumptions made. The assump-
tions are:

1. The quantization noise appears as white noise in the frequency spectrum

2. Filtering is perfect.

3.5.1. The quantization noise requires a white spectrum

Whenever the quantization noise doesn’'t appear as white noise, but ends up in the frequency range of interest
instead, it can’t be filtered away. Therefore, it's important to understand what makes the quantization noise
white, so that this can be avoided. The first step in understanding the relation between the quantization error
and the noise spectrum is to establish what white noise is in the discrete time domain.

“In discrete time, white noise is a discrete signal whose samples are regarded as a sequence of serially un-
correlated random variables with zero mean and finite variance”[14].

So, if those three criteria are met for the quantization error in the discrete time domain, the quantization
noise is white.

The “finite variance” criterion is always met for the quantization error, because the error is always finite.

The ”serially uncorrelated random variables” criterion is met if the quantization error is uncorrelated with
the continuous input signal. If we were to digitize a single continuous sinewave whose frequency was har-
monically related to the ADC’s sample rate, we'd end up sampling the same input voltages repeatedly and
the quantization error sequence would not be random. The quantization error would be predictable and
repetitive. This can be shown with the extreme example of a constant signal, which is depicted in Figure 3.5.
Figure 3.5 (a) shows a constant signal, which is rounded down to the output word that represents the analog
signal the best. In (b) the error is displayed, which shows the underestimation that is created by rounding
downwards. The FFT would therefore result in a 0 Hz component that under-represents the real signal. If we
would think of the sampled signal as the real signal superposed with an error signal, the error signal has the
exact same 0 Hz frequency as the signal of interest and can therefore not be filtered out.
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In practice, complicated continuous signals such as music or speech, with their rich spectral content
avoid this problem. However, in precision positioning where minimal movement is the goal, extra caution
has to be taken. The correlation criterion might in this case depend on the amount of noise on the analog
signal. If the quantization error isn’'t random, such as in the example, noise can be added voluntarily to make
it random. This technique is called dithering.

The “zero mean” criterion needs an equal probability for the error to be rounded up or down, of which the ef-
fect can also be shown with simple examples. In Figure 3.5, the probability isn’'t equal. All errors are rounded
down. When dithering is used and even the slightest white noise is added to the signal in Figure 3.5, it has an
almost equal probability to be rounded up or down. When an infinite number of samples were to be taken
and averaged, the value would converge to the middle of the 2 values, which is the true value of the signal.
However, when the signal isn't located perfectly between two values it doesn’t work out as well. For ex-
ample, when the mean of the signal is at 3.25 and white noise is applied with an amplitude of 1.25 bits of
amplitude. Then % of the range is rounded down to 2, % is rounded to 3 and % is rounded to 4. If an
infinite number of values would then be averaged, it converges to % * 2+ % %3+ % % 4 = 3.2, which is not ex-
actly 3.25. Increasing the amplitude of the noise makes the probability more equal and increases the possible
accuracy that can be resolved from the signal by oversampling. The larger the amplitude the more precision

that can be obtained.

Although dithering can help with the correlation and zero mean criterion and therefore increase the pos-
sible accuracy of an ADC, the following things have to be kept in mind:

1. The extra noise power that is added to the signal adds to the signal’s noise. In general, the gain in
randomization and zero mean is worth a small amount of noise. However, if too much white noise is
added, the extra amount of oversampling required to reduce the noise might not be worth it. There
is a technique that avoids this problem, called noise shaping. Noise with a frequency spectrum that is
completely outside of the frequency range of interest, instead of white noise, can be added to the signal,
so that it can be filtered out completely without extra oversampling. This technique is not implemented
however.

2. Another thing to look out for when dithering is to make sure that the noise doesn'’t clip the ADC.
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Figure 3.5: The quantization error for a DC signal. (a) Shows the analog signal (b) shows the resulting error due to quantization.

3.5.2. The low-pass filter used to filter the over-sampled data

So far, the filter was assumed to be a perfect rectangle, with a transfer function of 1 within the bandwidth
of the system and 0 outside of it. In reality perfect filters do not exist and filter design plays an important
role in the accuracy that can be gained with oversampling and filtering. For example, if the filter has 20 dB
attenuation in the stop band, the quantization noise can't be attenuated by more than 20dB. In general,
better digital filters require more samples to be processed to get a steeper cutoff and more attenuation. This
increases the latency, which influences the stability and other performance factors of the system.
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3.6. Testing oversampling and filtering with the Arduino ADC

The theory of the technique to increase the SNR is now validated with experiments. Because optimal filter
design with all of its trade-offs is a topic on its own and outside of the scope of this project, the Moving Average
(MA) filter will be used to show the behavior and limitations of oversampling and filtering. The frequency
response of the MA filter is shown in Figure 3.6 for several numbers of averaged samples M. It can be seen from
the figure that the MA filter has the shape of a sinc function, instead of the ideal rectangle. The accuracy that
will be gained by oversampling and filtering will therefore differ from Equation 3.6. The filter is implemented
in the Arduino and the SNR will be tested with the same method as described in section 3.3.
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Figure 3.6: Frequency Response of Moving Average Filters of various lengths, normalized by the Nyquist frequency. A normalized fre-
quency of 1 is therefore equal to the Nyquist frequency. (3]

3.6.1. Testing oversampling and filtering with a clean voltage signal from a signal gener-
ator

First a clean 1 Hz voltage signal from the signal generator is sampled with the Arduino ADC at a frequency of
250 Hz. Both the sampling frequency and the number of samples averaged are then increased by factors of 4,
because this should theoretically result in about 1 ENOB (Equation 3.6). The results for different oversampling
rates are combined in the first three rows of Table 3.1. The table shows that the theoretical increase in SNR
is never achieved, but does show a considerable improvement. The diminishing returns can be explained by
the clean and low frequency signal of the signal generator. The quantization errors aren’t completely random
and the noise spectrum is therefore not really white.

In the fourth row of the table Direct Memory Access (DMA) is used to reduce the sampling time to a negli-
gible amount by writing measurement directly to memory, which will be discussed more in depth in chapter 5.
This also increases the sampling frequency to 667 kHz. Sampling and averaging at this frequency showed no
improvement at all compared to the accuracy without oversampling, because the sampling frequency is so
high that the extra samples are for the most part identical and averaging leads to the same result.

3.6.2. Testing oversampling and filtering with the noisy signal from the PSD sensor

If the sensor signal would be as clean as the one from the signal generator, a noise generator should be used to
improve randomization of the quantization error. However, this is not necessary for the PSD sensor that will
be used, because it already has enough noise. The effects of oversampling and filtering on a noisy signal can
therefore be tested with the PSD sensor output. Instead of using a 1 Hz signal from the signal generator, the
output of the sensor is used when the stage is kept in the same position, leading to a constant 0 Hz signal. This
time DMA is used in all cases. The FFT results of the oversampled and filtered data are shown in Figure 3.7. It
shows a consistent improvement of 5 dB every time oversampling is increased by a factor of 4 and shows no
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Table 3.1: The SINAD and ENOB of the Arduino ADC with oversampling and averaging a 1 Hz signal generator signal. The first three rows
show the results when the sampling frequency of 250 Hz is increased by factors of 4. The last row shows the result when DMA is used
with a sampling frequency of 667 kHz.

oversampling factor | SINAD(dB) | ENOB
1 50 8.0

4 55 8.8

16 58 9.3

256 (with DMA) 50 8.0

diminishing returns yet. The noise is however not solely quantization noise anymore and also includes other
noise sources. This can easily be seen from the 50 Hz peak, which is the frequency of the power grid. The
SNR is therefore worse than with quantization noise alone. The quantization noise is however reduced by the
same 5 dB, assuming that the added noise made the quantization noise white.
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Figure 3.7: The Fourier transforms of the PSD sensor output for two different oversampling factors, when the position is passively kept
constant. The noise floor is decreased by about 5 dB for every oversampling factor of 4.



The PWM based amplifier

The purpose of amplifiers is to amplify the control signals of the micro-controller. The micro-controller puts
out low power control signals, which are unable to drive the actuator. When designing high precision stages
actuated by Lorenz forces, the natural choice is to use linear current amplifiers. Linear current amplifiers are
known for their high accuracy and very fast settling times. However, when portability and cost are of signifi-
cance, linear current amplifiers have several disadvantages. Linear current amplifiers are very energy ineffi-
cient, dissipating a large portion of their power as heat. This requires bulky heat sinks to keep the temperature
low, which make the amplifiers large. Another disadvantage is the requirement of DACs and high-power op-
amps, which are relatively expensive for low-cost applications. An alternative solution is therefore explored.
Amplifiers based on Pulse Width Modulation (PWM) are characterized by their very good efficiency, compact
size and light weight. The difference in size is shown in Figure 4.1. This comes not without its drawbacks,
which will be addressed in this chapter. The following topics will be discussed:

The PWM based amplifier concept.

The implementation of the PWM based amplifier to avoid audible noise and attenuate the higher har-
monics of the pulse wave.

The consequences of the amplifier acting as a voltage source.

The relation between signal reconstruction and the program frequency.

new

Figure 4.1: Size difference between the original and the new amplifier concept. The amplifier module from the original design contains
6 linear power amplifiers. The new design requires 3 of the PWM modules (TB6612FNG) shown.
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4.1. The PWM based amplifier concept

Amplifiers based on PWM regulate the average voltage supplied to the load by switching the power supply on
and off. A PWM based amplifier requires an H-Bridge, an external power supply and a micro-controller. The
schematic of an H-Bridge is illustrated in Figure 4.2(a), where the actuator is portrayed as M and the power
supply as V. By controlling the 4 transistors, depicted as the switches, the direction in which the current flows
through the actuator can be controlled, (b) and (c). PWM is then used to regulate the percentage of time in
which the power supply is connected to the actuator, by opening and closing the circuit. This results in a pulse
wave voltage signal, illustrated in Figure 4.3. The percentage of “on time”, called the duty cycle, determines
the average voltage of the signal, which is the voltage of interest.

However, the switching comes with extra harmonic content, which can be observed when looking at the
pulse signal in the frequency domain in Figure 4.3. The 0 Hz component is the desired average voltage, but
the other frequency content is undesired, which will be called PWM noise. Two problems arise from this PWM
noise. The first problem is that if the harmonics are in the audible frequency range, it will result in audible
noise. The other problem is that these harmonics contribute to the position error of the system. For the PWM
based amplifier to be a viable option, it has to be made sure that these errors are small enough. Both of the
problems will be discussed in the next section.
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Figure 4.2: The three modes of operation of an H-bridge[15].

Time Domain Frequency Domain
a. P'ulse A ag = Ad
LI il =2
A a, = — sin(nad)
1 " R
T
‘ U T T l I I I bﬂ B 0
=0 0 f 2 3f 4f Sf l5f (d = 0.27 in this axample)

Figure 4.3: The pulse wave in the time and frequency domain. The equations can be used to calculate the spectral components of the
pulse wave. The parameters are indicated as follows: A is the amplitude of the pulse wave, d the duty cycle of the pulse wave, and n the
multiple of the fundamental frequency.[16]
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4.2. PWM implementation
4.2.1. PWM frequency

Audible noise is easily avoided by setting the PWM frequency at a higher frequency than the human ear can
hear, which is about 20 kHz. Important to note is that the fundamental frequency of a pulse wave is the fre-
quency of the pulse wave itself and that all other harmonics are at higher frequencies. The lowest frequency
can therefore be controlled by setting the frequency of the PWM module in the Arduino registers. The maxi-
mum PWM frequency is dependent on the clock frequency, the output resolution and the PWM mode.

4.2.2., PWM modes

There are two PWM modes, fast PWM and phase-correct PWM. The difference between the 2 modes is that
fast PWM can have either twice the resolution or twice the frequency compared to phase-correct PWM, but
whenever the duty cycle of fast PWM is changed, the phase of the PWM signal is changed as well. To under-
stand why this is important, further examination is required for time varying signals. So far, we’'ve considered
the duty cycle independent of time. This is not the case if the stage has to be controlled and a change in
force is required. To illustrate this, let’s say that instead of a constant pulse wave, a pulse wave with a vary-
ing duty cycle of d(¢) = sin(2n fy, ¢y1) is required. The effect is modulation of the harmonic content, which
can easily be observed by substituting d into the formulas in Figure 4.3. Substitution in the ay band gives
ag = Asin(27w fgyy 1), which shows that the band is amplitude modulated and instead of a non-varying 0 Hz
band, a spectral band with an amplitude of A appears at the frequency fg,,;y, which is the desired amplitude
at the desired frequency. Substitution of d in the equation for a,, shows that the undesired spectral harmonics
are frequency modulated, instead of amplitude modulated. This will also lead to a change in spectral content.
However, the undesired higher harmonic content will be discussed later in this chapter. So far, the change in
duty cycle still gives the desired spectral content in the low frequency range. However, when the phase of the
duty cycle is also a function of time, this is not the case. Rewriting to d(f) = sin7 fyyt + $()) and substi-
tution gives ag = A * Sin(27 fauyt + ¢(1)). This shows that the phase also modulates the amplitude, which is
undesired. This should be avoided and therefore phase-correct PWM is used.

4.2.3. The output resolution
Whenever phase-correct PWM is used, the number of output values that can be set is calculated with:

_ Jelock _ 84MHz _
#output,values = Z*fpwm T ek 1000 4.1)

The clock frequency of the Arduino Due is 84 MHz and the PWM frequency is set to be 42 kHz, to stay clear
from the audible frequency range. The result is 1000 possible output values, equivalent to an output resolu-
tion of ~ 10 bits.

4.3. The attenuation of PWM’s undesired harmonic content.

The pulse wave used to regulate the voltage source leads to undesired harmonic content, as discussed in the
previous sections. The attenuation of the undesired content can be estimated with the process disturbance
sensitivity function (Equation 2.9), derived in section 2.4.

y G

d 1+GC
With G the transfer function of the plant and C the transfer function of the controller. The pulse wave only
consists of harmonic content at its fundamental frequency of 42 kHz and higher harmonics. For a system with
a 100 Hz bandwidth, the combined transfer function GC << 1 at 42 kHz and the process disturbance transfer
function can therefore be estimated with G alone. The transfer function of the plant is the combination of the
mechanical structure and the actuator, given by:

(2.9)

* B 4.2)

G(w) =
J

, with the inductance of the coil L = 80uH, the resistance R = 3.2Q, the mass m = 65g, the damping coefficient
¢ = 18N's, the magnetic field B = 0.5T and the length of the wire in the magnetic field / = 5.6 m. Evaluation of
the transfer function at 42 kHz gives:

G(@2kHz) =2.5x 10 ' mVv! (4.3)
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For a 5V power supply, the maximum root mean square amplitude is 2.5V. Converting this to a peak ampli-
tude 2.5 * 2v/2 = 3.5V results in a worst-case position amplitude of 0.09 nm, which is insignificant and can be
neglected.

4.4. Disturbances due to PWM being a voltage source

The PWM based amplifier is a voltage source and not a current source, which in simple terms means that it
doesn’t have current feedback. Undesired changes in the current are therefore not compensated for, which
leads to current errors. Examples of error sources are the induced voltage due to the movement of the stage
and changes in resistance due to a temperature change. Identification of the magnitude and the frequency
ranges of the errors can be used together with the process disturbance transfer function(Equation 2.9) to
estimate their contribution. The procedure is very similar to the analysis of the PWM’s undesired harmonic
content in the last section and is therefore added in section G.2. However, contrary to the undesired harmonic
content of PWM, the transfer function can not be estimated solely with G, because the disturbances are in a
much lower frequency range. In this case the controller affects the transfer function, but the disturbances still
didn’t show a significant effect on the position for this particular component setup and the precision aimed
for. Moreover, the inductance of the actuator could be another error source, due to a delayed settling time
compared to a linear current amplifier. However, in subsection 2.5.2 it is shown that the actuator acts as a first
order low-pass filter with a cut-off frequency of 6.4 kHz, which is 64x the desired bandwidth and can therefore
also be neglected.

4.5. Disturbances in signal reconstruction.

Although no real digital-to-analog converter (DAC) is required for PWM, because the pulse wave is basically
a digital signal, it does require signal reconstruction to go from a discrete time signal to a continuous time
signal. Signal reconstruction can introduce 2 additional disturbances, a disturbance due to imperfect inter-
polation and a disturbance due to an output quantization error.

4.5.1. Disturbances due to imperfect interpolation

The sensor signal is sampled at discrete time intervals, after which the required output voltage is calculated
by the micro-controller. This leads to an impulse train of voltage amplitudes, shown in Figure 4.4a&c. To
go from the discrete time signal to a continuous one, interpolation is required. The perfect reconstruction
would be obtained by perfectly low-pass filtering the impulse train, which would be convolution by a sinc
function in the time domain [18], shown in Figure 4.4b. In practice this is not possible and the signal is
usually reconstructed by the micro-controller using zero-order hold. Every program cycle, the duty cycle
corresponding to the required voltage is set and hold until the next program cycle, depicted in Figure 4.4d.
The impulse train is in this case convolved with a rectangular function in the time domain, instead of with
a sinc function. The rectangular function in the time domain is a sinc function in the frequency domain.
The frequency of both ideal interpolation and zero-order hold interpolation are illustrated in Figure 4.5. All
non-zero frequencies are not transferred over perfectly for zero-order hold. Whenever the time interval of
the rectangular function is decreased in the time domain, the frequency w;s increases. The sinc function
is spread over a larger frequency range in the frequency domain, but it maintains its shape. For example,
if for an output frequency the first valley of the sinc function happens to be at 100 Hz, then doubling the
output frequency leads to the first valley being at 200 Hz. Doing so improves signal reconstruction within the
bandwidth, because the frequency response becomes flatter and closer to 1 within the bandwidth.

4.5.2. Disturbances due to an output quantization error

The number of duty cycles is limited to 1000 by the clock frequency and the PWM frequency, as explained in
section 4.2. This leads to another quantization error at the output of the micro-controller. The duty cycle will
be rounded to the duty cycle that represents the desired duty cycle the best. This quantization error in the
digital-to-analog conversion(as explained in section 3.4) can be analyzed in the same manner as the quanti-
zation error in the analog-to-digital conversion and quantization noise reduction can be achieved similarly
as well. Oversampling is in this case replaced by an increased output frequency and instead of a digital low-
pass filter, the low-pass characteristics of the plant itself can be used or an additional low-pass filter can be
added. Similar to using dithering to randomize the rounding error, a randomized value could be added to the
required output voltage, before it is converted to the best estimate duty cycle. However, the output quantiza-
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tion error enters the system in a different spot in the feedback control loop (Figure 2.4) and therefore doesn’t
have the same problem as the ADC quantization error, in that it transfers over almost perfectly within the
bandwidth. The transfer function attenuates the output quantization error over the whole frequency range
and is therefore negligible compared to the ADC quantization error.
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Figure 4.4: The difference between perfect interpolation with a sinc function and zero-order hold interpolation with a rectangular
function in the time domain[18]. The discrete time signal in (a) is interpolated with the sinc function in (b). The discrete time signal in
(c) is interpolated with the zero-order in (d).
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Figure 4.5: The difference between perfect interpolation and zero-order hold interpolation in the frequency domain.[6]






The micro-controller

The Arduino Due is the micro-controller, where the control algorithm is implemented. Both algorithm design
and the hardware together determine the frequency at which the program can run. The program frequency
determines both the sampling frequency and the output frequency, which proved to be important in both the
data acquisition and signal reconstruction. The following topics will be discussed in this chapter:

e Why the Arduino is chosen over other micro-controllers.
¢ The implementation of the control algorithm.
¢ The processing time of the control algorithm.

¢ Implementation of oversampling using Direct Memory Access.

5.1. Why Arduino Due?

The choice is made to use the Arduino Due, because it’s cheap, has no operating system, is easy to start with
and has a large community. Arduino is a widely known open-source hardware and software company that
produces cheap micro-controllers that are easy to use and program. Arduino is a simple computer, based
on C/C++, which can only run one program over and over again. The programming language C is known to
be one of the fastest languages around. The Arduino can be programmed with a development environment
from the company itself, which includes a large number of libraries, which makes it easy to program the
micro-controller. Arduino also does not have an operating system as other popular choices do. Raspberry
Pi, for example, uses the operating system Linux. Micro-controller choices that have an operating system
usually have faster CPU’s and allow the user to run multiple programs at the same time. The disadvantage
is the lack of control over what the operating system does. The operating system might choose to do other
things while running the program (such as checking for updates) leading to inconsistent program run times.
Inconsistency in sampling time and delay should be avoided when aiming for high precision and reliability.
The required processor specifications are hard to predict, because a lot more goes into the speed than just the
clock frequency. Things like CPU architecture and program design all influence the time in which a program
can run. The fastest version of Arduino, the Arduino Due, is therefore chosen and the performance will be
tested experimentally.

5.2. The implementation of the control algorithm

A simplified schematic of the control algorithm is displayed in Figure 5.1, where everything in green is done
by the micro-controller. Eight analog signals are converted from which the position and rotation of the stage
can be calculated. The position and rotation will be low-pass filtered, reducing sensor noise and quantization
noise. A PID controller will calculate the actuator forces based on position measurements and the reference.
The 6 individual coil forces are calculated with the use of a transformation matrix. The matrix transforms the
actuator forces to the orientation of the coils. Once the individual coil forces are known, the required output
voltages can be calculated and the duty cycles of the PWM outputs can be set appropriately. This process is
programmed within a loop. All the code is added and commented in Appendix .
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Figure 5.1: Schematic of the control algorithm. All the parts in green are done within the micro-controller. Optionally an extra analog
low-pass filter can be used after the sensor.

5.3. The processing speed of the control algorithm by Arduino Due

The processing speed of the control algorithm is experimentally tested and broken down into their different
functions in the control loop. The results are combined in Table 5.1. Implementation of the control algo-
rithm shows a processing time of 700um, or a program frequency of 1450 Hz, which is 14.5x the bandwidth of
100 Hz.

Table 5.1: The duration a program cycle broken down into its functions.

Algorithm function | time(us)

Getting position/rotation 300

PID 100

Transform Force to Coil Currents 200
Set Duty cycles 100

Total 700

5.4. Passive and active oversampling and filtering

There is an active and a passive way to implement oversampling and filtering to increase the accuracy of the
measurement. In the loop as described above, the program frequency determines the sampling frequency.
Increasing the program frequency can therefore be used to increase the sampling frequency and the low pass
characteristics of the complementary sensitivity function can then be used as a filter to reduce the noise pas-
sively. However, the program speed can only be increased by code optimization or better hardware and is
therefore very limited. With the 1450 Hz program frequency, a passive oversampling factor of 7.25 is achieved
for 100 Hz bandwidth.

The active method to implement oversampling is to take multiple samples at the start of each loop, digitally
filter the samples and then down-sample, so that a single sample with a better precision is used for process-
ing. A high sampling frequency of 667 kHz with Direct Memory Access (DMA) can be used to write measure-
ments directly to memory, without intervention of the CPU. This way the sampling can be done simultaneous
with the filtering and the sampling time can be neglected. In this case, the latency due to oversampling is
solely determined by the filtering process. The processing time required to filter scales linearly with the data
size, which is shown in the chart in Figure 5.2. However, the data size grows exponentially(Equation 3.6). This
method is therefore very beneficial to improve the SNR in the start, because the required processing time is
low.

The total amount of measurement accuracy that is gained by oversampling and filtering is the combination
of both passive and active oversampling. This leads a trade-off, because active oversampling and filtering will
slow down the program frequency, which reduces passive oversampling and filter. This optimization problem
will be addressed in the next chapter, where all the parts are implemented into a complete system.
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Implementation

Now that all the individual components have been dealt with individually, the parts can be implemented into
the complete system. The Arduino Due micro-controller(€40) and PWM based amplifier(€6) replace the
dSPACE DS-1103 system (€20000) and linear current amplifiers (€1000) of the original design design[22].

A goal set at the start of the project was to maintain as much of the 200um precision as possible. Previous
chapters already showed that complete preservation is unrealistic, due to the ADC accuracy. However, testing
is still valuable to verify the technique of oversampling and filtering to gain accuracy and to verify predictions
that can be made about the precision based on the theoretical analysis. Moreover, testing of the complete
system will also show oversights in the design process.

This chapter addresses the implementation and evaluates the performance of the complete stage. A few
things have to be considered whenever the precision of the stage is evaluated. Design is an iterative process
and the prototype is therefore designed for convenience, where the system can be modified quickly and eas-
ily. As will become apparent, this can have a big effect on the overall performance of the stage, which doesn’t
necessarily originate from the components used or the concepts applied, but from a poor realization. More-
over, the procedure used to estimate the precision affects the accuracy of the obtained precision. A good
evaluation requires the above mentioned points to be taken into consideration. This chapter addresses the
following topics:

» The required signal processing circuits, the measurement noise and why an analog filter can’'t be used
to fixit.

e Tamed PID controller design

¢ The consequences of using the sensor data of the system to estimate the precision, instead of an exter-
nal sensor.

* Comparison of the precision for different oversampling frequencies.
¢ Discussion about the precision results.

¢ Performance comparison between the old and the new stage.

6.1. The required signal processing circuits, the measurement noise and

why an analog filter can’t be used to fix it
The output of the PSD can not be connected to the input of the ADC right away for 2 reasons. First off, the
sensor puts out both positive and negative voltages, while the Arduino ADC can only be used in the 0 —3.3V
range. Furthermore, the output range of the sensor is much smaller than the 3.3V range of the ADC and not
making use of the full voltage range reduces the resolution. A signal processing circuit has therefore been
developed to offset the sensor output, so that all sensor output voltages are positive. The output range is also
scaled, so that the used ADC range is maximized. The electrical circuit schematics are added in Appendix H.
Although the processing circuits are necessary, it is suspected that a lot of noise is added in the measurement
process, because the prototyped circuits are made for convenience and not for optimal performance. The
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circuit is soldered on breadboard, so that it could be easily modified, it has long wires, so that it can be put
anywhere on the desk and it is also not properly shielded. The processing circuits are shown in Figure 6.1.

Figure 6.1: The prototyped signal processing circuits in the complete system. Due to improper shielding and long open wires noise will
enter the system.

The noise is usually dealt with by adding an analog low-pass filter between the sensor output and the
ADC input. However, the concept of this sensor system prevents heavy analog filtering. The problem is that
one sensor is used to measure the position of 2 different light spots, one for the x/y position and another for
the rotation (sensor concept is explained in Appendix C). With the current control algorithm, both measure-
ments are taken shortly after each other, before further digital processing occurs. Filtering would increase the
settling time of the sensor output and therefore increases the latency between measurements, which would
slow down the program. Moreover, as seen in subsection 3.6.1 and as will become apparent once again in
section 6.4, some noise is required for oversampling to work properly, which is reduced by an analog filter.

Experimentation showed that a low-pass filter with a cut-off frequency of 100 kHz could be used, without
slowing down the program. This isn't claimed to be optimal however. Some latency might be worth the extra
noise reduction, especially in the case where measurement noise is very significant. Moreover, it is possible
that some of the reduced program speed can be avoided by optimizing/modifying the control algorithm, so
that some of the data processing can be done while the sensor settles. This requires further investigation,
however.

The measurement noise that can’t be filtered in an analog manner has to be filtered digitally. This noise
adds on top of the quantization noise of the ADC. Although the added noise is good for oversampling and
filtering, because it randomizes the quantization error, the added noise requires more aggressive filtering
to reduce the noise to the desired level and more aggressive filtering requires more processing power. The
Arduino doesn’t have the processing power required to deal with all the noise and the measurement noise is
therefore the primary disturbance source.
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6.2. Tamed PID controller design

In chapter 3 it is addressed that the disturbances entering the system in the data acquisition affect the perfor-
mance in a negative way, when the control bandwidth is increased. In the current implementation, where the
measurement noise is the primary disturbance source, designing the controller for a high bandwidth wouldn’t
make sense. The controller will therefore be designed for 25 Hz instead of 100 Hz, even though analysis until
now has been done for 100 Hz.

Design of the tamed PID controller is done by making use of MATLAB tools. The first step is to determine
the frequency response of the plant with a system identification. The frequency response of the plant is
obtained by applying a chirp force signal to the plant, while measuring the sensor output. MATLAB’s system
identification tool can then be used to estimate the transfer function of the plant. Once the transfer function
of the plant is obtained, PID parameters can be determined with MATLAB’s PID tool. In the tool the required
bandwidth and phase margin can be set and it will automatically calculate the PID parameters. The obtained
complementary sensitivity function, the PID parameters and the performance estimations are combined in
Figure 6.2.
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Figure 6.2: Controller design with MATLAB'’S PID tool. The left part shows the bode plot of the system’s complementary sensitivity
function. The right part shows the corresponding PID parameters and performance estimations.

6.3. The consequences of using the systems sensor, instead of an external

sensor for obtaining the precision of the stage.
The sensor used in the systems feedback loop is used to estimate the precision of the stage. Several things
have to be taken into consideration whenever the sensor from the system itself is used instead of an external
sensor, because the sensor output is not a perfect representation of the movement of the stage.

The high frequency noise that is added in the measurement process won't transfer over to the position of
the stage with the same amplitude. The complementary sensitivity function(Figure 6.2), the transfer function
that describes how measurement disturbances transfer over to the position, attenuates frequencies above the
bandwidth of the system. The complementary sensitivity function is therefore used to filter the sensor data
to get a more realistic view of the real movement of the stage. The effect of filtering the measurement data is
shown in the frequency domain in Figure 6.3 and in the time domain in Figure 6.4. The blue line shows the
measurement data of the system. The orange line shows the resulting estimated position of the stage.

Moreover, earlier in subsection 3.6.2, the sensor signal was used to test the technique of oversampling and
filtering, while not controlling the stage at all, which resulted in the frequency spectrum of Figure 3.7. The
frequency spectrum shows a clear peak at 50 Hz. This is the frequency of the power grid and is due to elec-
tromagnetic interference, instead of actual movement of the stage. When the stage has a bandwidth higher
than 50 Hz, this signal will be followed and will show up attenuated in the sensor data. The performance will
be overestimated because of it and should be compensated for in the precision. However, the stage will be
designed for 25 Hz and will therefore not be compensated for. It might be able to reduce the 50 Hz noise peak
by proper shielding of the electric circuits and/or powering the sensor from batteries.

The non-linearities of the ADC is another error that won't show up in the sensor data. If the stage is
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moving between 2 bits, then it will be read as if it moves a distance equal to the spacing of an ideal ADC, even
though those values might in reality be further apart. Section 3.3 showed that the 12-bit Arduino ADC had
only 8 ENOB. How much this should be compensated for exactly is hard to say. Not all the performance loss is
due to non-linear spacing, but also due to other errors in the conversion which do show up in the frequency
spectrum, such as bit noise. Calibration could be used to get more insight into the non-linear behavior of the
ADC, but isn’'t done due to time limitations.

Noise reduction when sensor data is compensated with T(s) in frequency domain
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Figure 6.3: The frequency spectrum of the uncompensated measurement data vs the compensated measurement data with the comple-
mentary sensitivity function T(s).
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Figure 6.4: The uncompensated measurement data vs the compensated measurement data with the complementary sensitivity function
T(s) in the time domain.
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6.4. Estimation and comparison of the precision of the stage for multiple

oversampling factors
The precision of the stage is estimated for multiple oversampling frequencies and both with and without the
100 kHz analog low-pass filter. The standard deviation (o) is calculated for both the measurement data and
the resulting estimated position, by filtering the data with the complementary sensitivity function T(s). The
results without the analog low-pass filter are combined in Table 6.1 and the results with the low-pass filter in
Table 6.2. The best precision is obtained by oversampling 16x and using the 100 kHz analog low-pass filter,
leading to an estimated precision(30) of 1.5pm.

Table 6.1: The standard deviation (o) of the measured sensor data and the resulting estimated position by filtering with the complemen-
tary sensitivity function T(s) for different oversampling factors, without using an analog low-pass filter.

oversampling factor | fyrogram_wio_filter HZ) | Omeasurement_wio_fitter M) | T position_wio_filter (M)
1x 930 1500.00 437.54

4x 905 4.42 2.90

16x 820 2.89 1.90

64x 550 1.72 1.31

256x 240 1.10 1.10

Table 6.2: The standard deviation (o) of the measured sensor data and the resulting estimated position by filtering with the complemen-
tary sensitivity function T(s) for different oversampling factors, with an 100 kHz analog low-pass filter.

oversampling factor fprogramfwﬁfilter(HZ) O measurement_w_filter WM) | O position_w_filter (M)
1x 930 3.64 1.86

4x 905 1.19 0.77

16x 820 1.16 0.50

64x 550 1.02 0.75

256x 240 1.02 0.95

6.5. Discussing the precision results

Although the best precision is obtained by oversampling 16x and using the 100 kHz analog low-pass filter,
more can be learned from the results. Table 6.1 shows that without the analog low-pass filter, oversampling
increases the standard deviation of both the measurement and position data significantly. The issue is that
the program frequency suffers, because of the large data size that has to be filtered. The low-pass characteris-
tics of the complementary sensitivity function are therefore not used as well, because the Nyquist frequency
decreases. The precision results with the 100 kHz low-pass filter are better, because it doesn’t require as much
digital filtering and can keep the program frequency higher. It does however show much less of an improve-
ment in o, whenever oversampling is used. It is suspected that the randomization is lost due to the lack
of high frequency content as explained in section 3.5. This is believed to be the case, because by extrap-
olation, 0 measurement_wio_filrer S€€MS to be able to get lower than 0 yeasurement_w_fitter and the slope of
O measurement_w/o_filter 1S Way steeper. This is made visual in Figure 6.5.

A better result would be obtained if the slope of 0 easurement_w_fiirer can be improved, so that it better
resembles the theoretical improvement (Equation 3.6) where every factor of 4, o should halve. It might be
beneficial to add noise voluntarily after the output of the analog filter and before the input of the ADC. This
noise should ideally only have frequency content in the range that ends up in the stopband of the digital
low-pass filter, so that the added noise will be attenuated, while it still gives the required randomization.
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Figure 6.5: Comparison plot of the standard deviation(o) for the measurement data per factor of 4 of oversampling and filtering.

6.6. Comparing the original and the new design

A comparison between the stage designed by Haris Habib[22] and the new stage in this thesis can now be
made. The results are combined in Table 6.3. A precision of 1.5um is obtained by the new low-cost design,
while the original design managed to achieve a precision of 0.2pum. The difference can be explained primarily
by the difference in measurement accuracy which has multiple reasons. The 12-bit ADC in the Arduino, which
only showed 8 ENOB, doesn’t compare to the 16-bit ADC used in the original design. Moreover, the Arduino
ADC has an input range of 0 — 3.3V, while the dSPACE ADC covers —10V to 10V, which makes the Arduino
ADC much more susceptible to noise. Extra signal processing circuits are also required for the Arduino ADC
to offset the negative output voltages of the sensor, introducing additional noise. Oversampling and filtering
is used to increase the measurement accuracy, but the passive oversampling achieved in the original design
outperforms the smart use of oversampling in the new design, due to a much faster processor, which results
in a much higher program frequency of 25 kHz. However, the new design is only 4% of the price and 5% of the
volume. This makes the stage much more accessible to start-ups, individual consumers and 3rd world coun-
tries, which is the purpose of this cost-effective stage. The energy efficient amplifiers and micro-controller
also open up the possibility to power the stage from batteries completely, which opens up the possibility for a
wireless portable stage. If the precision of the new design is not sufficient for the desired application, several
things can be explored to increase the performance for little to no extra cost. Recommendations regarding
improvement of the stage are summarized in chapter 8.
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Table 6.3: Comparison of the performance specifications between the original and the new design

Original | New
Translational bandwidth 60 Hz 25Hz
Translational precision(30) 0.2um | 1.5um
Program frequency 25kHz | 820Hz
Total oversampling factor (for 100 Hz bandwidth) 125x 64x
Volume 20dm® | 1dm3
Energy consumption, stationary (10% force) 3w 0.03W
Energy consumption, moving (100% force) 30w 3w
Cost €20000 | €700







Conclusion

Looking into the possibilities to decrease the cost and size of actively controlled micrometer precision stages,
an alternative micro-controller and amplifier concept has been successfully analyzed, validated and imple-
mented in a 3DOF stage. A precision of 1.5um is achieved, using a single Arduino Due (€40) and 6 H-bridges
(€6), to replace the very expensive and bulky D-SPACE system (£20000) and linear current amplifiers (€1000)
used in the original design developed by Haris Habib, who managed to achieve a precision of 0.2um. The
main bottleneck is the noise in the data acquisition. Although the precision is not fully maintained, a very
good performance is achieved considering the price and size of the stage. Methods are presented and imple-
mented to improve upon the performance losses that are inevitable with low-cost components. Identification
of the disturbance characteristics of the ADC and the PWM amplifier show the system parameters that can
be modified to reduce the effect of the disturbances on the position. Insight into these disturbance charac-
teristics can be used for further optimization and/or better design decisions in subsequent designs.

7.1. Conclusions regarding the analog to digital conversion
* Testing of the 12-bit Arduino ADC showed only 8 effective number of bits, while 16 ENOB are required.

» The Signal-to-Noise Ratio of the A/D conversion can be increased by oversampling and filtering the
measurement signal, which is directly related to the effective number of bits.

¢ The effectiveness of oversampling and filtering depends highly on the frequency content of the quan-
tization noise and filter design.

* The quantization noise approaches white noise if the quantization error is random, which is usually
the case for complex signals.

e If the quantization error isn’'t random it can be made random by a technique called dithering, where
noise is added voluntarily.

¢ Experiments showed an improvement of about 5/6 ENOB every factor of 4 of oversampling, with the
use of a moving average filter.

¢ The time required to filter the data and the randomization of the quantization errors are the main lim-
itations of oversampling and filtering.

¢ Having a program frequency higher than twice the bandwidth is a passive form of oversampling that
uses the low-pass filter characteristics of the system itself and doesn’t require digital filtering.

* A trade-off between reduced program frequency, due to the latency of active digital filtering and the

extra measurement accuracy that can be gained from oversampling and digital filtering leads to an
optimization problem.
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7. Conclusion

7.2.

7.3.

7.4.

Conclusions regarding the PWM based amplifier

PWM based amplifiers have a lot of benefits compared to linear current amplifiers in low-cost and
compact designs. The amplifies can be very small, because the amplifiers are very energy efficient and
don’t require bulky heat-sinks. PWM based amplifiers are also much cheaper, because no DAC and no
high power op-amps are required.

Using a pulse wave to set the voltage adds extra frequency content to the output signal at the funda-
mental frequency of the pulse wave and its harmonics.

Audible noise is avoided by setting the PWM frequency at 42 kHz, to stay clear from the audible range

Evaluation of a worst-case scenario showed that the higher harmonics have a negligible effect on the
position, for a pulse wave frequency of 42 kHz.

To avoid undesired signal modulation phase-correct PWM mode should be used over fast-PWM.

The resolution of the PWM amplifier depends on the clock frequency, the PWM mode and the pulse
wave frequency. Thousand output voltages can be set for phase-correct PWM, with a pulse wave fre-
quency of 42kHz and a clock frequency of 84 MHz.

The limited resolution of the amplifier leads to another quantization error, which can be reduced by
increasing the output frequency in a similar manner as oversampling reduces the quantization noise in
the A/D conversion.

An error in signal reconstruction results due to imperfect interpolation of zero-order hold, when going
from the discrete time domain of the processor to the continuous time analog output.

The reconstruction error can be reduced by either increasing the output frequency or the use of a re-
construction filter.

Conclusions regarding the Arduino Due micro controller
The Arduino Due is based on the programming language C/C++, which is one of the fastest program-
ming languages around.

The Arduino’s processing time is very reliable, due to the lack of an operating system. Having a reliable
program frequency is very important for the robustness of the system.

Implementation of the control algorithm without any extra oversampling leads to a program frequency
of 1450 Hz, which is 14.5 times the bandwidth. The program frequency itself, together with the low-pass
characteristics of the complemntary sensitivity function leads to passive oversampling by a factor 7.

Using Direct Memory Access(DMA) extra samples can be taken within a program cycle, without the
sampling itself taking extra time. These samples have to be filtered and down sampled to the program
frequency.

Filtering scales with the data size. Experimentation showed that the time it takes to calculate a single
position can be calculated with fg.; = 6.33 * 0s + 74us in the current implementation.

Conclusions regarding the implementation
Measurement noise is the dominant disturbance source, due to the quantization error, the prototyped
processing circuits and a noisy sensor.

Heavy analog filtering can’t be used in the current implementation, because 2 different measurements
to be taken shortly after each other by a single sensor.

An analog filter with a cut-off frequency of 100kHz can used, while not influencing the program fre-
quency.

Leftover measurement noise after the analog filter has to be filtered digitally, together with the quanti-
zation noise.
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¢ The Arduino Due doesn’t have the processing resources to digitally filter the measurement noise to the
desired level, which keeps the measurement noise as the dominant disturbance source.

¢ Alower bandwidth therefore gives a better performance and the PID controller is designed for 25 Hz.

* Oversampling by a factor of 16 with the 100 kHz analog low-pass filter gave the best result, leading to
an estimated precision of 1.5um.






Recommendations

There are several modifications that could improve the precision of the stage, other than the obvious use of
better hardware.

The prototyped circuits should be printed on a PCB and be shielded properly. This should reduce mea-
surement noise significantly. It is recommended to identify the causes of the measurement noise first
however.

Use dithering and noise shaping effectively to increase the benefits of oversampling and filtering, espe-
cially when a low-pass filter is used, as explained in section 6.5.

Experiment with reducing the sampling frequency of the free running ADC. The high sampling fre-
quency of 667 kHz might be causing the quantization error to lose its randomization, which might be
the reason why oversampling and filtering doesn’'t work as well with an analog low-pass filter.

Code optimization can increase the program frequency or allow for an analog filter with a lower cut-off
frequency.

If none of the above gets the desired precision, the hardware could be improved.

— Using an ADC with a better SNR would be the best bet to increase the precision for the lowest cost.
If an external ADC is used, it is important to investigate if direct memory access can still be used
to write measurement directly to memory without intervention of the CPU.

— Getting a better processor would increase the program frequency, which can be used for either
passive or active oversampling and filtering. Very recently the Sony Spresense(€65) has been re-
leased, which has 6 cores and a clock frequency of 156 MHz. This is significantly better than the
single core 84 MHz processor in the Arduino Due. The board does however only have a 10-bit
ADC.

— Using 2 separate sensors for position and rotation, which would allow for more analog filtering.
Using a similar sensor is very costly however, because the sensor is already the most expensive
part of the system. This would also require a complete redesign.
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Extended Abstract

Precise positioning is important in almost all micro/nano fabrication and inspection applications. It is pre-
sented that in actively controlled micrometer positioning systems, also called stages, huge reduction in cost
and size can be obtained by using low-cost alternatives for micro-controller boards and amplifiers. It is shown
that with good mechatronic system design, performance of the precision stages can be largely maintained,
obtaining a precision(30) of 1.5um when an Arduino Due ($40) and PWM based amplifiers ($6) replace much
more expensive high-quality parts in conventional systems.

Fabrication and inspection in the micro/nano-scale are rapidly becoming more important in our lives. In-
dustrial fabrication and inspection in this scale is currently done by expensive and bulky systems, optimized
for large quantities. Due to their cost and size, these systems are inaccessible for parties that require smaller
badge sizes, such as start-ups, individuals or 3rd world countries. Reducing the cost and size would open up
all sorts of possibilities in prototyping, research and home health monitoring. Stages are part of what makes
these systems so expensive and big and is the part that will be investigated in this research project.

In an extensive literature study into state-of-the-art low-cost stages (added in Appendix B), it became
apparent that much of the research focused primarily on performance instead of cost. However, TUDelft’s
MSD group has developed novel low-cost stages, using promising sensor technologies and mechanical de-
signs of which the most notable four are broken down into their essential components in Figure A.1. The
stage designed by MSc student Max Café[19] is an example of a stage designed with the focus primarily on
performance, without taking the cost much into consideration. It is able to reach a very high precision of
5nm, but used all the (in the MSD-lab available) expensive technologies to achieve it. Another stage has been
designed by the MSc student Haris Habib[22]. His 3 Degree Of Freedom(DOF) stage uses a single Position
Sensitive Detector (PSD), which is a much cheaper sensor system than the conventional laser interferometer,
while still achieving a precision of 0.2 um. The stages designed by Gihin Mok[35] and Len van Moorsel[41]
replaced not only the sensor systems, but all components by much cheaper alternatives leading to complete
standalone systems of very low cost and both achieved a precision of 10 um. Even though Gihin and Len re-
placed everything, most of their focus was on the sensor systems, without an in-depth analysis of low-cost
alternatives for the micro-controller and the amplifier. Because none of the designs focused on the alterna-
tive micro-controller and amplifiers, the focus of this research project will be:

Alternative micro-controllers and amplifiers for micrometer positioning stages, that are low-cost and com-
pact.

Haris’ design is used as a starting point for the choice and analysis of the micro-controller and ampli-
fiers. Even though it isn’t the cheapest design, it is the only low-cost design that managed sub-micrometer
precision. The Arduino Due (€40) and PWM based amplifiers (€6) specifically are addressed as replacements
for the dSPACE DS-1103 system (€20000) and self-built linear current amplifiers (components only ~€1000).
Replacement of the expensive micro-controller and amplifiers is done while aiming to maintain as much of
the 0.2 um precision as possible. However, insight into the capabilities and problems of these components
in general is more important for TUD/MSD than the end result that is specific to the components used in
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this project. The characteristics of the components is obtained through an extensive theoretical analysis. The
components will be analyzed and experimentally verified individually at first, after which it will be imple-
mented and tested in the complete feedback-controlled system.

The approach of the analysis is done for all of the components in a very similar manner. Low-cost compo-
nents usually have in common that some performance is lost, which introduces disturbances into the system.
Examples are position measurements that deviate from the true position or output voltages/forces that are
different from the intended output. The effect on the position can in general be reduced in 3 ways. Either
(1) the disturbance itself is reduced, (2) the system dynamics are designed to attenuate the disturbance or
(3) the frequency range of the disturbance is changed to a frequency range that is attenuated by the system
dynamics. Frequency analysis is a valuable tool in determining the viability of a component. Once the fre-
quency characteristics of the disturbances are determined, system parameters can be optimized to attenuate
the effect of the disturbances on the position of the stage. Although the method is the same for all of the com-
ponents, the characteristics of the disturbances and their transfer functions are very different and should be
addressed separately.

Designer Max Café Haris Habib Gihin Mok Len van Moorsel Wouter Jutte
Sensor Laser interferometers | PSD Mouse sensor Camera+Raspberry Pi PSD
€30.000 €500 €60 €80 €500
ADC 16-bit 16-bit 12-bit 12-bit
| | |
Controller | 4spACE ps-1103 GSPACEDS-1103 ¢ | ArduinoDue | | Adafeather MO il P
€20000 €20000 €40 €50 €40
* |
DAC | Low-pass filter
Amplifier 6x Linear current amp  |6x Linear current amp 2x PWM 3xPWM v 3x PWM
£1000 €1000 €8 +current sensor €12
€100
Bandwidth | 500Hz 60Hz 10Hz 10Hz 25Hz
Precision 5nm 200nm 10um 10um 1.5um
Cost €50000 €20000 €200 €300 €700

Figure A.1: Five stages broken down into their essential components, cost and performance.

The built in 12-bit Analog-to-Digital Converter (ADC) in the Arduino Due replaces the 16-bit ADC in
the original design, which increases the quantization error. Testing of the real accuracy of the Arduino ADC
showed only 8 effective number of bits (ENOB) and an estimation showed that 16 ENOB are required to meet
the precision requirement of 0.2pm. A technique is presented to increase the ENOB by oversampling and
filtering[33]. Analysis of the quantization error shows that, for complex signals, the error approaches white
noise in the frequency domain. Oversampling can then be used to increase the Nyquist frequency, leading to
the noise power being distributed over a larger frequency range. The part of the noise that falls outside the
frequency range of interest, which is the bandwidth of the system, can be filtered out. This is illustrated in
Figure A.2. The signal-to-noise ratio of the data acquisition is increased, which is directly related to the ENOB.
Experiments showed that the ENOB is increased by 5/6, every time the sampling frequency is increased by a
factor of 4 and with the use of a moving average filter, which is a little less than the theoretical improvement
of 1 ENOBI33]. This technique doesn't solely attenuate the quantization noise, but also all the other high
frequency content from other noise sources such as electromagnetic interference. The main limitations of
this technique are the required randomization for the quantization error to be white and the processing time
required to filter the data, which grows exponentially with the gain in accuracy.
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Figure A.2: The effect of oversampling and filtering[33]. (a) Noise PSD at an f ,;4 sample frequency. (b) Noise PSD at a higher f new
sample frequency. Increasing the sampling frequency increases the amount of quantization noise that can be low-pass filtered.

The new amplifier based on Pulse Width Modulation (PWM) uses the duty cycle of the pulse wave to
set the average voltage of the output signal. The pulse wave adds undesired frequency content to the output
signal at the fundamental frequency of the pulse wave and its harmonics. This can, outside of a disturbance,
also produce audible noise. A switching frequency of 42 kHz is used to stay clear from the audible frequency
range. This automatically puts the fundamental frequency of the pulse wave at 42kHz. Evaluation of the
transfer function showed that the disturbances caused by the extra harmonic content of the pulse wave are
attenuated to a negligible amount, even in a worst-case scenario. The PWM frequency can’'t however be set
independently.

Increasing the PWM frequency reduces the output resolution. The limited resolution leads to another
quantization error, which can be analysed in a similar manner as the ADC’s quantization error and can be
reduced by increasing the output frequency. They do however have different transfer functions, because they
enter the system in different places in the feedback control loop. As can be seen from Figure A.3, amplifier
errors enter the system as process disturbances, while the ADC quantization error enters as a measurement
disturbance. The output quantization error is attenuated much more than the quantization error in the data
acquisition and therefore much less of a problem.

Process ! H Output
| disturbanced | | disturbancen |

r Pre-filter e Feedback u \ Plant X é y
Fls) Cnls) O Gls)

Y Measurement
- L(s)=1

| Measurement |
| disturbancem |

Figure A.3: The feedback control loop of a positioning stage, containing the dynamics and the disturbances of the system.

A disturbance due to interpolation is another error that has to be considered in signal construction, which
is not specific to the PWM based amplifier. The micro-controller measures and calculates output voltages at
discrete time intervals. To go from a discrete time signal to a continuous one, some kind of interpolation is re-
quired, which is zero-order hold for most micro-controllers. However, reconstructing a signal with zero-order
hold interpolation does not represent the real signal perfectly and leads to a loss in signal fidelity, which is
illustrated in Figure A.4. Increasing the output frequency increases the signal fidelity. If the maximum pos-
sible output frequency of the system is not sufficient, a reconstruction filter can be used to compensate for
the imperfections of zero-order hold interpolation[18]. A reconstruction filter is not implemented however,
because the disturbance due to interpolation is negligible compared to the measurement disturbances.
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Figure A.4: The difference between perfect interpolation with a sinc function and zero-order hold interpolation with a rectangular
function[18]. The discrete time signal in (a) is interpolated with the sinc function in (b). The discrete time signal in (c) is interpolated
with the zero-order in (d).

The Arduino Due is the new selected micro-controller, where the control algorithm is implemented.
Both algorithm design and the hardware together determine the frequency at which the program can run.
The program frequency determines both the sampling frequency and the output frequency, which proved to
be important in both the data acquisition and signal reconstruction. There are 2 ways to implement oversam-
pling and filtering to reduce the ADC’s quantization noise. The first method is to use a program frequency
higher than twice the Nyquist frequency, where the low-pass characteristics of the complementary sensitivity
function is used as a passive filter. The other ’active’ method is to take multiple samples within a single pro-
gram cycle, which can then be digitally low-pass filtered and down sampled to the program frequency. This
is implemented with the use of the Arduino Due feature Direct Memory Access(DMA), which allows samples
to be written to memory without intervention of the CPU. This way sampling frequencies of up to 667 kHz
can be achieved and sampling can be done simultaneous with the processing. The sampling time itself can
then be neglected and the extra time required is purely defined by filtering and down sampling of the mea-
surement data. Using the ’active’ form of oversampling and filtering is very efficient to get ADC accuracy at
first, because the required data size is small, but scales exponentially. Filtering 16 extra samples within a sin-
gle program loop leads to an estimated total reduction(passive+active oversampling) in quantization noise
equivalent to 2.5 bits, while using passive filtering alone gives only 1 extra bit.

The Arduino Due and PWM based amplifiers are implemented into a complete system after the com-
ponents are addressed individually. Measurement noise became so dominant over the other disturbance
sources, due to the required measurement processing circuits and an already noisy sensor, that optimal PID
design for precision meant designing for low control bandwidth. Heavy analog low-pass filtering can’'t be
used to solve the issue, due to the sensor concept, which requires a single PSD sensor to take 2 different mea-
surements shortly after each other. Heavy filtering would reduce the response of the sensor and slow down
the control loop/program frequency. Experimentation showed that an analog low-pass filter with a cut-off
frequency of 100 kHz could be used without slowing down the program. The left over measurement noise
has to be filtered digitally, together with the quantization noise. However, the required processing resources
to filter the extra noise to the desired level are not available. Because sensor noise is so dominant, the sys-
tem is designed for 25 Hz. Testing results for different oversampling factors without an analog low-pass filter
are presented in Table 6.1 and with the 100 kHz low-pass filter in Table 6.2. Oversampling by a factor of 16
with the 100 kHz low-pass filter turned out to be optimal, leading to an estimated precision of 1.5um. The
improvement gained by oversampling and filtering with the analog low-pass filter doesn’t reflect what is the-
oretically possible. It is suspected that much of the randomization required for oversampling and filtering to
work properly is lost due to the lack of high frequency content. Adding noise voluntarily might in this case
increase the precision. The current stats of the complete system are combined in Table A.1.
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Table A.1: Comparison of the performance specifications between the original and the new design

Original | New
Translational bandwidth 60 Hz 25Hz
Translational precision(30) 0.2um | 1.5um
Program frequency 25kHz | 820Hz
Total oversampling factor (for 100 Hz bandwidth) 125x 64x
Volume 20dm® | 1dm®
Energy consumption, stationary (10% force) 3w 0.03W
Energy consumption, moving (100% force) 30W 3W
Cost €20000 €700

In conclusion, looking into the possibilities to decrease the cost and size of precision stages, an alterna-
tive micro-controller and amplifier concept has been successfully analyzed, validated and implemented in a
3DOF stage. A precision(30) of 1.5um is maintained out of the original 0.2pum, using a single Arduino Due
(€40) and 6 H-bridges (€6), instead of the very expensive and bulky D-SPACE system (£20000) and linear
current amplifiers (€1000). The main bottleneck is the noise in the data acquisition. Although smart use
of oversampling and filtering can reduce the noise considerably, it is not sufficient to make up for the total
disparity in precision (yet). However, considering the cost and size, the new design still performs very well.
Further optimization and making smart use of dithering together with noise shaping look very promising to
increase upon the precision with little to no extra cost.






Literature study into state-of-the-art
precision positioning systems

Rapid progress in several high-tech industries has significantly increased the need for dimensional micro-
and nano-metrology. Measurable structures are becoming more and more complex, meaning that measure-
ments are being made on larger surface regions with higher precision and sidewalls with larger aspect ratios
as well as fully 3D micro- and nanostructures. The advancements being made in making those 3D structures,
results in a high demand for a system to examine and map these kind of structures. New systems and tech-
nologies have been developed to overtake the metrological challenges of accuracy, repeatability and stability
when positioning is required at the micro- and nanoscale.[34] However, the technologies used in those sys-
tems are very costly. There is a large gap to be filled in affordable precision stages for the examination and
mapping of 3D-structures.

A very large number of different precision stages have been developed over the years. In [40] a large
number of stages are compared and broken down into their essential components. Each of the systems could
be subdivided in five major categories, which are the following: The stage structure, it’s actuator, the choice
of the bearing, its sensor and the micro-controller.

B.1. Stage Structures

The different stages could be classified into two stage structures (see Figure B.1). The two groups are the
following:

1. Stages with stacked linear axes: Conventional designs based on stacked linear axes are characterized
for long kinematic chains with an unfavorable force transfer behavior [27, 32]. Generally speaking,
stacking up driving systems limits the performance, on account of some additional drawbacks: large-
size and unbalanced structure, lack of stability, accumulated geometric and assembly errors, necessity
of sophisticated control systems, etc.

2. Plane stages: They present some advantages compared to stacked structures, considering precision de-
sign features. The co-planar scheme minimizes positioning deviations, so that it is applied in multiple
systems [19, 22, 23, 40, 41]. It does however require bearings and sensor concepts that can work with
multiple dimensions.

B.2. Actuator

There are multiple types of actuators on the market, which have different benefits. Which actuator to use is
dependent on the requirements of the stage. In the majority of literature, three different types are used, which
are the following:

1. Piezoelectric actuators: This kind of actuator is capable of making very fine and precise movements and
is therefore used in very high precision stages. The stroke of a piezoelectric actuator is very limited and
therefore only used if only a very short range is required. However, it can be stacked on a platform that
is driven by another actuator.
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Figure B.1: Stacked motion stage vs plane motion stage[40]

2. Voice coil motors(VCM): Voice coil motors are work with the lorenz principle and work in 1 degree of

freedom. Reversing polarity is used to change the motion direction avoiding commutation, whcih more
simplicity and reliability. Other performance advantages are their high bandwidth and easy control.
The main drawback is the relative limited stroke and resolution.[39] Commercial solutions are available
up to 100mm, but with increased sizes in diameter and length, and poor performance. In [26] voice
coil motors are integrated in a stacked configuration of VCM and linear guides, which concludes in
micrometer errors.

. Linear motors: Most used applied solutions are brushless DC motors. These linear motors are the com-

bination of a coil and a permanent magnet assembly, with the peculiarity of the parallel and flat struc-
ture between both non-contact parts. They provide high forces and high speeds with a compact design.
Less number of elements, no mechanical wear and simple maintenance are also advantages. These ac-
tuators are also characterized by low stiffness, vibrations and velocity ripples, because of the control
commutations.The precision along the motion is achieved by the integration of a guiding system and
positioning feedback devices. Two are the configurations that lead the 1D-displacement: linear bear-
ings and the own architecture of the actuator. Linear bearings, such as traditional lead screws and linear
rails, introduce the disadvantages of backlash, lack of stiffness, friction, vibrations, and maintenance.

. Homemade Actuators Homemade actuators can be made based on the linear motor principle, where

the geometric placement of the coils and the magnets can produce forces in multiple directions. With
position feedback a plane stage stucture can be used, instead of a stacked stage with linear axis. As
already said, the planar configuration can minimize geometrical errors, improve dynamics and stability
and facilitate control tasks.

B.3. Bearing

To reduce the friction between the moving platform and the structural frame some kind of bearing is required.
At the same time it should restrict the movement in the undesired degrees of freedom. The following types of
bearing are the most common.

1. Roller bearings: Although widely available, the presence of friction between mechanical parts results in

wear, lower accuracy, lower repeatability and the need for a lubricant.

2. Teflon bearing: Teflon contacts would be the easiest solution. This type of bearing introduces stick-slip

behavior however [35], which is difficult to control.
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3. Hydrostatic bearings: Hydrostatic bearings are known for their low stick-slip and are based on a fluid
such as oil, water or air.There are different ways to achieve an hydrostatic bearing.

(@)

Magnetic levitation: This kind of levitation is based on the creation of magnetic fields to generate
opposite forces to the gravitational effect. This type of stage makes use of an Halbach array where
at some points in space the magnetic field is perpendicular to the moving platform to produce the
required translational movement, and at other points the magnetic field is parallel to the platform
to produce the levitation force [24] (see Figure B.2).

(b) Air bearing levitation: Alternatively, positioning stages can successfully integrate air bearings. An

(©

air flow through a porous surface of the bearing provides relative motion between the main sta-
tionary base and the positioning table. Air bearings are limited by airflow stability and bearing
surfaces quality, which increases manufacturing costs.

Ferro fluid bearing: Several research projects in the topic of ferrofluid bearings have been con-
ducted in recent years in TUDelft’s MSD research group, by Simon van Veen[43], Max Café[19] and
Stefan Lampaert[29]. Ferrofluid consists of nanometre-size ferromagnetic particles suspended in
a liquid carrier, usually oil. Ferrofluid brought into contact with a permanent magnet, collects at
the corners of that magnet, the locations of highest magnetic field intensity. The ferrofluid can be
used to seal a pocket of air. This pocket of air acts as a load carrier.
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Figure B.2: Magnetic levitation, with the use of a Halbach array[24]
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B.4. Sensor Concepts

B.4.1. Laser Interferometer

Laser interferometers are widely used for the measurement of small displacements. A light beam is split
into two different light beams, a reference beam and a sample beam, that travel different optical paths. The
reference beam travels to a mirror with a fixed path length, while the sample beam travels to an object that
has a reflective surface after which both beams travel to a detector (Figure B.3). The resulting interference
fringes give information about the difference in the optical path length. [7]

mirror

half-silverad
coherent mirror
light source
rirrar
detector

Figure B.3: The laser interferometer concept. The difference in path length between a reference beam and a beam hitting a mirror on
the object to be measured leads to interference, from which the incremental distance can be obtained.[7]

Advantages:

¢ Extremely high resolution<lnm
Disadvantages:

¢ Expensive

* Susceptible to misalignment of the reflective surface, which makes them a bad choice for stages that
rotate.

¢ susceptible to variation in refractive index of the medium (air), which leads to a loss of performance
over long distances.

¢ Incremental encoder.

B.4.2. Linear Encoders

A linear encoder is a sensor, transducer or read-head paired with a scale that encodes position. The sensor
reads the scale in order to convert the encoded position into an analog or digital signal, which can then be de-
coded into position. Linear encoders are transducers that exploit many different physical properties in order
to encode position. There are optical, magnetic, capacitive, inductive and eddy current linear encoders[1].
Optical encoders have the highest resolution, but are more susceptible to contamination and are generally
more expensive than the other ones. Optical linear encoders can be subdivided into different categories that
use a different type of encoding. There are incremental and absolute optical encoders. Incremental optical
encoders often use the moiré effect to amplify very small movements. The Moiré effect occurs when two
patterns with parallel lines that have a slightly different spatial frequency are superposed. This gives rise to a
pattern with a different spatial frequency as shown in Figure B.4. The patterns can be obtained using diffrac-
tion gratings [9] or by making smart use of the pixel grid of a CCD camera and a printed pattern [20] [45] [25].
Absolute linear encoders use a pattern that is unique in every position[21][30]{31][10]. Instead of lines that
are equally spaced, it uses a coded pattern such as a barcode or QR code.
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Figure B.4: The Moiré effect. Two gratings with a slightly different spacial frequency lead to a third pattern with a different spacial
frequency.[5]

Advantages:
* High resolution possible (1nm)[42][9]
* Large ranges possible
Disadvantages:
e 1 DOF
¢ Stacked stages are required to get multiple DOF

¢ The distance between the read head and the scale is often very important, which requires some kind of
guiding system that keeps the required distance constant.

* Susceptible to contamination

B.4.3. Optical image recognition

Optical image recognition sensors use images taken by a camera. Optical image recognition sensors are ca-
pable of multi-DOF position measurement. Incremental image recognition sensors take multiple images and
determine the movement by comparing successive images. Examples are the optical mouse sensor [35] and
the image correlation sensor [2]. An absolute image recognition position sensor has been developed in [41].
The sensor uses an algorithm that can determine the position in 6 DOF, based on images of a raster of QR
codes. Based on the QR codes in the image and the orientation the absolute position can be determined,
illustrated in Figure B.5.

Sensor: RGB colour image
)
Grey-scale image
1
Least squares line fit: rotation 6
1
Relative position: Az & Ay
)

Marker recognition: z & y absolute position

x l?/

Figure B.5: The optical image recognition concept[41]

0




54 B. Literature study into state-of-the-art precision positioning systems

Advantages:
* Very low cost
e Multi-DOF
 Large ranges possible without loss of performance
» Also work with rotations
Disadvantages
e Fairly new in stages and therefore underdeveloped.
¢ Performance not comparable to other sensor techniques.
B.4.4. Position Sensitive Device PSD
The PSD sensor uses a light sensitive surface to determine the x/y position of the centroid of a light spot. The
PSD sensor is used in multiple sensor concepts. It can be used as an incremental 2D surface grid encoder

[44]. In this concept a light beam is reflected of a sinusoidal machined surface grid (Figure B.6). The angle of

reflection changes when the surface moves relative to the light beam and will therefore change the position
of the light spot on the PSD.

An absolute 3 DOF sensor concept has been developed in [22]. Three different LEDs are switched on
in a successive order, so that only 1 LED is on at a time. The x/y translation and rotation around z can be
determined based on the measured position of the different light spots, illustrated in Figure B.7.

Two-axis slope sensor

Light beam
P(x.y)

Y

X
z
ped

gy

Hx
Hy

Two-axis sinusoidal grid

Figure B.6: The 2D surface grid encoder [44]
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Figure B.7: A 3DOF absolute position sensor concept[22]

B.4.5. Capacitive Proximity Sensor

Capacitive sensing is a technology based on capacitive coupling. Changing the airgap between the measure-
ment probe and another surface changes the capacitance, which is measured by the probe??. A capacitive
sensor is used in [19] to determine the pitch, roll and z-translation of a stage. Capacitive sensors have a res-
olution comparable to laser interferometers, while being relatively cheap. However, capacitive sensors only
work well for very small displacements.
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Figure B.8: The capacitive proximity sensor concept.[11]

B.4.6. Current Tunneling Sensor

A current tunneling sensor is proposed in [28] as a cheaper and faster alternative to capacitive sensors. The
distance of small air gap between 2 conductors determines the current that will flow, when a voltage is ap-
plied. This concept works only for very small distances and is susceptible to contamination.

B.5. Low-cost controllers

Micro-controllers are used for data processing and control. It is the part of the system where the control
algorithm is implemented. Micro-controllers can be divided into sub categories based on their use of an op-
erating system. The most popular low-cost micro-controller brand with an operating system is the Raspberry
Pi and the most popular brand without an operating system is the Arduino. Due to a lack of experience with
micro-controllers at the start of this project, these are the only micro-controllers that are considered, because
of their large community. Both controllers have their benefits.
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B.5.1. Raspberry Pi

A Raspberry Piis a general-purpose computer with a 1.4GHz 64-bit quad-core processor, usually with a Linux
operating system, and the ability to run multiple programs. However, it does not have a real-time clock.
Moreover, current Linux kernels don’t support real time and standard Linux installations generate lots of
overhead. The RPi can therefore not generate deterministic pulses to control DC motors and the program
processing time is also inconsistent.[12]

B.5.2. Arduino

An Arduino is a simple computer that can run one program at a time, over and over again. It does have
real time capabilities and doesn’t have an operating system. Processing and pulse generation is therefore
very deterministic and can be used to control DC motors, contrary to the RPi. The Arduino programming
language is based on C/C++, which is one of the fastest languages around. The Arduino does have a much
lower clock frequency however, with only 84 MHz for their fastest model, the Arduino Due. Another advantage
of the Arduino Due is the large amount of GPIO pins, which is required to control all the components in the
stage.



Overview of the mechanical structure and
the sensor concept

[22] In this appendix the overall design will be discussed. The choice has been made to not put the focus
of my research on redesigning the stage developed by Haris Habib and his mechanical design and sensor
concept will be used in my project with very little changes. An overview of his design will be summarize in
this appendix, where a lot of the important parts for my project are just copied from Haris’ original thesis[22].
For a more in-depth analysis of the stage, the reader is should consult the original document.

C.1. Mechanical Design

The complete mechanical design including all components is shown in Figure C.1. The essential components
are the mover, which include both the magnets and the LED’s, the actuator coils and the PSD, which will all
be discussed separately in the following subsections.

C.1.1. Mover
The mover is illustrated in Figure C.2. The mover consists of two alternating magnetic rings, two iron plates
to guide the magnetic field and 3 LED’s that are part of the sensor system.

The magnetic rings form a magnetic field through the coils located in the stationary part of the stage.
Driving current through the coils, can then be used to create a Lorentz force between the mover and the static
coils, which is used to actuate the stage. Iron plates are attached to the magnetic rings with the purpose of
guiding the magnetic field. The actuator concept is illustrated in Figure C.3.
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Figure C.1: Visualization of the demonstrator stage showing the mover, actuator coils, PSD and laser-cut (support) structures.
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Figure C.2: Complete overview of the mover containing two metal plates, two ring-shaped magnet arrays, an aluminum flange and a
LED holder containing three LEDs.
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Figure C.3: (a) Lorenz Actuator concept, using iron plates to guide the magnetic field. (b) Schematic visualization of the forces produced
by the actuator.
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C.1.2. Ferrofluid bearings
To reduce the friction between the moving platform and the structural frame some kind of bearing is required.
At the same time, it should restrict the movement in the undesired degrees of freedom. Ferrofluid bearings
are used, because of the absence of stick-slip behavior, which allows for very precise positioning.

The concept of ferrofluid as explained in Haris’ thesis:

"Ferrofluids consist of a carrier fluid, nanoscale ferromagnetic particles and a coating on each particle which
prevents agglomeration (Figure C.4a). Ferrofluids move to the region with the highest magnetic flux. For per-
manent magnets this is around the edges of the magnet. When ferrofluids are applied to a permanent magnet
it clusters around the edges. The magnetic forces build up a pressure in the fluid. Figure C.4b shows how this
looks for a single magnet. The pressure created in the fluid is able to carry the load. The fluid pressure is directly
related to the load it can carry.

Translational ferrofluid bearings can be divided into two main categories: the first one being bearings that
only use the flotation effect and secondly bearings that employ the ferrofluid as a seal for a pressurized volume
which bears the load. Both categories utilize the great advantage of ferrofluid bearings, namely that there is no
direct contact between the moving parts. This results in almost no static friction and stick-slip. However, the
viscous friction can be large depending on the fluid viscosity."

When Haris designed his stage, understanding of ferrofluid bearings was fairly limited. Therefore, it is not
mentioned that the use of two magnetic rings, with opposing polarity, distributes the magnetic flux much
more uniformly. The fluid won'’t cluster at the edges as much, but spreads over the entire magnet. Therefore,
the bearing primarily uses the flotation effect. For future designs it has to be kept in mind that there is a trade-
off to be made. The advantage of having two magnet rings is an increased actuator force and a force acting
on both the top and bottom side, resulting in a moment cancellation when the stage is moved. However, the
total contact area of the ferrofluid is increased, increasing the damping of the bearing.

magnetic paticle

surfactant

Air-pocket

(@) (b) (c)

Figure C.4: (a) Schematic view of the coated magnetic ferrofluid particles [14]. (b) Schematic representation of the pressure built-up ina
ferrofluid volume around the magnet edge. (c) Ring-shaped magnet array containing ferrofluid. In total there are 8 air-pockets that are
sealed by ferrofluid.[36]
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C.2. Sensor Concept

The three LED’s in the lower part of the mover together with the Position Sensitive Detector (PSD) form the
sensor system. The PSD consists of a uniform resistive layer on both surfaces of a semiconductor substrate.
When a light beam is projected, a photopotential is produced proportional to the location of the centroid of
the light spot. The position signal is extracted via pairs of electrodes on the ends of the resistive layers. This
phenomenon is called the lateral photo effect (LPE). In Figure C.5a a picture of the PSD sensor is shown. The
sensor concept is illustrated in Figure C.5b. First the middle LED is used to get the x/y coordinates of the
mover. Then one of the side LEDs is used to determine the rotation of the stage. Only one LED can be on at
the same time and the LEDs will be put on successively. The x/y coordinates of the centroid of a light spot
can be calculated with Equations C.1 and C.2.

Va+Ve |
gz A7k ° (C.1)
Vxl_VxZ 2
Vii+ Ve |1
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Figure C.5: (a) A duolateral two-dimensional PSD used in the final design, model: SiTek 2L10_SU65_SPCO01. (b) Sensor concept for
obtaining x/y/¢,



Derivation of the minimum number of bits

The propagation of the quantization error to the measured position depends on how the position is calculated
from the sensor signals. The PSD sensor workings are explained in depth in APPENDIX A and shows that the
position can be calculated with the following equation:

I Ugi
XUagiff, Usum) = 5 * —4r

(D.1)
2 Usum

, where x represents the position, ! the width of the sensor and Uy and Usym the measured sensor
signals. The possible measured positions range from —% to %, which are the boundaries of the sensor and are
obtained whenUy; rr = —Usym and Uy fr = Usym respectively. The possible values for Uy; ¢ ranges therefore
from —Ugy, to Ugyy. Ideally this range spans over the full 3.3V range of the Arduino ADC and the sensor
signals should be amplified, so that Ugy,,, = 1.65V.

How the calculated position changes with respect to changes in the measured signals requires partial dif-
ferentiation. The change Ax, as the result of a change AUy; sy is obtained by partial differentiation of x to
Ui rr multiplied by the change AUy; r¢. The change Ax, as the result of a change AUy, is obtained by par-
tial differentiation of x to Usum multiplied by the change AUs,;,. Adding both gives the relation between
the change in x, due to changes in the measured potentials. This shown in Equation D.2 and worked out in
Equation D.3.

xX= dx AUgirs+ dx AU, (D.2)
= dUdiff dif f dUsum sum .
l 1 1 Uz
AXmax = = * * AUgifr— - * Lzlff (D.3)
sum 2 Usum

Substitution of [ = 1cm, Uy, = 1.65V and the maximum quantization error of % for Ui rr and Usym in

Equation D.3 results in:
le-2 Isb 1 1.65

* — (—— +
2 2 '1.65 1.652

This shows that the measured position error depends on the resolution of the ADC and Uy; s r. The maxi-
mum error is obtained when Uy; rr = —1.65V, which means that the center of the lightspot is on the negative
boundary. Substitution gives:

AXmax = ) (D.4)

-2 1 1.65
*[sh* (——
1.65 1.652

Assuming an ideal positioning system with a complementary sensitivity function with the value 1 across
the whole frequency range, results in a position error and measurement error of equal magnitude. The num-
ber of required bits can now be estimated, when all other errors and disturbances are neglected. The maxi-
mum value of the least significant bit of 66.7uV is calculated with substitution of Axmax = 200nm in Equa-
tion D.5. The Isb and number of bits are related with:

AXmax = )=3e—3x*lsb (D.5)
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_ fullvoltagerange
= o

, where the full voltage range is the Arduino analog input range of 3.3V and n is the number of bits. this
results in a minimum number of 50,000 output words or n=16 bits.

Isb (D.6)




Ferrofluid Damping Coefficients

This Appendix is a copy of Appendix B in Len van Moorsels thesis [41], but modified for the parameters of
Haris’ Stage([22].

E.1. Translation
The translational damping coefficient c of a ferrofluid bearing can be calculated according to [29]:

Abeart’ng

¢ = 1y 228 (E.1)
hbeuring

where 7, is dependent on the velocity profile of the fluid and is approximately 4 in case of trail formation. 7,
is the ferrofluid viscosity, hpearing is the fly height of the bearing and Apeqring the total contact area of the
bearing:

D —-D;

Apearing =2 * Weerrofiuid M (Douter + Dinner) + MW) (E.2)
where Wrerrofiuia i the width of each ferrofluid line segment, Dyyrer and Dipper are the outer and inner
diameter of the magnet ring and m is the number of poles and the 2, because the stage has 2 layers of
magnets.With, 1, = 4, 13, = 0.25Pas, m=8, Dyyter = 43mm, Dipner = 29mm, and assuming a fly height of
Rpearing = 100pm and a ferrofluid line thickness of wyerrofiuia = 3mm, a damping of ¢ = 17Ns/m is ob-
tained.

E.2. Rotation
The torque T needed to overcome rotational damping can be calculated according to [29]:
T= ff rridrdg = ff nﬂrzdrdgb = 17z ff redrdg = 1721 = rlr’?bzf (E.3)
S s h hJ Js h h

where [ [ is the surface integral, defined by the radius r and the angle ¢, w is the angular velocity of the
bearing and ] the polar moment of inertia of the ferrofluid contact. The rotational damping coefficient C;,;
can thus be calculated with: ;

T
Cror = w = nrnbﬁ (E.4)
For a mover with m magnet poles, the polar moment of inertia consists of three terms:

J=Jinner + M= Jijine + Jouter (E.5)

where Jinner, Jiine» Jouter correspond to the inner ring, the m line segments and the outer ring of the bearing.
Special care must be taken to decide which 7, is used for what part of the polar moment of inertia. When
the disk rotates around its centre, the ferrofluid at the inner and outer ring has a triangular velocity profile,
corresponding to 1, = 4. This gives the following rotational damping coefficient:

Crot = T]_hh(]inner+m*4]line+]outer) (E.6)
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Rings The polar moment of inertia of the inner and outer rings can be calculated with:
7
Jring = Z(rg‘ - (E.7)
This gives: Jinner = 2.90 * 1078m* and Jyy ey = 9.41 * 10~ 8m*.

Line segments To calculate the polar moment of inertia of the lines, the perpendicular axis theorem is used.
It relates J, to the area moments of inertia about the other two mutually perpendicular axes: I and I,.
Je=1y+1y

((Fouter = ri"”er)w?‘errofluid
I = = (E.8)

for the long axis of each line segment and

.3 3
_ Weerroftuid(Touter) ~ Tinner

I, =
Y 3

(E.9)

for the short axis of each line segment. Assuming Wyerrofiuia = 3Mmm gives a polar moment of inertia of each
line segment of J;;,. = 6.90 * 10~9m*. Assuming a bearing fly height of 100um, a total rotational coefficient
Cro; 0f1.7% 103N msrad™! is obtained.



Quantization Noise Theory[33]

In this appendix the increase of A/D converter performance will be discussed. First the theory behind the
relation between the signal to noise ratio (SNR) and the amount of bits will be explained and how increasing
the signal to noise ratio therefore increases the effective amount of bits. Then it will be showed how you can
increase the SNR (or bits) with oversampling followed by the process of decimation.

E1. Quantization error and noise

First we have to explain how the amount of bits of an ADC is related to the Signal to noise ratio, which is
explained by the effects of having finite fixed-point binary word length. Using finite word lengths prevents
us from representing values with infinite precision. Commercial ADC'’s are categorized by their output word
lengths, which are normally in the range from 8 to 16 bits, and for the Arduino Due, the maximum number of
bits is 12. The least significant bit (Isb) would represent:

_ fullvoltagerange 3.3V

Isb
21 212

0.8mV (E1)

This means that we can represent continuous voltages perfectly as long as they are integral multiples of
0.8mV. Any other input value will result in an output word that is a best estimate digital data value. The in-
accuracies in this process are quantization errors. For an ideal A/D converter, this error is a round-off error
which is never greater than J_r%l sb. This is shown in Figure E1, where Figure E1(a) shows the signal, where
the dots x(n) represent the samples of the signal and Figure E1(b) show the quantization errors.

While Figure E1(b) shows the noise in the time domain, we can also illustrate this noise in the frequency
domain. Which is shown in Figure E2. In Figure E2(a) we see a perfect sine wave and the resulting samples.
Notice how the dots are only integral values, which give a stair-step effect, oscillating above and below the
unquantized signal. In (b) we see the discrete Fourier transform of the signal, where the values are not forced
to take integer values, which with a single sine wave, results as expected in a single nonzero value in the
spectrum at the first harmonic. In (c) the DFT of the quantized sine wave is shown of the 4-bit quantized
sample, where quantization effects have induced noise components across the entire spectral band, with
about equal magnitude over its entire spectral range. Intuitively these additional bands make sense, because
we go from a perfect sinewave to a more ‘cornery’ sinewave, which indicate additional spectral components.

Another thing to notice in both fig 1b and 2c is that the error seems random, which it is. Even though the
quantization noise is random, we can still quantify its effects in a useful way. In the field of communications,
people often use the notion of output signal-to-noise ratio, or SNR=(signal power)/ (noise power), to judge the
usefulness of a process or device. We can do likewise to obtain an important expression for the output SNR of
an ideal ADC, SNRpc, accounting for finite word-length quantization effects. Because quantization noise
is random, we can'’t explicitly represent its power level, but we can use its statistical equivalent of variance to
define SNR 4pc measured in dB as:

o2
) = 10log,(—282el) (E2)
ADC

input signal variance

SNR =10lo
ADC §10 (ADC quantization noise variance
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Figure E1: Quantization errors[33]

A depiction of the likelihood of encountering any given quantization error value, called the probability
density function p(e) of the quantization error is shown in Figure E3.

It should be noted however, that this even distribution is only true if the rounding error in the samples is
uncorrelated. It can be easily shown that when a sinewave is sampled with exactly the same frequency as the
period of the sinewave, exactly the same error will occur in all samples. If this criterion is met however, and
the probability density function is as above, this simple rectangular function has much to tell us. It indicates
an equal chance for any error value between —%7 and % to occur. By definition, because probability density
functions have an area of unity, the amplitude of the p(e) density function must be the area divided by the

width, or p(e) = Ll]. From this the variance of our uniform p(e) is:

q/2 1 a2 2
2 2 2 q
O—A/Dnoise:f_qlze ple)de= Ef—q/Ze de= E (E3)

So now we have the Noise variance. To arrive at a general result for the SNR, lets express the input signal
in terms of root mean square(rms), the A/D converter’s peak voltage and a loading factor LF defined as:

_ rms of the input signal _ Osignai
Vp Vp
Which is the ratio of the amount of scale we use. This is relevant, because when a constant noise ampli-

tude is present, the lower the voltage of the signal, the harder it will be to distinguish it from the noise.
Squaring and rearranging gives:

LF (E4)

o? = (LF)? Vj (E5)

signal

Which gives an expression for the signal to noise ratio:

(LF)ZV,%
V2 /(3 % 22b)

=6.02* b=4.77+20log,,(LF) (E7)

SNRa/p = 1010g; ) =10 * log, [(LF)?(3 # 22Y)] (E6)
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Figure E2: Quantization noise effects: (a) input sinewave applied to a 64-point DFT; (b) theoretical DFT magnitude of high-precision
sinewave samples; (c) DFT magnitude of a sinewave quantized to four bits.
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Figure E3: Probability density function of A/D conversion roundoff error (noise).

This equation gives us the SNR of an ideal b-bit ADC in terms of the loading factor and number of bits.
Note that increasing the ADC by 1 bit is equal to increasing the SNR by 6dB. Something else to be noticed
is that when signals exceed a loading factor of 1 the ADC will clip and there is rapid SNR degradation. For
sinusoidal inputs, this means that the rms value must not be greater than V—Z, which is 3 dB below Vp. The

figure below plots different SNR values for different loading factors and different numbers of bits. A plot is
shown below for the Signal to noise ratios for different resolutions.
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Figure F4: SNR4,p of ideal A/D converters as a function of loading factor in dB.

A word of caution is appropriate here concerning our analysis of the ADC quantization errors. The deriva-
tions of equations are based upon three assumptions:

1. The cause of ADC quantization error is a stationary random process; That means that the performance
of the ADC does not change over time. Given the same continuous input voltage, we always expect an
ADC to provide exactly the same output binary code.

2. The probability density function of the A/D quantization error is uniform. We're assuming that the ADC
is ideal in its operation and all possible errors between -q/2 and q/2 are equally likely. An ADC having
stuck bits or missing output codes would violate this assumption. High quality ADC’s being driven by
continuous signals that cross many quantization levels will result in our desired uniform quantization
noise probability density function.

3. The ADC quantization errors are uncorrelated with the continuous input signal. If we were to digitize a
single continuous sinewave whose frequency was harmonically related to the ADC’s sample rate, we'd
end up sampling the same input voltage repeatedly and the quantization error sequence would not
be random. The quantization error would be predictable and repetitive, and our quantization noise
variance derivation would be invalid. In practice, complicated continuous signals such as music or
speech, with their rich spectral content avoid this problem. In positioning extra caution has to be taken
because ideally when the stage is being hold in the same position, a DC signal is obtained if perfectly
hold. The validity of this correlation criterion is therefore dependent on the amount of noise in the
signal. If not enough noise is present in the system, this can be added voluntarily. This process is called
dithering.

E.2. Reducing the ADC’s quantization noise

Now that the theory behind the relation between the number of bits and the quantization noise are out of the
way, the next step is to reduce the amount of quantization noise to increase the effective number of bits of the
ADC. To reduce the quantization noise in the ADC, two tricks are used to reduce the converter’s quantization
noise. Those schemes are called oversampling and dithering.

E.2.1. Oversampling
The process of oversampling to reduce A/D converter quantization noise is straightforward. The analog signal
is sampled at a sample rate fs, that is higher than the minimum rate needed to satisfy the Nyquist criterion
(twice the analog signal’s bandwidth), and then lowpass filter. The theory behind oversampling is based on
the assumption that an ADC'’s total quantization noise power (variance) is the converter’s least significant bit
(Isb) value over 12, or

, lsb?

total quantization noise power = “ = T (E8)
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Which has been derived before. The next assumptions are: The quantization noise values are truly ran-
dom, and in the frequency domain the quantization noise has a flat spectrum. A truly random error, an error
without any time correlation (basically a bunch of impulses), is white noise and has a flat spectrum in the
frequency domain (Fourier transform of impulses). This noise spectrum reaches far beyond the Nyquist fre-
quency, but because of aliasing, this will fold back onto the spectrum within the Nyquist frequency, resulting
in the full white noise power evenly distributed in the region of i% [ s(half the sampling frequency).

Next, we consider the notion of quantization noise power spectral density (PSD), a frequency-domain
characterization of quantization noise measured in noise power per hertz as shown in figure below. Thus, we
can consider the idea that quantization noise can be represented as a certain amount of power (watts) per unit
bandwidth. In discrete systems, the flat noise spectrum assumption results in the total quantization noise,

which is a fixed value based on the ADC’s Isb voltage, being distributed equally in the frequency domain, from

Lo+l

> 5 asindicated in the figure below.

APSD
PSD_..
Total
quantzation
noise power
| =
~f/2 0 fr2 Freq

Figure E5: Frequency-domain power spectral density of an ideal A/D converter.

The amplitude of this quantization noise PSD is the rectangle area (total quantization noise power) di-
vided by the rectangle width (fs) or

PSDyoise=———F= (E9)

Measured in watts/Hz. So how do we now reduce the noise? The first thing we can do is reduce the Isb value,
or increase the number of bits. This will certainly reduce the noise, because noise power will be reduced,
which is easily observed in the figure, because the area will decrease. This requires us to increase the bits of
the ADC however, which is an expensive solution. Extra converter bits cost money.

The other way we can decrease the amount of quantization noise is by considering the denominator. By
increasing the sampling frequency, the total quantization noise will be spread over a larger frequency range.
This in itself will not reduce the quantization noise, it will only spread it out over a larger frequency range,
shown in figure 6(b). However, when we spread the quantization noise over a frequency range that reaches
beyond the range of the signal of interest, we can lowpass filter the signal in such a way that the signal of
interest is not affected, and noise in the frequency range beyond the range of interest will be attenuated.
Thereby reducing the total quantization noise. After filtering, the digital signal can be downsampled back
to twice the Nyquist frequency. In this process it’s important that the downsampled signal uses more bits
to represent the samples, otherwise another quantization error will be introduced, which negates the whole
process. The techniques of low pass filtering and downsampling combined is called decimation.

Increasing the sampling frequency by a factor of 2 will reduce the quantization noise power by half, which
equals -3db. As shown previously, increasing an ADC by 1 bit, will reduce the noise by 6db, which means that
increasing the effective amount of bits, by oversampling, requires us to oversample by a factor of 4, which
results in the formula:

fos=4Y = fs (F10)

Where w is the increase in effective bits and fs is the sampling frequency. Another advantage of increasing
the sampling frequency is that an analog anti-aliasing filter with a lower performance can be used, because
the Nyquist frequency is increased. Because of this the filtering is shifted to the digital domain.
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Figure E6: Oversampling example: (a) noise PSD atan f ,;4 samples rate; (b) noise PSD at the higher fs,new samples rate; (c) processing
steps.

E3. Dithering

Another technique used to minimize the effects of ADC quantization noise, is the process of adding noise to
our signal prior to the A/D conversion. This scheme, which doesn't seem at all like a good idea, can indeed
be useful and is easily illustrated with an example. Consider digitizing the low-level analog sinusoid shown

in the figure below, whose peak voltage just exceeds a single ADC'’s least significant bit voltage level, yielding
the converter output samples in figure b.

1isb Analog input
to conventer
0.51sb
0

Time
0.5 Isb
-1 Isb
x.(n)
1isb EEEEEEEEEEE Converter SEssssEEEE
I output code | |
0.518D bttt fodtobedndaion
Omm tssEm mms Cr e =
Time
Y Y T a8 A B a8
SEEsEESEEEE
1isb Converter
quantization error
0.5Isb . .. . -. .- .
- ki | . -
ll.l. - M o 1 I LT p 4.'1_"“«
- ']
-0.51sb L] .
-1Isb

Figure E7: Dithering: (a) a low-level analog signal; (b) the A/D converter output sequence; (c) the quantization error in the converter’s
output.
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The output sequence is clipped. This generates all sorts of spectral harmonics. Another way to explain the
spectral harmonics is to recognize the periodicity of the quantization noise. Because the quantization noise
is highly correlated with our input sinewave (the quantization noise has the same time period as the input
sinewave), the quantization noise is not equally distributed and the noise level of certain harmonics will be
higher. Dithering is the technique where random noise is added to the analog signal, this technique results in
a noisy analog signal that crosses additional converter Isb boundaries and yields a quantization noise that’s
much more random. Dithering forces the quantization noise to lose its coherence with the original input
signal. Even though the noise floor is increased by adding extra noise, the SNR is increased in the cases of:

¢ low-amplitude analog signals
* Highly periodic analog signals
¢ Slowly varying (including DC) analog signals

The effect of dithering is shown in the figure below: In standard implentations the random wideband

AlX (m)l AlX(m)
Signal of SI\TR ?
-10 + ~interest | -10 4
& v SNR,
-20 201

-30 A ; -30
N e '” "__‘
IReiease" 4o

= f . *

0 Freq 0 Freq

Figure E8: Spectra of a low-level discrete sinusoid: (a) with no dithering; (b) with dithering.

analog noise used in this process, provided by a noise diode or noise generator IC, the rms level is equivalent
to 1/3 to 1lsb.






Disturbances

G.1. Floor vibrations
G.1.1. Amplitude

The analysis of the floor vibrations is based on an extensive study done in [38]. The study is summarized in
Figure G.1, which contain the measured quasi-steady floor vibrations at various manufacturing plants in the
former Soviet Union (broken lines) in the 1960’s and recent measurements in the U.S(dots). From the data

an approximation can be made for general quasi-steady floor vibrations in manufacturing plants, which is
drawn with the solid line.
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Figure G.1: Schematic of a simplified precision system without control.
The solid line has the shape of a lowpass filter with slope -3, with a cut-off frequency at 20Hz. Therefore,

the magnitude of the vibrations can be approximated with the transfer function of a 3rd order Butterworth
lowpass filter. The normalized transfer function of a 3rd order Butterworth low pass filter is:

1
Butt th = G.1
utterworthsras) = (o @ o) (6D
With a cut-off frequency of w = 407 rad/s and an amplitude of 1um, this gives the transfer function:
le—6
Nxfioor(8) = B T 2 p (G.2)
(m"‘l)(m +m+1)
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Plotting this in MATLAB gives the proper magnitude plot, shown in figure G.2.

106 Disturbance estimation

Amplitude(m)
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Figure G.2: Floor vibration amplitude estimation with 3rd order low pass filter.

From this we can easily calculate the power spectral density, which is the Amplitude squared, shown
in fig G.3. Power refers to the fact that the magnitude of the PSD is the mean-square value of the signal
being analyzed. It does not refer to the physical quantity power (as in watts or horsepower). But since power
is proportional to the mean-square value of some quantity (such as the square of current or voltage in an
electrical circuit), the mean-square value of any quantity has become known as the power of that quantity.

2
2 le—6
PSD = |Nxf100r (8)]” = | — —— (G.3)
(m‘i‘l)(m +m+1)

Disturbance estimation

107"
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Figure G.3: Power spectral density of the floor vibrations.
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Integrating the PSD over all frequencies gives the total power of the vibrations, which for a zero mean
signal is the same as its variance.

Variance=o” = [E{|Nxfloor(t) _le} = {lefloor(t)|2} = HNxfloor(S)|2}
inf
=f |Nxf1o0r(8)|°df =5%10710m? (G.4)
0

When the probability density function of the amplitude is assumed to be normally distributed, the prob-
ability of an error occurring within a certain range is easily deducted. The standard deviation is simply the
root of the variance.

o=Vvariance =23um (G.5)

Using the “68-95-99.7” rule[13], this means a probability of 95% that the amplitude of the floor vibrations
is smaller than 46pum and a probability of 99.7% that the amplitude is smaller than 69um.

G.1.2. Acceleration

This means that Control is required for disturbance rejection to get the required 1 um. To get an estimate
of what control bandwidth is required, we have to define the noise in accelerations. The accelerations can
be obtained by differentiating the position twice. The is very easy to do in the la Place domain, because
differentiating in the time domain is the same as dividing by s in the la Place domain. Dividing twice gives
the following transfer function for the acceleration of the noise:

N s) 1 le—6 G.6)
l =2 ’
afloort™ = 2 (o + DG+ g + 1)
With the PSD: 5
2 1 le—6
PSD:lNafloor(S)i = 8_2 S (=2 S 1 (G.7)
(m‘f' )(m T )
Variance: inf
1mns
azzfo |Nafioor (5)|[°df =3.68¢—4m?/s’ (G.8)

Which gives a 20 of about 38mm/s? and 30 = 58mm/s?.

G.2. PWM Amplifier disturbances for acting as a voltage source

Using PWM and an H-bridge instead of a linear current amplifier leads to extra harmonic content at the
fundamental frequency of the pulse wave and at its harmonics as explained in chapter 4. Other than the extra
frequency content of the pulse, an PWM based amplifier also acts as a voltage source instead of a current
source. In simple terms this means that there is no current feedback and that changes in current due to
changes in the circuit because of a temperature change and induced voltages are not compensated for. To
see how much of a problem this is we have to look at the process disturbance transfer function, which is

described by:

y G
d 1+GC
, which depends on the transfer function of the plant and the transfer function of the controller. The transfer

function of the plant is derived in Equation 4.2, leading to:

(2.9)

Haris used the following tamed PID control parameters for the 90Hz original stage[22]: K, = 7.25-10%, K; =
4.35-10°, K4 = 38.5 and Ty =5.36-10* leading to a control transfer funtion of:

38.5s 4.35-10°

KdS Kl' 3
— =7.25-10"+ +
(5.36s+1) s

—+
(Tf5+1) S

Cl)=K,+ (G.9)

Substitution of C and G in the process disturbance function gives the transfer function illustrated in Fig-
ure G.4. The attenuation is depends on the frequency leading to a minimum attenuation of £1-10~*mV~1.



76 G. Disturbances
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Figure G.4: Process disturbance transfer function.

G.2.1. Induced voltage due to movement of the stage

The two alternating magnetic rings of the mover lead to an alternating magnetic field. When the mover moves
relative to the coils, the movement also leads to an alternating flux through the coils, which induces a voltage
following faraday’s law:

d¢ d¢ dx d¢
Vinduced = _E = _aa = _av

, where v is the velocity. To get an estimate about the induced voltage, we have to estimate the change in
magnetic flux enclosed by the coil. To estimate the change in magnetic flux, the problem is simplified so that
the surface enclosed by the coil is square and the width of a part of the magnet that has similar polarity is
equal to the length of the side of the square, with a side lenght [.,;;. This is illustrated in Figure G.5.

—
Zh L]

I—coiI

(G.10)

Figure G.5: Schematic of the Lorenz actuator, showing the magnetic field through the coils.
The magnetic field enclosed by the coil can then be calculated with:

Penclosed = nBl(%oil (G.11)

, with n the number of coil winding and B the magnetic field strength. If the magnet would move a length ex-
actly equal to /,;;, the magnetic flux through the coil would be of equal magnitude but in opposite direction,
illustrated in Figure G.6. The result can be substituted into Faraday’s law:

dp _ 2nBI,;,
Vinduced:_avz l—.lvzanlcoilV (G.12)
coi
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For vyax = 1mm/s, B=0.5T, l.4;; = 1cm and n = 50, which are realistic values based on the geometry and
the performance of the original stage designed by Haris Habib[22], Faraday’s law gives an induced voltage of
Vinducea = 5-1074V. Using the worst case scenario transfer function value of 10~ this leads to a position
error of 50nm. Although 50nm is a considerable amount when aiming for 200nm precision, it is based on the
maximum speed of the stage, which is in general not a problem when the stage is hold in the same position.
It does have to be taken into account when precision is required for a moving reference.

nBL%oil l @

2
_nBLcoil

Figure G.6: The magnetic flux enclosed by the actuator.

G.2.2. The effect of a coil temperature change

Haris’ included a coil temperature plot, which is shown in Figure G.7. From this figure we can approximate
a slope of %—{ = % = 1.4°Cs™! for 0.8A. The resistance of copper changes about 0.4% for each °C[17]. The
frequency response of the process disturbance transfer function is worst at 15Hz. If the coil is switched on
and off with a frequency of 15Hz, so a period of %s, the coil is on half the time, so %s. In this time the coil
heats ~ % -1.4°C, leading to a resistance change of AR = % -1.4-0.004Q. However, this is peak to peak and
should be divided by 2 to get the amplitude. The resistance of the coil is measured to be around 2.8Q.This
leads to an equivalent voltage change of:

11
AV = %5-1.4~0.004~2.8-0.8:2-10_4V (G.13)

With a transfer function of 10~ at 15Hz in Figure G.4, this leads to a position error amplitude of 2-107% =
20nm. Considering that a very bad scenario is used, this can most likely be neglected. Also a new copper
plate is added in the new stage to reduce the coil temperature, which should also reduce this problem.
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Figure G.7: The temperature of the coils over time for different currents driven through the coils.
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Figure H.1: Schematic of the sensor output signal processing circuit
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Control Algorithm Code

This Appendix contains the implementation of the Arduino code. All the required code to control the stage is
added.
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