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ABSTRACT: History-matching of core-flood experimental data
through numerical modeling is a powerful tool to get insight into
the relevant physical parameters and mechanisms that control fluid
flow in enhanced oil recovery processes. We conducted a
mechanistic numerical simulation study aiming at modeling
previously performed water-alternating-gas and foam-assisted
chemical flooding core-flood experiments. For each experiment, a
one-dimensional model was built. The obtained computed
tomography scan data was used to assign varying porosity, and
permeability, values to each grid block. The main goal of this study
was to history-match measured phase saturation profiles along the
core length, pressure drops, produced phase cuts, and the oil
recovery history for each of the experiments conducted. The results
show that, to obtain a good match for the water-alternating-gas experiment, gas relative permeability needs to be reduced as a
function of injection time due to gas trapping. The surfactant phase behavior, for the aid of foam-assisted chemical flooding, was
successfully simulated and its robustness was verified by effectively applying the same phase behavior model to the two different
salinity conditions studied. It resulted in the oil mobilization, through the injection of a surfactant slug, being properly modeled. The
mechanistic simulation of foam using the steady-state foam model built in UTCHEM proved inadequate for the mechanistic
modeling of a foam drive in the presence of oil. An alternative heuristic approach was adopted to overcome this limitation.

1. INTRODUCTION
One of the major concerns regarding the energy supply and
consumption in today’s world is that the global oil demand will
outrun the world’s oil production in the near future as oil
demand continues to remain high while oil production from
many giant, mature, oil fields is declining.1 In addition to the
expectation that the likelihood of discovering new, large, oil
fields is minimal, this emphasizes the significance of developing
novel techniques that can enhance oil production from mature
oil fields: enhanced oil recovery (EOR) methods.
Gas injection is a commonly used EOR technique. One of the

major drawbacks related to gas flooding is the unfavorable
mobility ratio between the injected gas and the displaced fluids.
It might result in viscous instabilities that yield viscous fingering,
gas channeling in high-permeability streaks, and gravity
segregation, all leading to an early breakthrough of gas.2−6

To overcome the aforementioned deficiencies related to
continuous gas injection, one might inject the gas phase in slugs
alternated by slugs of water, i.e., water-alternating-gas (WAG)
flooding.7−9 Nevertheless, gravity segregation may also occur
during WAG injection, resulting once again in an early
breakthrough of the gas phase.6

An alternative method for improving gas sweep efficiency,
thus delaying its breakthrough time, is foaming of the gas. Foam
is able to reduce gas mobility greatly by trapping the gas in

separate gas bubbles within a continuous aqueous phase.10−15

Foam stability is primarily a function of the thickness of thin
liquid films, i.e., lamellae, that separate the gas bubbles within the
foam texture.5,16,17 The lamellae are stabilized by selected
surfactants that are present in the liquid phase.
Aside from a favorable sweep efficiency, i.e., volume fraction

of the reservoir that is contacted by the injectants, a promising
displacement efficiency, i.e., fraction of oil mobilized in the
swept region, is required as well to perform a successful chemical
EOR project. This might be achieved by adding carefully
formulated surfactants to the aqueous phase prior to injection.
The surfactants induce mobilization of residual oil trapped by
capillary forces after waterflooding.18−21 They do so by
effectively reducing the oil−water (o/w) interfacial tension
(IFT) by multiple orders of magnitude. The latter yields a
drastic increase in capillary number. The extent to which a
constant surfactant concentration, at a fixed pH, can lower the
o/w IFT of a specific oil−water−surfactant system is essentially
controlled by the salinity of the water phase.16,22,23 At under-
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optimum salinity conditions, an oil-in-water microemulsion
(ME) coexists with excess oil (type II− system). However, at
over-optimum salinity, a water-in-oil microemulsion is in
equilibrium with excess water (type II+ system). An optimum
salinity range (type III system), where a distinct microemulsion
coexists with excess oil and water, can be found in between the
type II− and type II+ systems. Here, the systems show ultralow
o/w IFTs.
Foam-assisted chemical flooding (FACF) combines the

injection of a surfactant slug, for mobilizing residual oil, with
foam generation for drive mobility control, thus obtaining
favorable sweep efficiency.9,20,24−26 In a well-designed FACF,
the surfactant slug provides an ultralow o/w IFT and adequately
low slug mobility, mobilizing previously trapped residual oil and
thus leading to the development of an oil bank. Surfactant slug
mobility, which is a function of its viscosity and relative
permeability, is relevant as it controls the part of the reservoir
being contacted by the slug, determining the amount of oil that
can potentially be mobilized from the reservoir. The latter has
been pointed out by several studies on fractional flow analysis for
chemical EOR processes.54,55 Subsequent to slug injection, the
injection of a foam drive ensures good mobility control for
displacement of the oil bank.
Previously, we reported on an experimental study on WAG

injection in Bentheimer sandstone cores.9 Experimental results
suggest that, when applying WAG flooding instead of
continuous immiscible gas injection, one can increase the
ultimate oil recovery due to an increased sweep efficiency as a
result of the introduction of a trapped, i.e., immobile, gas
saturation.9

In our other recent work, we presented a laboratory study on
FACFwhere we addressed the effect of the drive foam quality on
oil bank propagation in an FACF process conducted at under-
optimum salinity.26 It shows that the oil bank displacement,
during an FACF process at model-like conditions, was most
stable at the lowest foam quality investigated. The effect of the
surfactant slug salinity on the efficiency of FACF in a model-like
setting is discussed in our other, previously published, work.9

The results indicate that the increase in displacement efficiency,
when performing FACF at (near-)optimum salinity conditions
compared to under-optimum salinity, led to the formation of a
more uniform and elongated oil bank.Moreover, the ultimate oil
recovery could be increased with 15 ± 5% of the oil initially in
place (OIIP) when conducting FACF at (near-)optimum
salinity conditions instead of under-optimum salinity.9 Note
that the terminology used in our earlier work9,26 differs from the

terminology used here [alkaline−surfactant−foam (ASF) flood-
ing is identical to FACF].
The goal of this study was the mechanistic modeling of WAG

and FACF core-flood experiments presented in our earlier
work.9,26 More specifically, we aimed to capture the underlying
mechanisms that drive each of the aforementioned EOR
processes. Simulation results were compared with experimental
results to see whether we can validate the conclusions, and
suggestions, made based on the experimental studies. For this
purpose, a three-dimensional chemical flooding simulator for
multiphase and multicomponent systems was used: the
UTCHEM simulator. The FACF core-floods presented ear-
lier9,26 were modeled by including the surfactant phase behavior
as a function of salinity, fluid rheology, capillary desaturation of
oil, gas mobility reduction due to foam generation, and potential
essential geochemical reactions that occurred in the sandstone
core. All simulations were performed under a one-dimensional
configuration.

2. MATERIALS AND METHODS
2.1.WAG Injection.The first experiment that was simulated

using the UTCHEM simulator is the WAG experiment (exp. 3
in our earlier work).9 Related chemicals, physical properties of
the sandstone core, experimental setup, and experimental
procedure are described in our previous work.9 Table 1 provides
details regarding where the aforementioned information can be
found.

2.2. FACF. The second simulated experiment is the extended
surfactant slug injection experiment (ASF0 in our previous
work).26 Simulations 3−5 represent experiments ASF1−ASF3
in our earlier published material.26 Information on the
chemicals, sandstone samples, and experimental setup and
procedure is described in detail elsewhere.26 More specifics on
where the abovementioned information can be obtained are
shown in Table 1.
The final experiment that was modeled in this study is FACF

at (near-)optimum salinity conditions (exp. 5 in our previous
work).9 Related chemical and core samples, which were used for
successfully conducting the experiment, and corresponding
details on the experimental setup and procedure are shown in
our earlier work.9 Table 1 presents an overview of all of the
simulations conducted in this study.

2.3. UTCHEM Simulator. Recently, only a few three-phase
chemical flooding simulators have been developed that are able
to model the oil−water−microemulsion equilibrium state.27−30

These simulators are suitable for modeling EOR applications

Table 1. Overview of the Core-Flood Experiments Simulated in This Studya

simulation procedure
experiment to history-

match information on chemicals and core samples information on experimental setup and procedure

1 WAG exp. 3 in ref 9 sections “chemicals” and “core samples” in
ref 9

sections “experimental setup” and “experimental procedure” in
ref 9

2 CF ASF0 in ref 26 sections “chemicals” and “core samples” in
ref 26

sections “experimental setup” and “experimental procedure” in
ref 26

3 FACF ASF1 in ref 26 sections “chemicals” and “core samples” in
ref 26

sections “experimental setup” and “experimental procedure” in
ref 26

4 FACF ASF2 in ref 26 sections “chemicals” and “core samples” in
ref 26

sections “experimental setup” and “experimental procedure” in
ref 26

5 FACF ASF3 in ref 26 sections “chemicals” and “core samples” in
ref 26

sections “experimental setup” and “experimental procedure” in
ref 26

6b FACF exp. 5 in ref 9 sections “chemicals” and “core samples” in
ref 9

sections “experimental setup” and “experimental procedure” in
ref 9

aCF refers to chemical flooding, i.e., extended surfactant slug injection. bIn simulation 6, the drive foam part was not modeled since we aimed to
compare oil mobilization by slug injection at under-optimum salinity (simulation 3) to injection at (near-)optimum salinity (simulation 6).
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such as surfactant flooding and alkaline−surfactant−polymer
injection. Well-known commercial reservoir simulators like
ECLIPSE, STARS, INTERSECT, and VIP are only capable of
modeling three-phase oil−water−gas conditions, appropriate
for simulating gas flooding and WAG.31 However, to capture all
physical mechanisms related to FACF, a four-phase oil−water−
gas−microemulsion equilibrium model is required: UTCHEM.
The results presented in this study were acquired using
UTCHEM-2017.3, which is a finite-difference, implicit pressure,
explicit concentration, i.e., IMPES type, formulation that was
developed at the Center for Petroleum and Geosystems
Engineering at The University of Texas in Austin, TX.32

To simulate chemical EOR with gas, UTCHEM couples a
black-oil model (for oil−water−gas systems) with Hand’s rule
for microemulsion phase behavior (oil−water−microemulsion
systems). Hand’s rule33 is used to calculate the oil−water−
surfactant phase behavior as a function of salinity and
concentrations. Figure 1 presents a schematic that illustrates

how the equilibrium between several phases is calculated for an
oil−water−gas−microemulsion system. Table S.I.7 (see the
Supporting Information) gives an overview of all of the main
physical property input parameters per injection stage per
simulation.

3. RESULTS AND DISCUSSION
3.1. Geochemical Reactions. EQBATCH, the geo-

chemical module of UTCHEM, was used to obtain initial
equilibrium concentrations of various components within the
aqueous phase. It describes geochemical reactions that occurred
in the sandstone core during the flooding processes. These initial
conditions, of the components within the aqueous phase, serve
as an input for the final UTCHEM model. To set up the
geochemical model, the rock’s mineralogical composition,
together with the formation water composition, should be
considered. Ion-exchange reactions with rock minerals, soap
generation, dissolution/precipitation reactions, and aqueous
phase reactions are crucial features for the numerical simulation
of surfactant-based flooding. In this section, we discuss the
geochemical model related to simulation 2 (Table 1).
The formation water considered contains the following

components: 2.0 weight percent (wt %) sodium chloride
(NaCl) and small amounts of calcium and carbonate ions (Ca2+

and CO3
2−, respectively) that were emitted from the calcite

mineral (carbonate minerals in Table 2) as a result of the
following dissolution reactions:

↔ + = ×+ − −KCaCO Ca CO with 4.95 103
2

3
2

1
dis 10

(1)

↔ + = ×+ − KCa(OH) Ca 2OH with 4.73 102
2

2
dis 22

(2)

Moreover, we considered the following aqueous reactions:

↔ + = ×+ − −KH O H OH with 1.00 102 1
eq 14

(3)

+ ↔ = ×+ − − KH CO HCO with 2.14 103
2

3 2
eq 10

(4)

+ ↔ = ×+ − K2H CO H CO with 3.98 103
2

2 3 3
eq 16

(5)

+ ↔ +

= ×

+ + +

−K

Ca H O Ca(OH) H

with 1.21 10

2
2

4
eq 13

(6)

+ + ↔

= ×

+ − ++

K

Ca H CO Ca(HCO )

with 1.41 10

2
3

2
3

5
eq 11

(7)

+ ↔ = ×+ − KCa CO CaCO with 1.58 102
3

2
3(a) 6

eq 3

(8)

The abovementioned equilibrium constants (K) were obtained
from the MINTEQ thermodynamic database.34,35

From Table 2, it can be concluded that the rock type used
consists mainly of quartz minerals. However, a small amount of
clay minerals are present; e.g., kaolinite. The presence of
kaolinite, which is a weathering product of feldspars, implies the
manifestation of the interchange between a cation in solution
and another cation on the clay’s surface (i.e., cation-exchange
reactions). As Ca2+, CO3

2−, sodium ions (Na+), and hydrogen
ions (H+) are all present in the formation water, the following
cation-exchange reactions are considered:

+ ↔ +

= ×

+ + + +

K

2Na Ca 2Na Ca

with 2.62 10
ads

2
ads
2

1
ex 2

(9)

+ + ↔ +

= ×

+ + − +

K

H Na OH Na H O

with 1.46 10
ads ads 2

2
ex 7

(10)

The exchange constants were taken from the literature.37 The
exchange capacity of the rock was assumed to be 0.047 mEq/
mL.38 It determines the amount of cations that can be adsorbed
onto the rock. Exchange reactions of Na+ and Ca2+ with clays are
relevant to FACF since each cation in solution may have a
different effect, with varying magnitude, on the phase behavior
and IFT of a specific oil−water−surfactant system.56−60 Note
that potential cation-exchange reactions with surfactant
micelles, which can have a significant effect on the cations
present in solution,60 were neglected. In the aforementioned

Figure 1. Four-phase coupling scheme in UTCHEM for an oil−water−
gas−ME system. ME stands for microemulsion.

Table 2. Mineralogical Composition of a Bentheimer
Sandstone Core36 a

quartz feldspar clay minerals carbonate minerals other

91.70 4.86 2.68 0.41 0.35
aThe numbers represent weight percentages (wt %).
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geochemical model, the following assumptions were made: (a)
dissolution of quartz was assumed to be negligible as the
experiment was performed at room temperature,39 (b) in situ
generation of soap was ignored as the model oil used did not
contain any naphthenic acids, and (c) the major cause of alkali
loss was assumed to be the cation exchange between Na+ and
H+. The EQBATCH output file defines new initial component
concentrations of the formation water: the initial conditions for
chemical EOR.
3.2. Model Setup: Grid Size, Porosity, Permeability,

and Initial Water Saturation. For setting up the mechanistic
model, for the aid of history-matching previously performed
experiments, we assume a one-dimensional displacement with
the amount of grid blocks in the x-direction equal to one-fourth
of the amount of computed tomography (CT) slices taken
(simulations 2−6). For simulation 1, we set the amount of grid
blocks in the z-direction equal to 100, as the corresponding
experiment was conducted vertically. The porosity and absolute
permeability values assigned to each grid block in simulation 1
were constant for each block and correspond to 23.59% and 2.23
Darcy, respectively.9 For simulations 2−6, porosity values were
calculated per CT slice (more information on CT processing is
given elsewhere9), averaged over four consecutive CT slices, and
finally assigned to a grid block. To allocate an absolute
permeability value to each grid block, in simulations 2−6, the
Carman−Kozeny equation, which relates porosity to absolute
permeability (k), was used:40,41

φ
φ

=
−

k
D

a(1 )
P

2 3

2 (11)

whereDP,ϕ, and a represent the average grain diameter inm, the
porosity, and a constant factor to account for tortuosity,
respectively. An averaged grain size diameter of 0.27 mm was
used.36 The tortuosity factor was estimated by solving eq 11 for
the core sections over which we measured the sectional pressure
drop,9,26 using the averaged porosity, based on CT processing,
and absolute permeability to brine, derived using Darcy’s law,42

for that specific section. Finally, eq 11 was used for estimating
the absolute permeability values for each grid block separately.
Figure 2 gives an overview of a fine cell (original CT scan
discretization), course cell (simulation grid block), and core

section (distance between two consecutive pressure gauges).
The initial saturation conditions per grid cell at each injection
phase were obtained by a standard restart procedure. At the start
of the experiments, i.e., prior to oil injection (primary drainage),
all grid blocks contained a water saturation (Sw) of 100%. For the
following injection stages, the output of the previous injection
phase was used as an input for the current injection stage for all
dependent variables. During the mechanistic modeling of the
various EOR injection strategies assessed, the following
assumptions were made: (a) rock compressibility is negligible,
(b) there is no wettability alteration, (c) fluids are incompres-
sible, and (d) rock is strongly water-wet. Tables S.I.1−S.I.6 (see
the Supporting Information) present an overview of the basic
simulation parameters used per injection stage per simulation.

3.3. Primary Drainage and Forced Imbibition. To
history-match pressure drops and saturation distributions
during primary drainage and waterflooding, it is crucial to select
correct relative permeability (kr) functions for both the aqueous
(krw) and oleic (kro) phases. Figures S.I.1−S.I.6 (see the
Supporting Information) present an overview of the kr curves,
and parameters, used for simulating primary drainage and forced
imbibition, i.e., waterflooding, in all simulations performed. In
this section, we only highlight simulation 3 as it is prototypical of
all mechanistic models constructed. Figure 3 presents the

relative permeability curves used for simulating primary
drainage and forced imbibition in simulation 3. The curves
were constructed using the Corey-type43 functions shown in
Figure S.I.1. Oil and water end-point relative permeabilities (kro

0

and krw
0, respectively) were obtained by extrapolating the kro

0

and krw
0, measured in the core midsections, to the lowest water

saturation measured at the end of the primary drainage (for kro
0)

and to the highest water saturation observed after waterflooding
(for krw

0). Residual saturations, required as an input for the
Corey-type functions, were all measured in the laboratory.
During primary drainage, i.e., oil injection, the wetting phase

saturation decreased from 1.00 to an Swc of 0.18. The
displacement of brine by oil followed the blue dashed line
downward and the green dashed line upward until it reached Swc
(Figure 3). This is the starting point of waterflooding, i.e., forced
imbibition. During waterflooding, water displaces oil and

Figure 2. Relationship between core section, coarse cell, and fine cell.
At first, the tortuosity factor is estimated for each core section, over
which we know the absolute permeability, using an averaged porosity
over multiple fine cells. Next, we used this tortuosity constant, in
combination with an averaged porosity over four fine cells, to obtain
absolute permeability values for each simulation grid block, i.e., for each
coarse cell.

Figure 3. Relative permeability curves for the aqueous (blue) and oleic
(green) phases during primary drainage (dashed lines) and water-
flooding (continuous lines) used for simulation 3. The red diamonds
and squares are the calculated relative permeabilities at the inlet and
outlet sections of the core. They are considered to be outliers due to the
tubing effect. Swc and Sor_WF represent the connate water saturation and
the residual oil saturation to waterflood, respectively.
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reduces the nonwetting phase saturation according to the
continuous green line downward and the continuous blue line
upward until Sor_WF is reached (Figure 3).
Simulated pressure drops, phase cuts, and saturation profiles

were compared with the results obtained from the laboratory.
Figure 4 shows a good match between measured pressure drops

in the laboratory and corresponding simulated pressure drops,
for both primary drainage and waterflooding. As soon as
drainage was initiated, pressure drops gradually increased until
oil breakthrough occurred. Afterward, a plateau value was
reached. The exact same behavior in pressure drop was seen
during waterflooding. Note that flow rates were varied at the end
of each injection stage9,26 to estimate kro

0 and krw
0.

Figure 5 presents the simulated and processed oil saturation
(So) profiles as a function of distance from the inlet for both

primary drainage and waterflooding in simulation 3. The profiles
for oil injection show the typical Buckley−Leverett displace-
ment behavior, including a shock front region with a rarefaction
wave upstream of it.44 Eventually, an initial oil saturation (Soi) of
0.76 ± 0.03 was reached in the simulation, which is very similar
to the measured Soi of 0.78 ± 0.04.26 Note that the simulated
positions of the displacement fronts (0.30 and 0.52 PV) are
located somewhat more downstream compared to our
observations. The latter yielded an oil breakthrough time of
0.71 PV, 0.04 ± 0.02 PV earlier compared to experimental data.
The simulated saturation profiles for waterflooding (Figure 5B)
show a similar behavior to that for primary drainage (Figure 5A).
Although we could capture the location of the displacement
front at 0.19 PV injected very well, water breakthrough
happened 0.04 ± 0.02 PV earlier in the simulation compared

to our observations. An Sor_WF of 0.40 ± 0.01 was reached in the
simulation, which corresponds well with the measured one of
0.41 ± 0.02.26 Figure 6 presents the measured and simulated

phase cuts during both injection stages. Figures S.I.7−S.I.11 (see
the Supporting Information) present the observed and
simulated pressure drops, So profiles (if available), and phase
cuts (if available) for simulations 1−2 and 4−6 during primary
drainage and forced imbibition.
The results presented in Figures 4 and 5 were obtained by

using variable porosity and permeability values as a function of
location in space (Section 3.2). When compared with using one
fixed value for porosity and permeability for all locations in
space, no major differences in terms of pressure drop and
saturation profiles were observed. The reason for this is most
probably the homogeneous nature of the Bentheimer sandstone
used.

3.4. WAG Injection. After the mechanistic modeling of
primary drainage, WAG flooding was simulated for simulation 1
(Table 1). To do so, it is essential to select appropriate kr
functions for the three-phase system present in the simulation.
Figures S.I.12−S.I.14 (see the Supporting Information) present
an overview of the kr curves used as an input for the mechanistic
modeling of WAG injection at Soi. Figure 7 presents the gas

relative permeability (krg) curves used for simulating WAG
injection. It clearly indicates that, to properly match our
experimental observations, krg needs to be reduced as a function
of increasing WAG cycles (each cycle consists of the injection of
a gas slug followed by a water slug). The latter seems to support
the statement made in our earlier work:9 the establishment of a

Figure 4. Simulated and measured total pressure drop (dP total)
profiles for primary drainage (oil) and waterflooding (water) for
simulation 3. Approximately 3.0 pore volume (PV) of oil was injected
prior to waterflooding.

Figure 5. Oil saturation profiles obtained from experimental data and
simulation for (A) primary drainage and (B) waterflooding in
simulation 3.

Figure 6. Comparison between measured and simulated phase cuts
during (A) primary drainage and (B) waterflooding in simulation 3.

Figure 7. krg curves used as an input for simulating WAG injection in
simulation 1.

Industrial & Engineering Chemistry Research pubs.acs.org/IECR Article

https://dx.doi.org/10.1021/acs.iecr.9b06356
Ind. Eng. Chem. Res. 2020, 59, 3606−3616

3610

http://pubs.acs.org/doi/suppl/10.1021/acs.iecr.9b06356/suppl_file/ie9b06356_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.iecr.9b06356/suppl_file/ie9b06356_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356?fig=fig7&ref=pdf
pubs.acs.org/IECR?ref=pdf
https://dx.doi.org/10.1021/acs.iecr.9b06356?ref=pdf


trapped gas saturation (Sgt) reduced gas mobility in subsequent
WAG cycles.
Figure 8 presents the observed and simulated pressure drops,

phase cuts, and oil recovery history for simulation 1. An excellent

match was obtained between the simulated and measured
pressure drops. The sharp increase in pressure drop due to the
shift from gas to water injection obtained from the experiments9

was correctly reproduced by the simulations. The latter is the
combined result of an increasing injection rate as soon as the
water slug is injected and the reduced krg as a function of the
increasing WAG cycles (Figure 7). The higher steady-state
pressure drop simulated for gas injection during the second
WAG cycle, compared to the first WAG cycle, is due to the
reduced krg (i.e., presence of Sgt) in combination with the
introduced water phase in the previous cycle. In general, a good
match between the measured and simulated phase cuts (Figure
8B) was achieved. However, simulation results show a peak in oil
cut at approximately 2.7 PV injected, whereas experimental
observations suggest the presence of this peak at a later stage
(roughly at 3.5 PV injected). The oil recovery plot (Figure 8C)
clearly shows a reasonably good match between experimental
observations and simulation results. The data noticeably shows
that the bulk of the oil was produced throughout the first two
WAG cycles.
3.5. Surfactant Phase Behavior Simulation. A detailed

phase behavior model is one of the key aspects of simulating
surfactant flooding in UTCHEM. The relevant phase behavior
model parameters for the different phases, i.e., aqueous, oleic,
and microemulsion phases, can be obtained by fitting the
available models to the oil and water solubilization ratios
obtained from the laboratory. The solubilization ratio of phase l
is given by the ratio of the concentration of phase l solubilized in

themicroemulsion to the concentration of the surfactant present
in the microemulsion:

= =
C
C

lR for 1 (water), 2 (oil)l
l

3
3

33 (12)

where Rl3, Cl3, and C33 are, respectively, the solubilization ratio,
the concentration of phase l solubilized in the microemulsion,
and the surfactant concentration solubilized in the micro-
emulsion. A salinity scan was conducted to assess the ability of
the surfactant concentration used to lower the o/w IFT at
various salinities of the aqueous phase. Its result, together with
the simulated solubilization ratios, is shown in Figure 9. Several

simulations were performed under batch mode using model
reservoir parameters to model the phase behavior of our oil−
water−surfactant system (Table 3). UTCHEM uses Hand’s

model33 to represent phase behavior. The height of the binodal
curve (HBNC), and the lower (CSEL) and upper (CSEU)
effective salinities are used to solve the model. These parameters
can be found by matching the experimental phase behavior data.
As the salinity scan performed used an o/w ratio of 1:2, phase
behavior simulations were carried out using 33/67 vol % oil and
water concentrations, respectively.Water and oil viscosities were
set at 1.0 cP. Water, oil, surfactant, and cosolvent were co-
injected for several PV to reach steady-state flow, which
represents the equilibrium conditions in the salinity scan
conducted in the laboratory. More detailed information on the
experimental procedure used to perform the salinity scan can be
found elsewhere.9,26 The used reservoir properties and phase
behavior parameters (HBNCs, CSEL, and CSEU) are shown in
Table 3. Figure 9 presents the final simulated solubilization
ratios with the ones estimated in the laboratory.

Figure 8. (A) Simulated and measured total pressure drop profiles, (B)
oil and water cut, and (C) oil recovery during WAG injection at Soi
(simulation 1). Oil recoveries are expressed as a fraction of the oil
initially in place. The red and blue schemes used in (A) refer to the
injection of N2 and water, respectively. Each WAG cycle consists of the
injection of a gas slug alternated by a water slug.

Figure 9. Simulated water (Rwm) and oil (Rom) solubilization ratios
compared with the measured ones in the laboratory as a function of
mEq Cl−/mL water. Simulated solubilization ratios were used as an
input for modeling (foam-assisted) chemical flooding in simulations 2−
6.

Table 3. Reservoir Properties and Phase Behavior Model
Parameters Used

parameter value

simulation time (days) 350
permeability (Darcy) 1000
porosity (%) 100
height of the binodal curve at zero salinity (HBNC70) 0.061
height of the binodal curve at optimal salinity (HBNC71) 0.030
height of the binodal curve at twice optimal salinity (HBNC72) 0.061
lower effective salinity (mEq/mL) (CSEL7) 0.540
upper effective salinity (mEq/mL) (CSEU7) 1.070
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The match between simulated and estimated solubilization
ratios is fairly good. The computed optimum salinity range
occurs between 0.43 and 0.77 mEq Cl−/mL water for the oil−
water−surfactant system assessed (Section 2.3), which is in
good agreement with the experimental data. The curves
representing Rwm and Rom cross at optimum salinity and yield
a solubilization ratio of roughly 16. Using Huh’s empirical
correlation,47 this solubilization ratio corresponds to an IFT on
the order of 1 × 10−3 mN/m.
3.6. Surfactant Adsorption, Microemulsion Viscosity,

and IFT Parameters. Surfactant adsorption was modeled in
UTCHEM using a Langmuir-type isotherm, which is a function
of surfactant concentration, salinity, and rock permeability.45 It
is given by

̂ = ̂
̇ − ̂

+ ̇ − ̂

= +

C C
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where Ĉ3 is the adsorbed concentration of the surfactant, and Ċ3
represents the total surfactant concentration. Adsorption
parameters a3 and b3 can be found by matching laboratory
data, if available. The minimum is taken to ensure that the
adsorbed concentration does not exceed the total surfactant
concentration. Surfactant adsorption increases linearly with
effective salinity (CSE) and decreases with increasing perme-
ability (k). All input parameters (a31, a32, and b3) need to be
specified at a reference permeability (kref). Since we did not
measure the amount of surfactant that remained in the core
during surfactant flooding in the performed FACF core-floods,
we used the average surfactant adsorption in the Bentheimer
sandstones measured earlier23 for the same type of surfactant
slug: 0.25 ± 0.12 mg/g rock. Note that this value for surfactant
retention lies within the ranges measured by others who
performed surfactant retention measurements for a large
number of cores.46 Initially, model parameters were chosen
that match the average surfactant adsorption of 0.25 mg/g rock.
At a later stage, parameters were tuned to obtain a better match
for the pressure drop and saturation profiles, while ensuring that
the surfactant adsorption remained within its boundaries (0.25
± 0.12 mg/g rock). Figure S.I.15 (see the Supporting
Information) presents the final Langmuir-type adsorption
isotherm that was used in simulation 2.
The viscosity of themicroemulsion generated during the core-

floods could not be measured. Therefore, the microemulsion
viscosity as a function of aqueous phase salinity was initially
determined using default parameters. Microemulsion viscosity
parameters were adjusted, if needed, until a goodmatch between
measured and simulated pressure drops, and So profiles, was
obtained. The resultingmicroemulsion viscosity that was used in
the mechanistic model equaled 1.41 cP (simulations 2−5) or
1.67 cP (simulation 6).
To estimate microemulsion/oil and microemulsion/water

IFTs, a modified version of Huh’s relationship47 was used:

σ σ= + −

=

− −cF
R

l

e (1 e )

for 1(water), 2(oil)

l
aR l

l

aR
3 ow

3
2

l l3 3
3

(14)

where σl3, σow, and Rl3 represent the phase l/microemulsion IFT
in mN/m, the o/w IFT in the absence of surfactant (roughly 24

mN/m), and the solubilization ratio of phase l in phase 3 (eq
12), respectively. Equation 14 uses Hirasaki’s correction factor,
Fl, to ensure that the IFT equals zero at the plait point.48 The
abovementioned equation contains two matching parameters, c
and a, which were set to 0.1 (c) and 20 (a) for all simulations.

3.7. Relative Permeability Surfactant Flooding. For
history-matching measured pressure drops, phase cuts, and So
profiles, the kr curves for both oil and water, at the respective
salinity conditions during surfactant slug injection, are crucial.
To construct such kr curves, the Corey-type functions

43 are used,
similar to the simulation of primary drainage and forced
imbibition (Section 3.3). For modeling kr for surfactant
flooding, UTCHEM assumes that, at miscible conditions, zero
o/w IFT is achieved.49 This assumption implies that, at miscible
conditions, kro

0 and krw
0, as well as the Corey exponents, are

unity, and the corresponding residual oil and water saturations
equal zero. The kro and krw curves at under-optimum salinity
surfactant injection are constructed by interpolating the kr
curves between forced imbibition (Figures S.I.2−S.I.6 in the
Supporting Information) and the aforementioned miscible
conditions. Figure 10 presents the representative kro and krw

curves for forced imbibition (i.e., low trapping number), for
miscible conditions (i.e., high trapping number), and for the
under-optimum salinity conditions imposed in simulation 2
(used for simulating surfactant slug injection). Figures S.I.16−
S.I.19 (see the Supporting Information) present the kro and krw
curves used for the mechanistic modeling of surfactant slug
injection in simulations 3−6.

3.8. OilMobilization by Surfactant Slug Injection.Once
all aforementioned parameters were implemented in the
UTCHEM model, simulated pressure drops and So profiles,
for surfactant slug injection, were compared with the
experimental results acquired in the laboratory. In this section,
we focus on simulations 3 and 6 to shed light on the effect of
salinity on oil mobilization during surfactant slug injection.
Figure 11 presents an overview of the measured and simulated
pressure drops and So profiles for surfactant slug injection in
simulations 3 (under-optimum salinity) and 6 (near-optimum
salinity). Phase cuts and the oil recovery history are not shown
since no oil was recovered during the slug injection of
approximately 0.46 PV. Figures S.I.20−S.I.22 (see the
Supporting Information) present the simulation results, during
surfactant slug injection, for all other simulations. Note that the

Figure 10. Oil and water relative permeability curves for forced
imbibition, 100% miscibility, and for under-optimum salinity flooding
in simulation 2. The curves for under-optimum salinity are used as input
in the simulation. The relative permeabilities are modeled using the
Corey-type functions shown in Figure S.I.1 (see the Supporting
Information). Forced imbibition refers to a so-called low trapping
number, whereas a high trapping number represents miscible
conditions.
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latter includes the mechanistic simulation of the baseline core-
flood discussed in our previous work,26 i.e., extended surfactant
flooding (simulation 2 in Table 1).
To confirm the robustness of the phase behavior model

presented in Section 3.5, we applied it to the two different
salinity conditions used in simulations 3 and 6 (Table 1). Figure
11A shows a fairly good match between simulated and observed
pressure drops for both cases. We were able to capture the
gradually increasing trend in pressure drop, as a function of PV
injected, in simulation 3, whereas simulation 6 shows a fairly
constant pressure drop as a function of injection time, similar to
related experimental observations.9 The So profiles correspond-
ing to simulation 3 (Figure 11B) show, in general, a satisfactory
match with the related experimental observations. Peak So values
within the generated oil bank were successfully matched,
especially for later injection times (i.e., 0.38 and 0.46 PV).
Although experimental results indicate that, as injection
continued, the oil bank became more dispersed [shown by the
gradual reduction of So on the leading edge (i.e., downstream
side)], this phenomenon was hard to capture in the model. The
So profiles constructed with theUTCHEMmodel exhibit a more
uniform structure of the banked oil at its leading edge compared
to the experimental observations. The constructed So profiles
related to simulation 6 (Figure 11C) show a reasonable match
with the corresponding laboratory results. The propagation of
the oil bank’s leading edge was perfectly matched at injection
times of 0.38 and 0.46 PV. At early injection times, i.e., at 0.07
PV, there is a small gap in the location of the oil bank between
observed and simulated data. Although here we observed a
uniform shape of the oil bank in the laboratory, at later injection
times, corresponding simulation results indicate a more
dispersed character of the oil accumulation at its trailing edge
(i.e., upstream side). Note that the match in simulation 6
required a slight increase in surfactant adsorption due to an
increased aqueous phase salinity, which is in agreement with the
literature.50

3.9. Displacement of Mobilized Oil by Foam. The local
equilibrium foam model in UTCHEM is based on the work of
Cheng.49,51 It uses the following parameters to control foam
generation: (a) the surfactant concentration within the aqueous
phase (Cs) needs to exceed a threshold concentration (Cs*), (b)
Sw needs to exceed a threshold saturation (Sw*), and (c) So
should not be higher than a critical oil saturation (So*). The
foam model used here assigns the reduction in gas mobility, due
to foam generation, fully to the reduction in krg.

49,52 The first two
threshold parameters (Cs* and Sw*) affect krg as follows
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where krg
f, ε, and R represent the effective gas relative

permeability modified for the presence of foam, a tolerance
parameter for Sw, and the gas mobility reduction factor,
respectively. The latter is given by
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where Rref, ug,ref, and σ stand for the reference gas mobility
reduction factor, the reference gas velocity at which Rref is
calculated, and a power-law exponent, respectively. Equation 16
indicates that R is modified according to the gas flow rate to
allow for the shear-thinning behavior of foam in the low-quality
regime.49 The model implies that foam cannot be formed at So >
So*.
To assess whether the local equilibrium foam model in

UTCHEM can potentially be used for reproducing our
experimental observations discussed in our earlier work,9,26

first we need to recapitulate the interpretation of the
experimental results. As discussed in the earlier study,26 in the
case of a 57 and 77% drive foam quality (simulations 3 and 4),
the obtained pressure drop data and gas saturation (Sg) profiles
indicate foaming characteristics to occur in an area with
relatively high So, which are remnants of the oil bank. The
suggested mechanism includes a reduction in effective porosity
(i.e., part of the total porosity that contributes to fluid flow),
increased gas and liquid interstitial velocities, and, consequently,
an increased local pressure gradient, which might be the trigger
for foam generation.9,26,53 The aforementioned foam model in
UTCHEM is not in line with our experimental observations and
the suggested mechanism, since it entails the complete collapse
of foam at So > So*. It involves foam destruction as a function of
increasing So, whereas laboratory investigation suggested foam
generation being promoted in an area with relatively high So.
The latter indicates that the local equilibrium foammodel within
UTCHEM is not suitable for simulating the foam generation
mechanism observed in our experiments.
For testing purposes, we tried to use the model in an

inconvenient, nonphysical, way for reproducing our exper-
imental results in simulation 3. For this purpose, we propose to
use variable Sw*, i.e., the value of Sw at which foam will collapse,
as our controlling parameter. The parameter Sw*was predefined
at each local grid block (Figure 2), based onmeasured Sg profiles
that indicate foam generation,9,26 to control the location at

Figure 11. (A) Simulated and measured total pressure drop profiles for
the surfactant slug injection stage in simulations 3 and 6, (B) oil
saturation profiles obtained from experimental data and simulation for
slug injection in simulation 3, and (C) oil saturation profiles obtained
from experimental data and simulation for slug injection in simulation
6.
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which the foam starts to generate. By doing so, it was possible to
selectively control the behavior of krg

f. Note that variable Sw*
was, in fact, the only parameter in the foam model that could be
selectively controlled. The other two threshold parameters, Cs*
and So*, are chosen such that they allow foam generation to
occur at all locations in space. Figure 12 presents the Sw*

distribution for simulation 3. It was generated as follows: (a) find
a function ( f) that effectively reproduces the Sg profile, which is a
qualitative indicator of foam generation, observed at 1.08 PV
injected (see Figure S.I.23 in the Supporting Information), (b)
calculate 1 − f to obtain the correct shape of the Sw* curve, and
(c) use eq 17 in an iterative way to obtain the final Sw* curve:

* = +
−

+ −S S
S S

a

( )

1 (10 )
i x bw l

h l
( 1)Di (17)

where a and b function as fitting parameters, Sl and Sh represent
the lower and higher limit values for Sw*, respectively, and xDi is
the dimensionless distance in the x-direction of cell i.
Figure 13 presents an overview of measured and simulated

pressure drops, oil recovery, and So profiles for drive foam
injection in simulation 3. Overall, a good representation of the
pressure drop was obtained. The simulated oil recovery history
corresponds perfectly well with laboratory observations. The
latter implies representative modeling of the oil bank
propagation, which is verified by the So profiles shown in Figure
13C. Similar to our experimental observations,26 the oil bank’s
peak So was reduced as soon as co-injection of gas and surfactant
solution was initiated.

4. CONCLUSIONS
Amechanistic modeling study onWAG and FACF, based on the
core-flood experiments presented in our earlier work,9,26 was
conducted. An in-house three-dimensional chemical flooding
research simulator (UTCHEM) for multiphase and multi-
component systems was used. The FACF core-floods were
modeled by including the surfactant phase behavior as a function
of salinity, fluid rheology, capillary desaturation of oil, gas
mobility reduction due to foam generation, and potential
essential geochemical reactions that occurred in the sandstone
core. All simulations were performed under a one-dimensional
configuration. This study resulted in the following main
conclusions:

• Primary drainage and forced imbibition injection stages
were successfully modeled. Relative permeability curves
for primary drainage and forced imbibition were
estimated using CT-scan-based saturation distributions
in combination with effective permeability measurements
based on sectional pressure drops in the core.

• History-matching WAG injection revealed that a
reduction in krg was required as a function of increasing
WAG cycles. This, most likely, verifies the effect of the
establishment of a trapped, i.e., immobile, gas saturation.
Similar to our experimental results, the bulk of the oil was
produced during the injection of the first twoWAG cycles.

• The surfactant phase behavior for our experimental
conditions was successfully modeled. The robustness of
the model was verified by effectively applying the same
phase behavior model to the two different salinity
conditions studied. Moreover, we were able to identify
the correct trapping number parameters to acquire
representative water and oil relative permeability curves
for low o/w IFT flooding. This laid a solid foundation for
the proper modeling of oil mobilization due to surfactant
slug injection.

• Although UTCHEM was demonstrated to be a useful
simulation tool, able to represent complex phenomena
involved in a four-phase system, its local equilibrium foam
model was not able to cover a wide range of possible foam
generation mechanisms. To overcome this drawback, we
introduced a selectively controlled Sw*.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.iecr.9b06356.

Simulation parameters used per injection stage per
simulation (Tables S.I.1−S.I.6); relative permeability
curves: primary drainage and forced imbibition (Figures
S.I.1−S.I.6); pressure drops, oil saturation profiles, and
phase cuts: primary drainage and forced imbibition

Figure 12. Sw* distribution applied in simulation 3 for the simulation of
drive foam injection.

Figure 13. (A) Simulated and measured total pressure drop profiles for
slug and drive foam injection in simulation 3, (B) oil recovery history as
a function of OIIP, and (C) oil saturation profiles obtained from
experimental data and simulation for drive foam injection in simulation
3. PV = 0 equals the start of surfactant slug injection. The table on the
right-hand side presents an overview of the model parameters used
(except for Sw*). Note that the extreme values for So* and Cs* were
assumed, which allowed us to use Sw* as a controlling parameter
(Figure 12). RFWF represents the recovery factor for waterflooding.
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(Figures S.I.7−S.I.11); relative permeability curves:WAG
injection (Figures S.I.12−S.I.14); Langmuir-type adsorp-
tion isotherm used for modeling surfactant adsorption in
simulation 2 (Figure S.I.15); relative permeability curves:
surfactant slug injection (Figures S.I.16−S.I.19); pressure
drops and oil saturation profiles: surfactant slug injection
(Figures S.I.20−S.I.22); gas saturation profiles during
foam drive injection in the FACF experiment to be
simulated in simulation 3 (Figure S.I.23); overview of
main physical property input parameters used for each
injection stage per simulation (Table S.I.7) (PDF)
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