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Summary

The main focus of this thesis is a stochastic parabolic Cauchy problem of the following form.{
∂tu(t, x) = div(A(x)∇u(t, x)) + g(t, x)dW (t), t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,

(0.1)

with A ∈ L∞(Rn,Mn(C)) satisfying uniform ellipticity estimates. In [8], a conical stochastic
maximal Lp-regularity result was proved for the above problem and in [6] it was shown that for
the deterministic version of the above problem (g = 0) we have a control of a non-tangential
maximal function by the gradient of the solution. Our goal in this thesis is to develop a stochastic
analogue of the determinstic result for problem (0.1).
To this end, we start by introducing tent spaces, denoted by T p,2β , and study their properties.
These properties include tent spaces being Banach spaces, norm equivalences and change of
aperture results. For most of these we also provide proofs.
Afterwards, we define what we mean by an elliptic operator in divergence form and also introduce
the notions needed to do so. We mentioned that if L = −div(A∇) is an elliptic operator in
divergence form then L has a holomorphic functional calculus in L2. Furthermore, we show that
the families (e−tL)t>0, (tLe−tL)t>0 and (

√
t∇e−tL)t>0 satisfy L2 off-diagonal bounds.

Having given these preliminaries, we start anaylsing the relevant parts of [6]. First, we introduce
the notion of maximal regularity and explain its importance for the analysis of our PDE. We
define the operators ML, M̃L and RL and prove boundedness results for them.
Thereafter, we develop energy solution for (0.1) where g = 0 with initial data in L2. We show
that the solution is given by Γ(t, 0)u0, where Γ is a propagator. Furthermore, we show that we
have the following equality

Γ(t, 0)u0 = e−tLu0 +

∫ t

0
e−(t−s)Ldiv (A(s, ·)−A)∇Γ(s, ·)u0ds.

By taking L = −∆ in the above we have u = e−tLu0 + R−∆(A − I)∇u. Using this with the
previously mentioned boundedness results we are able to prove the non-tangential control of the
solution by its gradient.
Next, we give a brief introduction to stochastic integration with respect to Brownian motion. We
introduce the necessary notions from probability theory and explain how the stochastic integral
is defined through the extension of an L2 isometry. We also mention the well-known Itô isometry
and Itô’s formula.
Equipped with a basic understanding of stochastic integration, we analyse [8]. We give the
outline of the proof of its main result, which is based on a T 2,2

β estimate combined with an
extrapolation result based on off-diagonal bounds. Hereafter, we explain how an application of
this main result is used to get a conical stochastic maximal Lp regularity for (0.1).
Having analyzed both [8] and [6] we switch our attention to an analogue of a non-tangential
maximal function estimate for (0.1). To do so, we first provide a necessary condition for the
stochastic analogue of the boundedness of RL for p ≥ 2, of which the proof, again, relies on off-
diagonal estimates. Afterwards, we define a Banach space X̃p

β through a Rademacher maximal
function and prove the following result

Proposition 0.1. Let p ≥ 2, β ≥ 0 and let u : Rn+1
+ × Ω → Rn be an adapted simple process.

The operator TL extends to a bounded operator from Lp(Ω;T p,2β ) to X̃p
β, where

TLu(t, x, ω) =

∫ t

0
e−(t−s)Lb(u(s, ·, ·))(x, ω)dW (s).



iv

This provides a sufficient condition for our aim, if we can develop, rigorously, a solution of
(0.1).
In the final chapter, we will discuss our results and the above remark regarding the sufficient
condition for a stochastic analogue of a non-tangential maximal fucntion estimate with respect
to the gradient of the solution.
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Chapter 1

Introduction

In this thesis, we focus on a stochastic parabolic Cauchy problem of the following form.{
∂tu(t, x) = div(A(x)∇u(t, x)) + g(t, x)dW (t), t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,

(1.1)

with A ∈ L∞(Rn,Mn(C)) satisfying uniform ellipticity estimates

∃Λ > 0 : ∀ξ, η ∈ Cn, |〈A(x)ξ, η〉| ≤ Λ|ξ‖η| for a.e. x ∈ Rn,
∃λ > 0 : ∀ξ ∈ Cn,<e(〈A(x)ξ, ξ〉) ≥ λ|ξ|2 for a.e. x ∈ Rn,

(1.2)

where g : R+ ×Rn ×Ω→ Rn is a process with suitable measurability and integrability assump-
tionsa and where W is a (cylindrical) Brownian motion representing white noise.

Problem (1.1) is a stochastic partial differential equation (SPDE). To study SPDEs one
utilizes stochastic calculus, which was developed in the 1950s by Itô. Via an L2-isometry and
stopping time techniques he constructed the Itô stochastic integral with respect to Brownian
motion. This construction was generalized to stochastic integrals of progressively measurable
processes with values in a Hilbert space H, see e.g. [10], and to H ′-valued stochastic integrals
with respect to an H-cylindrical Brownian motion defined by operator-valued integrands with
values in the space of Hilbert-Schmidt opeartors L2(H,H ′), see e.g Da Prato and Zabczyk [14].
Futher generalizations include stochastic integration on UMD Banach spaces, with recent works
by van Neerven, Veraar and Weis [31, 29, 32].

Recently, it was shown in [8], that, under certain assumptions, the above problem satisfies a
conical stochastic maximal Lp regularity with weight β. Stated somewhat informally, this means
the following.

Theorem 1.1. Let L = −divA∇ be an elliptic operator in divergence form on Rn with bounded
measurable real-valued coefficients. Then for all 1 ≤ p <∞ and β > 0 the stochastic convolution
process

u(t) =

∫ t

0
e−(t−s)Lg(s)dW (s), t ≥ 0,

satisfies the conical stochastic maximal Lp-regularity estimate

E‖∇u‖p
T p,2(R+×Rn,t−βdt×dx;Rn)

≤ Cpp,βE‖g‖
p
T p,2(R+×Rn,t−βdt×dx;Rn)

,

where g ∈ Lp(Ω;T p,2(R+ × Rn, t−βdt × dx;Rn)) and where T p,2(R+ × Rn, t−βdt × dx;Rn) is a
weighted parabolic tent space of Rn-valued functions on R+ × Rn.

1
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The notion of (stochastic) maximal regularity playes a key role in the theory of parabolic
partial differential equations. This is due to the fact that it enables one to study certain classes
of ’complicated’ non-linear PDEs through a fixed point problem. In the deterministic case,
L2(Rn+1

+ )-maximal regularity was proved by de Simon in [38]. In [39] this was extended to Lp

with p 6= 2 for operators L generating an R-analytic semigroup. In [4] a weighted (in time)
version for the L2 boundedness was established and in [7] the corresponding result for p 6= 2 was
proved.
For stochastic maximal regularity a classis result is due to Da Prato [13]. He proved that for
∆ = div(I∇) in (1.1), u has stochastic maximal L2-regularity in the sense that

E‖∇u‖2L2(R+;L2(Rn;Rn)) ≤ C
2E‖g‖2L2(R+;L2(Rn;H)).

This result was extended by Krylov [24, 26] to Lp(R+;Lq(Rn;H)) → Lp(R+;Lq(Rn;Rn)) for
p ≥ 2 and 2 ≤ q ≤ p. Krylov also showed that under mild regularity assumption on the
coefficients ∆ may even be replaced by any second-order uniformly elliptic operator. Further
extensions were made in [33] where, for p > 2, the restriction q ≤ p was removed and where
an even greater class of operators were allowed. In all of the above results the condition p ≥ 2
is necessary since for 1 ≤ p < 2 the corresponding result is false [25]. In [8], it is shown
that u has ’conical’ stochastic maximal Lp-regularity for the full range p ∈ [1,∞), by taking
g ∈ Lp(Ω;T p,2(R+ × Rn, t−βdt× dx;Rn)).

So by working on tent spaces, Theorem 1.1 shows that we can control the gradient of the
solution of problem (1.1) for any p ∈ [1,∞). On the other hand, in [6], it was shown that for
the following problem {

∂tu(t, x) = div(A(x)∇u(t, x)), t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,

(1.3)

we have a non-tangential control of the solution by the gradient of the solution. The result reads
as follows:

Proposition 1.2. Let 1 < p <∞, u0 ∈ L2(Rn), and u(t, ·) = Γ(t, 0)u0 for all t > 0, where Γ is
a propagator. If ∇u ∈ T p,2, then u ∈ Xp, and

‖u‖Xp . ‖∇u‖T p,2 ,

where the implicit constant is independent of u and where Xp is the subspace of functions F ∈
L2
loc(R

n+1
+ ), such that

‖F‖Xp :=

∥∥∥∥∥∥x 7→ sup
δ>0

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|F (t, y)|2dydt

) 1
2

∥∥∥∥∥∥
p

<∞.

This leads to the question wether we can establish an analogue result for problem (1.1).
Investigating this question is the goal of this thesis. To do so, we analyse the papers in which
the above results appear with a main focus on [6]. Thereafter, we apply the techniques from
these papers to, first, establish a necessary condition for the desired result. Afterwards, we
define a vector-valued version of Xp, namely X̃p

β, through a Rademacher maximal function and
prove the following result.

Proposition 1.3. Let p ≥ 2, β ≥ 0 and let u : Rn+1
+ × Ω → Rn be an adapted simple process.

The operator TL extends to a bounded operator from Lp(Ω;T p,2β ) to X̃p
β, where

TLu(t, x, ω) =

∫ t

0
e−(t−s)Lb(u(s, ·, ·))(x, ω)dW (s).
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This leads to the following general outline of the thesis.

First, we introduce tent spaces and elliptic operators in divergence form. We give the defini-
tions of tent spaces and its weighted version and show that they are Banach spaces for p ∈ (1,∞).
After that, we show how the elliptic operator in divergence form, Lf = −div(A∇f), is defined
through a form method and that this operator is a maximal accretive operator. As a con-
sequence, it generates an analytic semigroup, (e−tL)t>0. We also present the proof of L2-off
diagonal estimates for this semigroup and several other families of operators involving L and its
semigroup. These L2 off-diagonal estimates serve as a replacement of pointwise kernel estimates
and play an important role in the proofs of the above mentioned results and in the proof of the
necessary conditions that we have developed.

After these preliminaries, we give a detailed analysis of the relevant parts of [6]. We introduce
several maximal regularity operators and prove boundedness results for these, wherein the L2

off-diagonal bounds are used. Then, we focus on the L2 setting of problem (1.3) and introduce a
variation of Lions spaces. Together with a priori estimates, we then show that this Lions space is
a solution space of energy solutions. In other words, we show that for u0 ∈ L2(Rn), the problem

∂tu = div(A∇u), u ∈ Ẇ (0,∞), T r(u) = u0,

where Ẇ (0,∞) is the aforementioned Lions space, has a global weak solution. The proof of this
result also shows that the solution is obtained through propagators and provides us with some
useful estimates with respect to ∇u and u0. After proving some properties involving these prop-
agators, we present the proof of Proposition 1.2, which also relies on Littlewood-Paley estimates.

Having given a detailed analysis of [6], we shift our focus to [8]. We first give an introduction
to stochastic integration with respect to Brownian motion. We introduce the required notions
to build the stochastic integral and also mention well-known results such as the the Itô isometry
and Itô’s formula. Afterwards, we provide a brief explanation on how Theorem 1.1 was obtained
and elaborate on some of the techniques used.

Combining techniques from both [6] and [8], we then establish two new results, from which
the second one provides us with a necessary condition for a stochastic analogue of Proposition
1.2. It reads as follows.

Proposition 1.4. Let p ≥ 2, β ≥ 0 and let u : Rn+1
+ × Ω → Rn be an adapted simple process.

Then we have

sup
δ>0

E

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(·,
√
δ)
|TLu|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
p

Lp

≤ Cp,β,n,bE‖u‖pT p,2β

,

with Cp,β,n.b independent of u.

After establishing this necessary condition, we define the space X̃p
β through a Rademacher

maximal function and show that it is a Banach space. As a last result we prove Proposition 1.3.

Lastly, we discuss the work done in this thesis and give several conluding remarks.
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Chapter 2

Notation

A Banach space X of function from D1 to D2 will be denoted by X(D1;D2). In most cases D1

is either Rn or Rn+1
+ and D2 is Rn or Cn. If no confusion can arise we will usually just write X.

If the Banach space acts on a different set, then this will be added to the notation.

For the Bochner space of Lp functions from D1 to a Banach space X, we write Lp(D1;X)
or just Lp(X) if no confusion can arise. Similarly, an X-valued Banach space Y will be denoted
by Y (X).

By D(D1) or D , we denote C∞c (D1), the space of compactly supported, infinitely differen-
tiable functions on D1, also known as the test functions. Its dual, the space of distributions on
D1, is denoted by D ′(D1) or D ′.
Similarly by S , we denote the space of Schwartz function i.e. the space of functions whose whose
derivatives are rapidly decreasing. Its dual, the space of tempered distributions is denoted by
S ′.
We denote by C0(Lp) the space of Lp(Rn)-valued continuous functions on [0,∞) that go to 0 at
infinity.

For the average value of a function f over a set B, we use the notation

−
∫
B
f(x)dx :=

1

|B|

∫
B
f(x)dx,

where |B| is the volume of B.
By χB, we denote the indicator function of a set B.

5
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Chapter 3

Tent spaces and Xp

Tent spaces were first introduced by Coifman, Meyer and Stein in [11]. Since their introduction,
they have been studied by many authors and now play an important role in harmonic analysis.
In this chapter we give the definition of tent spaces and study several of their properties.

For a measurable function u on Rn+1
+ , we define the conical square function A(u) by

A(u)(x) =

(∫ ∞
0
−
∫
B(x,

√
t)
|u(t, y)|2dydt

) 1
2

, x ∈ Rn.

Let p ∈ [1,∞). The set of measurable functions u on Rn+1
+ such that

A(u) ∈ Lp(Rn)

is called the (parabolic) tent space T p,2(Rn+1
+ ). By definition we have T p,2(Rn+1

+ ) ⊆ L2
loc(R

n+1
+ ).

The tent space norm of u ∈ T p,2 is defined by

‖u‖T p,2 := ‖A(u)‖Lp .

Taking equivalence classes of functions that are the same almost everywhere, this indeed defines
a norm: by the properties of absolute value and integral we easily get ‖cu‖T p,2 = |c|‖u‖T p,2 ,
for some constant c, and also ‖u‖T p,2 = 0 implies u = 0 almost everywhere. For the triangle
inequality, note that we can write

‖u‖T p,2 = ‖A(u)‖Lp =

∥∥∥∥∥x 7→
∥∥∥∥ 1

|B(x,
√
·)|
‖u‖L2(B(x,

√
·))

∥∥∥∥
L2(R+)

∥∥∥∥∥
Lp

.

Using three instances of Minkowski’s inequality then provides us with the triangle inequality for
the tent space norm. So the tent spaces are normed vector spaces. In fact they are complete
normed vector spaces i.e. Banach spaces. There are various ways to prove this. We are going
to show the proof from [18].
To do so, we first define the following map

i : T p,2 → Lp
(
L2

(
dy

dt

cnt
n
2

))
,

i(u)(x, t, y) = ũ(x, t, y) = χ{(y,t):|x−y|<
√
t}(t, y)u(t, y),

7
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where cn is the measure of the unit ball in Rn. By definition of the norm we have

‖u‖T p,2 =

∫
Rn

(∫ ∞
0
−
∫
B(x,

√
t)
|u(t, y)|2dydt

) p
2

dx

 1
p

=

(∫
Rn

(∫ ∞
0

∫
Rn
χ{(y,t):|x−y|<

√
t}(t, y)|u(t, y)|2dy

dt

cnt
n
2

) p
2

dx

) 1
p

= ‖ũ‖
Lp

(
L2

(
dy dt

cnt
n
2

)).
Hence, T p,2 is isometric to i(T p,2). This brings us to the following theorem

Theorem 3.1. Let 1 < p <∞. Then the operator N , given by

N(u(x, t, y)) = χ{(y,t):|x−y|<
√
t}(t, y)

1

cnt
n
2

∫
|z−t|<

√
t
u(z, t, y)dz,

defines a continuous projection from Lp
(
L2
(

dy dt

cnt
n
2

))
→ Lp

(
L2
(

dy dt

cnt
n
2

))
whose range is

i(T p,2).

Proof. We are going to use the vector-valued Hardy-Littlewood maximal operator given by

M1f(t, y)(x) = sup
x∈B

1

|B|

∫
B
|f(z, t, y)|dz,

where B denotes a Euclidean ball. By definition of N we have

|Nu(x, t, y)| ≤ χ{(y,t):|x−y|<√t}(t, y)
1

|B(y,
√
t)|

∫
B(y,
√
t)
|u(z, t, y)|dz ≤M1u(t, y)(x).

From [36] we know that, for 1 < p <∞, M1 is bounded Lp
(
L2
(

dy dt

cnt
n
2

))
→ Lp

(
L2
(

dy dt

cnt
n
2

))
.

So we find

‖Nu‖
Lp

(
L2

(
dy dt

cnt
n
2

)) ≤ ‖M1u‖
Lp

(
L2

(
dy dt

cnt
n
2

)) ≤ cp‖u‖
Lp

(
L2

(
dy dt

cnt
n
2

)).
Next we need to show that N is a projection. We have

N(Nu)(x, t, y) = χ{(y,t):|x−y|<
√
t}(t, y)

1

cnt
n
2

∫
|z−y|<

√
t
Nu(z, t, y)dz

= χ{(y,t):|x−y|<
√
t}(t, y)

1

cnt
n
2

(∫
|v−y|<

√
t
u(v, t, y)dv

)(
1

cnt
n
2

∫
|z−y|<

√
t
dz

)
= Nu(x, t, y).

Now let u be in the range of N and denote h(t, y) = 1

cnt
n
2

∫
|z−y|<

√
tNu(z, t, y)dz. Then, by

definition we have

u(x, t, y) = χ{(y,t):|x−y|<
√
t}(t, y)

1

cnt
n
2

∫
|z−y|<

√
t
Nu(z, t, y)dz

= χ{(y,t):|x−y|<
√
t}(t, y)h(t, y)
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= h̃(x, t, y).

If ũ ∈ i(T p,2) then we have

ũ(x, t, y) = χ{(y,t):|x−y|<
√
t}(t, y)u(t, y)

= χ{(y,t):|x−y|<
√
t}(t, y)

1

cnt
n
2

∫
|z−y|<

√
t
χ{(y,t):|z−y|<

√
t}(t, y)u(t, y)dz

= χ{(y,t):|x−y|<
√
t}(t, y)

1

cnt
n
2

∫
|z−y|<

√
t
ũ(z, t, y)dz

= Nũ(x, t, y).

So we also have that i(T p,2) is equal to the range of N .

A consequence of the above theorem is the completeness result for the tent space.

Corollary 3.2. Let 1 < p < ∞. Then T p,2 is a Banach space and the subspace of compactly
supported functions is dense in T p,2.

Proof. By Theorem 3.1 we have that i(T p,2) is a closed subspace of Lp
(
L2
(

dy dt

cnt
n
2

))
and hence

is Banach. Since T p,2 is isometric to i(T p,2) it follows that T p,2 itself is a Banach space as well.

To prove the density result, first note that the compactly supported functions are dense in

Lp
(
L2
(

dy dt

cnt
n
2

))
. Also, if f is compactly supported then there exists a compactly supported

h such that N(f) = h̃. Now let u ∈ T p,2. Then we have a sequence of compactly supported

functions (un)n∈N such that un → ũ in Lp
(
L2
(

dy dt

cnt
n
2

))
. By continuity of N and calculations

from the previous proof we get h̃n = N(un) → N(ũ) = ũ in Lp
(
L2
(

dy dt

cnt
n
2

))
. By isomtry

between T p,2 and i(T p,2) we thus get

hn → u in T p,2,

with (hn)n∈N a sequence of compactly supported functions.

A useful property for the case p = 2 is that we have, by using Fubini and |B(x,
√
t)| =

|B(y,
√
t)|,

‖u‖T 2,2 =

(∫
Rn

∫ ∞
0
−
∫
B(x,

√
t)
|u(t, y)|2dydtdx

) 1
2

=

(∫ ∞
0

∫
Rn
−
∫
B(y,
√
t)
|u(t, y)|2dxdydt

) 1
2

=

(∫ ∞
0

∫
Rn
−
∫
B(y,
√
t)

dx|u(t, y)|2dydt

) 1
2

=

(∫ ∞
0

∫
Rn
|u(t, y)|2dydt

) 1
2

= ‖u‖L2(L2),

and hence T 2,2 = L2(L2).
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In the above we defined our tent spaces with an integration over a ball with aperture 1 i.e.
B(x, 1 ·

√
t). We can also define the tent space with a different aperture: Again, we define a

mapping, mapping functions on Rn+1
+ to functions on Rn, by

Aα(u)(x) =

(∫ ∞
0

1

cnt
n
2

∫
B(x,α

√
t)
|u(t, y)|2dydt

) 1
2

.

Let p ∈ [1,∞). The set of measurable functions u on Rn+1
+ such that

Aα(u) ∈ Lp(Rn)

is called the tent space T p,2,α, with norm defined by ‖u‖T p,2,α = ‖Aα(u)‖Lp . It turns out that this
norm is equivalent with the previous one and thus defines the same sets. In [2], this equivalence
was proven with sharp bounds. Since we do not necessarily need sharp bounds, we will provide
a shorter proof from [18]. Let 0 < α <∞. We define the following map

iα : T p,2,α → Lp
(
L2

(
dy

dt

cnt
n
2

))
,

iα(u)(x, t, y) = χ{(y,t):|x−y|<α
√
t}(t, y)u(x, t, y).

Analogously to α = 1 we get that T p,2,α is isometric to iα(T p,2,α). Moreover, the operators
defined by

Nαu(x, t, y) = χ{(y,t):|x−y|<α
√
t}(t, y)

1

cnt
n
2

∫
|z−y|<α

√
t
u(z, t, y)dz

are also continuous projections in Lp
(
L2
(

dy dt

cnt
n
2

))
with norms independent of α and with

range iα(T p,2,α).

Proposition 3.3 (Change of angle). Let 1 < p <∞ and 0 < α1, α2 <∞. Then T p,2,α1 = T p,2,α2

with equivalent norms.

Proof. By change of variables we may assume α1 > α2 = 1. For u ∈ T p,2,α1 we have, using
B(x,

√
t) ⊂ B(x, α1

√
t),

‖u‖p
T p,2

=

∫
Rn

(∫ ∞
0

1

cnt
n
2

∫
B(x,

√
t)
|u|2dydt

) p
2

dx

≤
∫
Rn

(∫ ∞
0

1

cnt
n
2

∫
B(x,

√
t)
χB(x,α1

√
t)|u|

2dydt

) p
2

dx

≤
∫
Rn

(∫ ∞
0

1

cnt
n
2

∫
B(x,α1

√
t)
|u|2dydt

) p
2

dx

= ‖u‖T p,2,α1 ,

and hence T p,2,α1 ⊆ T p,2. Now take u ∈ T p,2. Then we have

Nα(iα1(u))(x, t, y) = χ{(y,t):|x−y|<α1

√
t}(t, y)

1

cnt
n
2

∫
|z−y|<α1

√
t
χ{(y,t):|z−y|<α1

√
t}(t, y)u(t, y)dz

= χ{(y,t):|x−y|<α1

√
t}(t, y)αn1u(t, y),
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from which we get

‖u‖T p,2,α1 = α−n1 ‖Nα1(iα1(u))‖
Lp

(
L2

(
dy dt

cnt
n
2

)) ≤ Cpα−n1 ‖u‖T p,2 .

Remark 3.4. The statement with sharp bounds from [2] reads as follows. Let 0 < p ≤ ∞ and
α1, α2 > 0. There exist constants C,C ′ > 0 depending on n, p only, such that for any locally
square integrable function f

C min

{(
α1

α2

)−n
2

,

(
α1

α2

)−n
p

}
‖f‖T p,2,α1 ≤ ‖f‖T p,2,α2

≤ C ′max

{(
α1

α2

)−n
2

,

(
α1

α2

)−n
p

}
‖f‖T p,2,α1 .

Moreover, the dependence in α1/α2 is best possible in the sense that this growth is attained.

We will also work with weighted (in time) tent spaces, denoted by T p,2β for some β ∈ R. They
are defined analogously to the unweighted tent spaces, but where the time variable is integrated
with respect to the measure dt

tβ
. These weighted tent spaces are also Banach spaces and have a

change of aperture result. The proofs for these are similar to the unweighted case.

We will also use a variation of the non-tangential maximal function, which was introcduced
by Kenig and Pipher for elliptic equations in [23].

Definition 3.5. Let F ∈ L2
loc(R

n+1
+ ). The non-tangential maximal function Ñ(F ) is defined by

Ñ(F )(x) := sup
δ>0

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|F (t, y)|2dydt

) 1
2

, ∀x ∈ Rn.

Using this non-tangential maximal function the following Banach space was defined in [23].

Definition 3.6. Let 1 ≤ p < ∞. Xp is defined as the subspace of functions F ∈ L2
loc(R

n+1
+ )

such that
‖F‖Xp := ‖Ñ(F )‖Lp <∞.

In contrast to the original non-tangential maximal function, defined by

u∗ : x 7→ sup
(t,y)∈(0,∞)×Rn
|x−y|<

√
t

|u(t, y)|, (3.1)

we do not need pointwise bounds for our solutions. We can also control the modified non-
tangential maximal function by the original one in the following way.

sup
δ>0

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|F (t, y)|2dydt

) 1
2

≤ sup
δ>0

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
F ∗(x)dydt

) 1
2

= F ∗(x).

Hence,
‖F‖Xp ≤ ‖F ∗‖Lp .
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Chapter 4

Elliptic operators

In this section we will define what a divergence form elliptic operator is and also provide a few
properties that we are going to use later on. These properties and definitions are taken from [3],
unless stated otherwise.
Before stating the definition of a divergence form elliptic operator we introduce the notion of a
strongly continuous semigroup, an analytic semigroup and (maximal accretive) operators.

Definition 4.1. Let X be a Banach space and L(X) the bounded linear operators on X. A
strongly continuous semigroup on X is a map T : R+ → L(X) such that

(i) T (0) = I, where I is the identity operator,

(ii) for all t, s ≥ 0: T (t+ s) = T (t)T (s),

(iii) for all x ∈ X: limt↓0 ‖T (t)x− x‖X → 0.

Now let S(t) be a strongly continuous semigroup on a Banach space X and denote a sector
of angle ω in the complex plane by Σω, i.e.,

Σω = {z ∈ C : | arg z| < ω}.

Definition 4.2. S(t) is said to be analytic if there exist a ω ∈ (0, π2 ) such that the following
hold:

• The mapping t→ S(t) can be extended to Σω such that the usual semigroup properties hold
on Σω. In other words, such that for all s, t ∈ Σω we have S(0) = I, S(s)S(t) = S(s+ t)
and the mapping z 7→ S(z)x is continuous for all x ∈ X.

• For all z ∈ Σω\{0} the mapping z 7→ S(z) is analytic in the operator norm.

We will also need the following definitions related to operators

Definition 4.3. Let X,Y be Banach spaces. An operator T is said to be closed if its graph,
Γ(T ) is a closed set. Here, the Γ(T ) = {(x, Tx) : x ∈ D(T )} ⊂ X ⊕ Y , where D(T ) is the
domain of T .

Definition 4.4. A closed operator T acting on a Hilbert space H is said to be accretive if

<e〈Tu, u〉 ≥ 0, for all u ∈ H.

If T has no proper accretive extension, it is called maximal accretive.

13
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We will also introduce the notion of a bounded holomorphic funtional calculus is as was done
in [16].
Let ω, σ ∈ C be such that 0 ≤ ω < σ < π. We define the following sectors in the complex plane.

Σω := {z ∈ C : | arg z| ≤ ω}, Σ0
σ := Σσ\{0}.

Note that Σω is a closed set and Σ0
σ an open set. ByH(Σ0

σ) we denote the space of all holomorphic
functions on Σ0

σ. For every α, β > 0,we define the following subset of H(Σ0
σ)

H∞(Σ0
σ) := {φ ∈ H(Σ0

σ) : ‖φ‖L∞(Σ0
σ) <∞},

Ψα,β(Σ0
σ) := {φ ∈ H(Σ0

σ) : ∃C : |φ(z)| ≤ C|z|α(1 + |z|α+β)−1 for every z ∈ Σ0
σ}.

We also define the set Ψ(Σ0
σ) :=

⋃
α,β>0 Ψα,β(Σ0

σ).

Definition 4.5. Let ω ∈ [0, π). A closed operator L in a Hilbert space H is said to be sectorial
of angle ω if σ(L) ⊂ Σω, where σ(L) is the spectrum of L, and for each σ > ω, there exists a
constant Cσ > 0 such that

‖(zI − L)−1‖ ≤ Cσ|z|−1, z /∈ Σω.

Let ω < θ < σ < π and L a sectorial operator of angle ω ∈ [0, π) in a Hilbert space H. Then
for every φ ∈ Ψ(Σ0

σ)

φ(L) :=
1

2πi

∫
∂Σ0

θ

φ(λ)(λI − L)−1dλ

defines a bounded operator on H. Since L is sectorial, the above integral is well-defined. Fur-
thermore, by the extension of Cauchy’s theorem, the above definition is independent of the
choice of θ ∈ (ω, σ).
Now, in addition to sectorial, assume that L is also injective. By, for example, [12] Theo-
rem 2.3 and Theorem 3.8, we get that L has a dense domain and a dense range in H. Setting
φ(z) := z(1+z)−2, we then get that φ(L) is injective and has dense range in H. For f ∈ H∞(Σ0

σ)
we define by

f(L) := [φ(L)]−1(f · φ)(L)

a closed operator in H. If there exists a constant cσ > such that for all f ∈ H∞(Σ0
σ), there

holds f(L) is a bounded operator on H with

‖f(L)‖ ≤ cσ‖f‖L∞(Σ0
σ),

we say that L has a bounded holomorphic or H∞(Σ0
σ) functional calculus. Having a bounded

holomorphic functional calculus is equivalent to L satisfying square function estimates, i.e. for
some (all) σ ∈ (ω, π) and some φ ∈ Ψ(Σ0

σ)\{0} there exists a C > 0 such that for all u ∈ H

C−1‖u‖2H ≤
∫ ∞

0
‖φ(tL)u‖2H

dt

t
≤ C‖u‖2.

For more details about functional calculi (of accretive operators) see [27].

Now we start defining what a divergence form elliptic operator is. Let A ∈ L∞(Rn,Mn(C)))
satisfy uniform ellipticity estimates

∃Λ > 0 : ∀ξ, η ∈ Cn, |〈A(x)ξ, η〉| ≤ Λ|ξ‖η|, x ∈ Rn,
∃λ > 0 : ∀ξ ∈ Cn,<e(〈A(x)ξ, ξ〉) ≥ λ|ξ|2, x ∈ Rn.
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A second order divergence form operator is then formally defined as

Lf = −div(A∇f).

We will need to justify this definition and notation. To do so, let D(L) be the largest subspace
contained in W 1,2 = H1, the Sobolev space, such that

|〈A∇f,∇g〉| =
∣∣∣∣∫

Rn
A∇f · ∇gdx

∣∣∣∣ ≤ C‖g‖2, for all g ∈ H1,

where 〈·, ·〉 is the L2 inner product. Then we set Lf by

〈Lf, g〉 =

∫
Rn
A∇f · ∇gdx,

for f ∈ D(L) and g ∈ H1. This defines L (see [22, Chapter VI] for more information on forms).
From this definition we get that L is a maximal accretive operator on L2 and that its domain,
D(L), is dense in H1 (see [22, Chapter V, §3.10]).
To justify the divergence notation we first introduce the homogeneous Sobolev space in the
following way: we set Ḣ1(Rn) = {u ∈ D ′(Rn) : ∇u ∈ L2(Rn;Cn)} equipped with the seminorm
u 7→ ‖∇u‖L2 . Note that for this semi-norm, H1 is dense in its homogeneous version Ḣ1. (Test
functions are dense in Ḣ1 and are included in H1). Hence, L extends to a bounded invertible
operator from Ḣ1 into its dual space, which can be identified with Ḣ−1(Rn) = {divg : g ∈
L2(Rn,Cn)} equipped with the norm f 7→ ‖f‖Ḣ−1 = inf{‖g‖L2 : f = div g}. Moreover, for all

u ∈ Ḣ1(Rn), all g ∈ L2(Rn;Cn) and f = div g, we have

Ḣ−1〈f, u〉Ḣ1 = −L2〈g,∇u〉L2 .

Remark 4.6. For the dual of L we have

〈Lf, g〉 = 〈−div(A∇f), g〉
= 〈f,−div(A∗∇g)〉
= 〈f, L∗g〉, f, g ∈ H1,

with A∗ being the dual of the matrix A. This shows that the dual of L is again a divergence form
elliptic operator.

Since L is a maximal accretive operator we have that −L generates a bounded analytic semi-
group (e−zL)z∈Σπ

2−ωL
with ωL = inf{γ ∈ [0, π2 ) : | arg〈Lf, f〉| ≤ γ for all f ∈ D(L)}. From [35]

we also know that (e−tL)t∈R+ is a contraction semigroup i.e. ‖e−tL‖L2→L2 ≤ 1 for all t ∈ R+.
Another consequence of L being maximal accretive, is that it also has a bounded holomorphic
functional calculus on L2 [27, Theorem 11.5].

A property involving the operator L and its semigroup that we will need later on is the
following: Let L

1
2 be the unique maximal accretive operator such that L

1
2L

1
2 = L. Then for all

u ∈ H1, we have, by the solution of Kato’s square root problem [5],

‖L
1
2u‖2 ' ‖∇u‖2 (4.1)

and the domain of L
1
2 coincides with H1. As a consequence we get

sup
t>0
‖∇e−tLu‖L2 ' sup

t>0
‖L

1
2 e−tLu‖L2 = sup

t>0
‖e−tLL

1
2u‖L2 ≤ ‖L

1
2u‖L2 ' ‖∇u‖L2 . (4.2)
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Another property that we use on multiple occasions throughout this thesis are the off-
diagonal estimates of Gaffney type.

Definition 4.7. Let q ∈ [1, 2] and let T = (Tt)t>0 be a family of operators acting on L2. If for
some constants C > 0 and c > 0, for all Borel sets E,F ⊆ Rn, all h ∈ L2 ∩ Lq with support in
E and all t > 0 we have

‖χFTth‖2 ≤ Ct−
n
2

( 1
q
− 1

2
)
e−

cd(E,F )2

t ‖h‖q,

then we say that T satisfies Lq − L2 off-diagonal estimates. Here, d(E,F ) denotes the distance
between the sets E and F .

Whenever q = 2, we just say that T satisfies L2 off-diagonal estimates.

Proposition 4.8. The families (e−tL)t>0, (tLe−tL)t>0 and (
√
t∇e−tL)t>0 satisfy L2 off-diagonal

bounds.

Proof. Let φ be a Lipschitz function on Rn with Lipschitz norm 1 and let ρ > 0. By the same
mehod as we defined the operator L, we define Lρ = eρφLe−ρφ. Note that for L we have

Lf = −div(A∇f) = −
∑
i,j

∂jai,j∂if

and for Lρ we have

Lρf = −eρφdiv(A∇e−ρφf) = −eρφ
∑
i,j

∂jai,j∂i(e
−ρφf),

where we recall that L is defined through a form and hence the aij need not to be differentiable.
Using the product rule we get that Lρ has the same principal term as L and some lower order
terms, which are bounded since eρφ and e−ρφ are smooth enough. In other words, if Qρ is the
associated form, then it is bounded on H1 and we can find a constant c depending only on
dimension and the ellipticity constants of L such that

<e(Qρ(f)) ≥ λ

2
‖∇f‖22 − cρ2‖f‖22, f ∈ H1.

The above shows that Lρ + cρ2 is a maximal accretive operator on L2 and hence generates an

analytic semigroup (e−tLρe−cρ
2t)t>0. Since c and ρ are constants we find that the semigroup

(e−tLρ)t>0 exists and is analytic as well. So we have

‖e−tLρf‖2 ≤ Cecρ
2t‖f‖2, (4.3)

for all t > 0 where C only depends on ellipticity constants of L and on dimension. Now let E and
F be two Borel sets and f ∈ L2, with compact support contained in E. Choose φ(x) = d(x,E).
Since Lρ = eρφLe−ρφ, viewed as multiplication of operators, we get that e−tLρ = eρφe−tLe−ρφ.
Using this, and that the support of f is contained in E we find

e−tL = e−ρφe−tLρf.

Combining with (4.3) we thus find for all t > 0 and ρ > 0

‖χF e−tLf‖2 ≤ Ce−ρd(E,F )ecρ
2t‖f‖2.
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Optimizing −ρd(E,F ) + cρ2t with respect to ρ > 0 we get

‖χF e−tLf‖2 ≤ Ce−
d(E,F )2

4ct ‖f‖2. (4.4)

Now let α ∈ C such that |α| < π
2 − ωL. Then eiαL, with coefficients eiαA(x), is an operator in

the same class as L. Hence we can find the same estimate as (4.4) for eiαL. For z ∈ σπ
2
−ωL we

can write z = teiα with |α| < π
2 − ωL and t ∈ R. In this case we have e−zL = e−t(e

iαL). Thus we
can do the following.
Let f, g ∈ L2, with supp f ⊆ E and supp g ⊆ F . For z ∈ ΣωL define

G(z) := 〈e−zLf, g〉 =

∫
Rn

e−zLf(x) · g(x)dx.

Using that (e−zL)z∈ΣL is analytic and e−zL = e−t(e
iαL) we get that G is also analytic on ΣωL

and find

|G(z)| ≤ Ce−
d(E,F )2

4ct ‖f‖2‖g‖2.
Now fix t > 0. We can write, by using the Cauchy integral formula,

tLe−tL = − t

2πi

∫
|ζ−t|=ηt

e−ζL

(ζ − t)2
dζ,

where we choose η > 0 small enough such that {ζ ∈ C : |ζ − t| ≤ ηt} ⊆ ΣL. We thus find

|〈tLe−tLf, g〉| ≤ t

2π

∫
|ζ−t|=ηt

|G(ζ)|
η2t2

|dζ|

≤ Ce−
d(E,F )2

4ct ‖f‖2‖g‖2
1

η2t

1

2π
2πηt

≤ C̃e−
d(E,F )2

4ct ‖f‖2‖g‖2.

Hence, for all t > 0 we find

‖χF tLe−tLf‖2 ≤ C̃e−
d(E,F )2

4ct ‖f‖2
with C̃ only depending on dimension and ellipticity constants.
To see that (

√
t∇e−tL)t>0 also satisfies L2 off-diagonal estimate we note that, for f ∈ H2, we

have, using ellipticity,

‖
√
t∇e−tLf‖22 = 〈

√
t∇e−tLf,

√
t∇e−tLf〉

= 〈t∇e−tLf,∇e−tLf〉
. 〈tA∇e−tLf,∇e−tLf〉
= 〈−tLe−tLf, f〉
≤ ‖ − tLe−tLf‖2‖f‖2,

where the implicit constant only depends on the ellipticity constants. Hence, the L2 off-diagonal
estimates of (

√
t∇e−tL)t>0 follow from the L2 off-diagonal estimates of (tLe−tL)t>0.

Remark 4.9. Let t > 0. We have (
√
t∇e−tL)∗ =

√
te−tL

∗
div. Using this we find

‖
√
t∇e−tL‖L2→L2 = sup

f,g∈L2

|〈
√
t∇e−tLf, g〉|
‖f‖2‖g‖2

= sup
f,g∈L2

|〈f,
√
te−tL

∗
divg〉|

‖f‖2‖g‖2
= ‖
√
te−tL

∗
div‖L2→L2 .

Since L∗ is a divergence form elliptic operator, as mentioned in Remark 4.6, we know that
(
√
t∇e−tL

∗
)t>0 satisfies L2 off-diagonal bounds as well. Switching the roles of L∗ and L in the

above computation thus shows us that (
√
te−tLdiv)t>0 also satisfies L2 off-diagonal bounds.
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Proposition 4.10. If T = (Tt)t≥0 and S = (St)t≥0 both satisfy L2 off-diagonal estimates, then
so does (TtSt)t≥0.

Proof. Let E,F ⊂ Rn be Borel sets, t > 0 and f ∈ L2. We want to show

‖χFTt(StχEf)‖2 . e−
cd(E,F )2

t ‖χEf‖2,

for some constant c > 0. First we assume that F ∩ E = ∅. We denote d = d(E,F ), and define

G1 = {x ∈ Rn; d(x,E ∪ F ) ≥ 1

3
d},

G2 = {x ∈ Rn; d(x,E) <
1

3
d},

G3 = {x ∈ Rn; d(x, F ) <
1

3
d}.

The above sets are mutually disjoint and we have G1 ∪G2 ∪G3 = Rn. Now we get

‖χFTt(StχEf)‖2 = ‖χFTt((χG1 + χG2 + χG3)StχEf)‖2
≤ ‖χFTt(χG1StχEf)‖2 + ‖χFTt(χG2StχEf)‖2 + ‖χFTt(χG3StχEf)‖2. (4.5)

Using L2 off-diagonal estimates for T and S for the first part we get

‖χFTt(χG1StχEf)‖2 . e−
c1d(G1,F )2

t ‖χG1StχEf‖2

. e−
c1d(G1,F )2

t e−
c2d(G1,E)2

t ‖χEf‖2

= e−
c1

1
3 d(E,F )2

t e−
c2

1
3 d(E,F )2

t ‖χEf‖2

= e−
c̃1d(E,F )2

t ‖χEf‖2,

where c̃1 = 1
3c1 + 1

3c2. For the second part of (4.5) we have

‖χFTt(χG2StχEf)‖2 . e−
c1d(G2,F )2

t e−
c2d(G2,E)2

t ‖χEf‖2

. e−
c1

2
3 d(E,F )2

t e0‖χEf‖2

= e−
c̃2d(E,F )2

t ‖χEf‖2,

where c̃2 = 2
3c1 + 1

3c2. Similarly, we get for the last part of (4.5)

‖χFTt(χG3StχEf)‖2 . e−
c̃3d(E,F )2

t ‖χEf‖2,

where c̃3 = 1
2c1 + 2

3c2. Collecting the above estimate thus provides us with the desired result
with c = c̃1 + c̃2 + c̃3.

Now assume F ∩ E 6= ∅. Then d(E,F ) = 0 and hence e−
d(E,F )2

t = 1. In this case we have

‖χFTt(StχEf)‖2 = ‖χFTt(χRnStχEf)‖2

. e−
c1d(R

n,F )2

t e−
c2d(E,R

n)2

t ‖χEf‖2
= ‖χEf‖2,

which is the desired result.



Chapter 5

Maximal regularity operators

We first introduce the notion of maximal regularity in a simple setting. Let X be a Banach
space and L a closed, not neccesarily bounded, operator with domain D(L) dense in X. For a
measurable function f : [0,∞)→ X, we consider the following problem{

u′(t) + Lu(t) = f(t), t ≥ 0
u(0) = 0.

(5.1)

Definition 5.1. Let p ∈ (1,∞). We say that L has maximal Lp-regularity if there exists C > 0
such that for all f ∈ Lp(0,∞;X), there is a unique u ∈ Lp(0,∞;D(L)) with u′ ∈ Lp(0,∞;X)
that satisfies (5.1) for almost all t ∈ (0,∞) and such that

‖u′‖Lp(0,∞;X) + ‖Lu‖Lp(0,∞;X) ≤ C‖f‖Lp(0,∞;X).

If we have a bounded analytic semigroup (T (t))t≥0, generated by −L, then the solution u of
(5.1) is formally given by

u(t) =

∫ t

0
T (t− s)f(s)ds, t ≥ 0.

Hence, we have

Lu(t) = L

∫ t

0
T (t− s)f(s)ds =

∫ t

0
LT (t− s)f(s)ds t ≥ 0,

Since u′(t) = −Lu(t) + f(t) we thus can see if L has maximal Lp-regularity by checking if the
operator ML, defined by

MLf(t) =

∫ t

0
LT (t− s)f(s)ds, t ≥ 0

for f ∈ Lp(0,∞;X), is bounded in Lp(0,∞;X).
Going back to our setting of interest, we consider the divergence form elliptic operator

L = −divA∇ with domain D(L) = {u ∈ H1(Rn);A∇u ∈ D(div)} and A ∈ L∞(Rn; Mn(C)))
satifying (1.2). As previously mentioned, −L generates a bounded analytic semigroup of con-
tractions (e−tL)t≥0 on L2. The maximal regularity operator associated with L is then formally
defined by

MLf(t, x) =

∫ t

0
Le−(t−s)Lf(s, ·)(x)ds. (5.2)

The L2(R+ × Rn) boundedness of this operator was proved in [38] by de Simon using the H∞-
functional calculus. For Lp(R+ × Rn) boundedness, where p 6= 2, it was shown in [39] that
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a necessary and sufficient assumption was that L generates a R-analytic semigroup. In [4], a
weighted (in time) version of the L2 boundedness was established. It was shown that, for all
β ∈ (−1,∞), ML extends to a bounded operator on L2(R+ × Rn; t−βdtdx) = T 2,2

β . For the
corresponding p 6= 2 case, the following result, of which we will provide the proof, was established
in [7].

Theorem 5.2. Let −T be a densely defined closed linear operator acting on L2(Rn) and gener-
ating a bounded analytic semigriup (e−tT )t≥0 and let β ∈ (−1,∞), p ∈ ( 2n

n+2(1+β) ,∞) ∩ (1,∞),

and τ = min{p, 2}. If for all Borel sets E,F ⊆ Rn, all t > 0 and all f ∈ L2(Rn), (tT e−tT )t≥0

satisfies

‖χEtT e−tTχF ‖2 .

(
1 +

d(E,F )2

t

)−M
‖χF f‖2, (5.3)

where M > n
2τ , then MT extends to a bounded operator on T p,2β .

Proof. In this proof we are going to use dyadic annuli which are defined as follows. For x ∈ Rn
and t > 0, we introduce C0(x, r) = B(x, t), and Cj(x, r) = B(x, 2jt)\B(x, 2j−1t), for j ≥ 1,
where B(x, t) = {y ∈ Rn : |x− y| < t}, the ball of radius t with center x.

Let f ∈ D . Using Minkowski inequality we can write ‖MT f‖T p,2β
≤

∞∑
k=1

∞∑
j=0

Ik,j +
∞∑
j=0

Jj

where

Ik,j =

(∫
Rn

(∫ ∞
0
−
∫
B(x,

√
t)

∣∣∣ ∫ 2−1t

2−k−1t
T e−(t−s)T (χCj(x,4

√
t)f(s, ·))(y)ds

∣∣∣2dy
dt

tβ

) p
2
dx

) 1
p

,

Jj =

(∫
Rn

(∫ ∞
0
−
∫
B(x,

√
t)

∣∣∣ ∫ t

t
2

T e−(t−s)T (χCj(x,4
√
s)f(s, ·))(y)ds

∣∣∣2dy
dt

tβ

) p
2

dx
) 1
p
.

We fix j ≥ 0 and k ≥ 1. Then we have for fixed x ∈ Rn∫ ∞
0
−
∫
B(x,

√
t)

∣∣∣ ∫ 2−1t

2−k−1t
T e−(t−s)T (χCj(x,4

√
t)f(s, ·))(y)ds

∣∣∣2dy
dt

tβ

'
∫ ∞

0

∫
B(x,

√
t)

∣∣∣ ∫ 2−1t

2−k−1t
(t− s)T e−(t−s)T (χCj(x,4

√
t)f(s, ·))(y)

ds

t− s

∣∣∣2dy
dt

tβ+n
2

=

∫ ∞
0

∫
B(x,

√
t)

∣∣∣ ∫ 2−1t

2−k−1t
(t− s)T e−(t−s)T (χCj(x,4

√
t)f(s, ·))(y)ds

∣∣∣2dy
dt

tβ+n
2

+2

.
∫ ∞

0

∫
B(x,

√
t)

2−kt

∫ 2−1t

2−k−1t
|(t− s)T e−(t−s)T (χCj(x,4

√
t)f(s, ·))(y)|2dsdy

dt

tβ+n
2

+2

=

∫ ∞
0

∫ 2−1t

2−k−1t
2−kt

∫
B(x,

√
t)
|(t− s)T e−(t−s)T (χCj(x,4

√
t)f(s, ·))(y)|2dy

dsdt

tβ+n
2

+2

.
∫ ∞

0

∫ 2−1t

2−k−1t
2−kt

(
1 +

2j2t

t− s

)−2M

‖χB(x,2j+2
√
t)f(s, ·))(y)‖22

dsdt

tβ+n
2

+2

. 2−k2−4jM

∫ ∞
0

(∫ 2k+1s

2ks

dt

tβ+n
2

+1

)
‖χ

B(x,2j+3+ k2
√
s)
f(s, ·))(y)‖22ds

. 2−k(n
2

+1+β)2−4jM

∫ ∞
0
‖χ

B(x,2j+3+ k2
√
s)
f(s, ·))(y)‖22

ds

sβ+n
2
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' 2−k(n
2

+1+β)2−4jM

∫ ∞
0
−
∫
B(x,2j+3+ k2

√
s)
|f(·, y)(s)|2dy

ds

sβ
.

In the first equality we used that t−s and t are similar in size for s ∈ ∪k≥1[2−k−1t, 2−kt] ⊆ [0, t2 ].
For the first inequality we used the Cauchy-Schwarz inequality for the integral with respect to
y. Afterwards we used Fubini to switch the integral. In the second inequality we used (5.3) and
in the subsequent steps, again we used that t − s and t are similar in size and Fubini. Using
these calculations together with Remark 3.4 we thus find

Ik,j . (j + k)2−k( 1
2

(n
2

+1+β)− n
2τ

)2−j(2M−
n
τ

)‖f‖
T p,2β

,

where τ = min{p, 2}. Since we have M > n
2τ and n

2 + 1 + β > 2n
2τ it follows that

∞∑
k=1

∞∑
j=0

. ‖f‖
T p,2β

.

Note that our restriction on β is required for n
2 + 1 + β > 2n

2τ to be true for p ≥ 2.

Now we estimate J0. We have J0 ≤ (
∫
Rn J̃0(x)

p
2 dx)

1
p where

J̃0(x) =

∫ ∞
0

∫
Rn

∣∣∣ ∫ t

t
2

T e−(t−s)T g(s, ·)(y)ds
∣∣∣2 dydt

tβ+n
2

,

with g(s, y) = χB(x,4
√
s)(y)f(s, y). We have∫ t

t
2

T e−(t−s)T g(s, ·)(y)ds =

∫ t

0
T e−(t−s)T g(s, ·)(y)ds−

∫ t
2

0
T e−(t−s)T g(s, ·)(y)ds

=

∫ t

0
T e−(t−s)T g(s, ·)(y)ds− e−

t
2
T

∫ t
2

0
T e−( t

2
−s)T g(s, ·)(y)ds.

So we can rewrite the inside integral of J̃0(x) as

MT g(t, ·)− e−
t
2
TMT g(

t

2
, ·).

Since β + n
2 ∈ (−1,∞) we have by [4] that MT is bounded on L2(R+ × Rn; t−(β+n

2
)dydt). We

also have that (e−tT )t≥0 is uniformly bounded on L2(Rn). We thus get, in combination with
Fubini’s Theorem

J̃0 .
∫ ∞

0
‖χB(x,4

√
s)f(s, ·)‖22

ds

sβ+n
2

.

As for Jj with j ≥ 1 we have for fixed x ∈ Rn∫ ∞
0
−
∫
B(x,

√
t)

∣∣∣ ∫ t

t
2

T e−(t−s)T (χCj(x,4
√
s)f(s, ·))(y)ds

∣∣∣2dy
dt

tβ

'
∫ ∞

0

∫
B(x,

√
t)

∣∣∣ ∫ t

t
2

(t− s)T e−(t−s)T (χCj(x,4
√
s)f(s, ·))(y)

ds

t− s

∣∣∣2dy
dt

tβ+n
2

.
∫ ∞

0

∫
B(x,

√
t)

∫ t

t
2

|(t− s)T e−(t−s)T (χCj(x,4
√
s)f(s, ·))(y)|2 ds

(t− s)2
dy

dt

tβ+n
2
−1

.
∫ ∞

0

∫ t

t
2

(t− s)−2
(

1 +
2jmt

t− s

)−2M
‖χB(x,2j+2

√
s)f(s, ·)‖22

ds

sβ+n
2
−1

dt
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. 2−2j(2M−2)

∫ ∞
0

(∫ 2s

s
s(t− s)−2

(
1 +

2jmt

t− s

)−2
dt

)
‖χB(x,2j+2

√
s)f(s, ·)‖22

ds

sβ+n
2

. 2−4jM

∫ ∞
0
‖χB(x,2j+2

√
s)f(s, ·)‖22

ds

sβ+n
2

' 2−4jM

∫ ∞
0
−
∫
B(x,2j+2

√
s)
|f(·, y)(s)|2dy

ds

sβ

In the first inequality we used Cauchy Schwarz inequality. In the second we used Fubini and
then (5.3). In the next step we again used Fubini and that t and s are similar in size. In the
last inequality we used the change of variables v = t

t−s . Using a change of angle we thus find

Jj . 2−2jMj2j
n
τ ‖f‖

T p,2β
= j2−j(2M−

n
τ

)‖f‖
T p,2β

.

Now summing up all the estimates provides us with the desired result.

Remark 5.3. In Section 4 we have seen that the operator L = −divA∇ is a special case of a
densely defined linear operator acting on L2(Rn) that generates a bounded analytic semigroup
(e−tL)t≥0. Furthermore, by Proposition 4.8 we also get (tLe−tL)t≥0 satisfies (5.3) for any M .
So by the above theorem we get that ML extends to a bounded operator on T p,2β for β ∈ (−1,∞)

and p ∈ ( 2n
n+2(1+β) ,∞).

We are also going to use a variation of ML, namely M̃L defined by

M̃Lf(t, ·) =

∫ t

0
∇e−(t−s)Ldivf(s, ·)ds. (5.4)

Proposition 5.4. M̃L is well defined as a bounded operator from L1(H2) to L∞loc(L
2), where

H2 = H2(Rn;Cn), and extends to a bounded operator on L2(L2).

Proof. By using (4.2), we have, for all τ > 0 and g ∈ H2,

‖∇e−τLdiv g‖L2 . ‖∇div g‖L2 . ‖g‖H2 ,

which shows that the operator is indeed well defined.
Now for the extension to L2(L2). By Remark 4.6 we know that the adjoint of a divergence
form elliptic operator is again a divergence form elliptic operator. Let L′ = −div A∗∇. Then
(L′)∗ = L. We thus know, by the solution of the Kato square root problem [5], that for

g ∈ L2(Rn;Cn) we have ‖∇(L′)−
1
2 g‖L2 . ‖g‖L2 . Hence, ∇(L′)−

1
2 : L2(Rn) → L2(Rn;Cn)

is a bounded operator. Using (∇(L′)−
1
2 )∗ = −((L′)∗)−

1
2 div = −L−

1
2 div, we find that h =

L−
1
2 div g ∈ L2(Rn). Furthermore, if g ∈ H2, then div g ∈ H1 = D(L

1
2 ) by [5]. Therefore,

Lh = L
1
2 divg ∈ L2(Rn). Hence h ∈ D(L). Since ∇L−

1
2 is L2 bounded, [5], we get for all g ∈ H2

and τ > 0
∇e−τLdiv g = ∇L−

1
2Le−τLL−

1
2 div g in L2.

From this we get for all f ∈ L1(H2)

M̃Lf = ∇L−
1
2MLL

− 1
2 div f.

Since ML is bounded on L2(L2), and D ⊆ L1(H2), we find, by density, that M̃L extends to a
bounded operator on L2(L2).

We also have that the adjoint of M̃L extends boundedly to L2(L2):
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Lemma 5.5. The adjoint of M̃L, initially defined for g ∈ D , is given by

M̃∗Lg(s, x) =

∫ ∞
0
∇(e−σL)∗div g(σ + s, ·)(x)dσ, (s, x) ∈ (0,∞)× Rn

and extends to a bounded operator on L2(L2).

Proof. Let f, g ∈ D . Then∫
R
〈M̃Lf(t, ·), g(t, ·)〉dt =

∫
R

∫
R
χ(0,∞)(t− s)〈∇e−(t−s)Ldiv f(s, ·), g(t, ·)〉dsdt

σ=t−s
=

∫
R

∫
R
χ(0,∞)(σ)〈∇e−σLdiv f(s, ·), g(σ + s, ·)〉dsdσ

=

∫
R

∫
R
χ(0,∞)(σ)〈f(s, ·),∇(e−σL)∗div g(σ + s, ·)〉dσds

=

∫
R

〈
f(s, ·),

∫ ∞
0
∇(e−σL)∗div g(σ + s, ·)dσ

〉
ds.

By density of D we get the extension to L2(L2).

Proposition 5.6. Let β ∈ (−1,∞) Then M̃L extends to a bounded operator on T p,2β for p ∈
( 2n
n+2(1+β) ,∞) ∩ (1,∞).

Proof. As in the proof of Proposition 5.4, we have the following L2 equality

∇e−τLdiv g = ∇L−
1
2Le−τLL−

1
2 div g.

From this we get for all f ∈ L1(t−βdt;H2)

M̃Lf = ∇L−
1
2MLL

− 1
2 div f.

Since ML is bounded on L2(t−βdt;L2) for β ∈ (−1,∞), see [4], and D ⊆ L1(H2), we find, by
density, that M̃L extends to a bounded operator on L2(t−βdt;L2).
Now we consider the following family of operators: (t∇e−tLdiv)t>0. We have for any t > 0

t∇e−tLdiv =
√
t∇e−

t
2
Le−

t
2
L
√
tdiv.

By Proposition 4.8 and Remark 4.9 we know that (
√
t∇e−

t
2
L)t>0 and (e−

t
2
L
√
tdiv)t>0 satisfy

L2 off-diagonal estimates. Hence, by Proposition 4.10, (t∇e−tLdiv)t>0 satisfies L2 off-diagonal
estimates as well. Since satisfying L2 off-diagonal estimates implies that (5.3) is satisfied for any
M , we can now repeat the proof of Theorem 5.2 to obtain the desired result.

Remark 5.7. For β = 0, the above proposition holds for a bigger range of p: Let q ∈ [1, 2)
be such that supt>0 ‖

√
t∇e−tL

∗‖L (Ls) < ∞ for all s ∈ [2, q′). In that case, M̃L extends to a

bounded operator on T p,2 for all p ∈ (pc,∞] with pc = max{ nq
n+q ,

2n
n+q′ }. For the proof we refer

to [6, Proposition 2.8].

We will also need to following integral operator

RLf(t, x) :=

∫ t

0
e−(t−s)Ldivf(s, ·)(x)ds, (5.5)

which is defined as a bounded operator from L1(H1), with H1 = H1(Rn;Cn), to L∞loc(L
2).
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Proposition 5.8. Let p ∈ (0,∞). The operator RL extends to a bounded operator from T p,2 to
Xp.

Proof. In this proof we are going to use dyadic annuli which are defined as follows. For x ∈ Rn
and r > 0, we introduce S1(x, r) = B(x, 2r), and Sj(x, r) = B(x, 2j+1r)\B(x, 2jr), for j ≥ 2,
where B(x, r) = {y ∈ Rn : |x− y| < r}, the ball of radius r with center x.

We note that it is enough to show that ‖RLf‖Xp . ‖f‖T p,2 for f ∈ Cc(Rn+1
+ ;Cn), since

Cc(Rn+1
+ ;Cn) is contained in L1(H1) and is dense in T p,2 of Cn-valued functions.

Now let f ∈ Cc(Rn+1
+ ;Cn). For almost all (t, x) ∈ Rn+1

+ we have

RLf =

∫ t

0
e−(t−s)Ldivf(s, ·)(x)ds

=
∞∑
k=0

∫ 2−kt

2−kt
2

e−(t−s)Ldivf(s, ·)(x)ds

=

∞∑
k=0

e−(1−2−k)tL

∫ 2−kt

2−kt
2

e−(2−kt−s)Ldivf(s, ·)(x)ds

=

∞∑
k=0

e−(1−2−k)tLKLf(2−kt, x),

where KLf(t, x) =
∫ t
t
2

e−(t−s)Ldivf(s, ·)(x)ds. Fixing x ∈ Rn and k > 0, we get for δ > 0

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|e−(1−2−k)tLKLf(2−kt, y)|2dydt

) 1
2

≤
∞∑
j=1

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|e−(1−2−k)tL(χSj(x,

√
δ)KLf(2−kt, ·))(y)|2dydt

) 1
2

.
∞∑
j=1

2(j+1)n
2

(
−
∫ δ

δ
2

e
−c1 4jδ

(1−2−k)t−
∫
B(x,2j+1

√
δ)
|KLf(2−kt, y)|2dydt

) 1
2

.
∞∑
j=1

2j
n
2 e−c4

j

(
−
∫ δ

δ
2

−
∫
B(x,2j+1

√
δ)
|KLf(2−kt, y)|2dydt

) 1
2

≤
∞∑
j=1

2j
n
2 e−c4

j
sup
δ′>0

(
−
∫ 2kδ′

2kδ′
2

−
∫
B(x,2j+1+ k2

√
δ′)
|KLf(2−kt, y)|2dydt

) 1
2

=

∞∑
j=1

2j
n
2 e−c4

j
sup
δ′>0

(
−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)
|KLf(t, y)|2dydt

) 1
2

,

where in the first inequality we used Minkowski inequality to move the sum out of the integral.
In the second inequality we used the L2 off-diagonal estimates for (e−tL)t≥0. Note that for k = 0,
we have, for any j ≥ 0,(

−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|KLf(t, y)|2dydt

) 1
2

. 2j
n
2

(
−
∫ δ

δ
2

−
∫
B(x,2j+1

√
δ)
|KLf(t, y)|2dydt

) 1
2
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≤ 2j
n
2 sup
δ′>0

(
−
∫ δ′

δ′
2

−
∫
B(x,2j+1

√
δ′)
|KLf(t, y)|2dydt

) 1
2

Looking at the part in the supremum, we have for δ′ > 0 and j > 0(
−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)
|KLf(t, y)|2dydt

) 1
2

≤
∞∑
l=1

(
−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
f(s, ·))(y)ds

∣∣∣2dydt

) 1
2

.

Again, we used Minkowski and the boundedness of the operator to take out the sum.
Now let l = 1, and t ∈ ( δ

′

2 , δ
′). Then we have, using Remark 4.9∥∥∥∫ t

t
2

e−(t−s)Ldiv(χ
S1(x,2j+1+ k2

√
δ′)
f(s, ·))(y)ds

∥∥∥
2
≤

∫ t

t
2

‖e−(t−s)Ldiv(χ
S1(x,2j+1+ k2

√
δ′)
f(s, ·))‖2ds

≤
∫ t

t
2

1√
t− s

‖χ
B(x,2j+2+ k2

√
δ′)
f(s, ·)‖2ds.

From this we find(
−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
S1(x,2j+1+ k2

√
δ′)
f(s, ·))(y)ds

∣∣∣2dydt

) 1
2

.

(
1

δ′

∫ δ′

δ′
2

(2j+1+ k
2

√
δ′)−n

∫
Rn

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
S1(x,2j+1+ k2

√
δ′)
f(s, ·))(y)ds

∣∣∣2dydt

) 1
2

=

(
1

δ′

∫ δ′

δ′
2

(2j+1+ k
2

√
δ′)−n

∥∥∥∫ t

t
2

e−(t−s)Ldiv(χ
S1(x,2j+1+ k2

√
δ′)
f(s, ·))(y)ds

∥∥∥2

2
dt

) 1
2

≤

∫ δ′

δ′
2

(∫ t

t
2

1√
δ′

1√
t− s

‖(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+2+ k2
√
δ′)
f(s, ·)‖2ds

)2

dt

 1
2

= ‖TF (t, ·)‖
L2( δ

′
2
,δ′)
,

where T is the integral operator defined as

TF (t, ·) :=

∫ ∞
0

χ( t
2
,t)(s)

1√
δ′

1√
t− s

F (s, ·)ds

and
F (s, ·) := ‖(2j+1+ k

2

√
δ′)−

n
2 χ

B(x,2j+2+ k2
√
δ′)
f(s, ·)‖2.

Using that t ∈ ( δ
′

2 , δ
′) and s ∈ ( t2 , t), we find that

sup
s∈( δ

′
4
,δ′)

∫ δ′

δ′
2

χ( t
2
,t)(s)

1√
δ′

1√
t− s

dt = sup
s∈( δ

′
4
,δ′)

∫ δ′

δ′
2

χ(s,2s)(t)
1√
δ′

1√
t− s

dt

= sup
s∈( δ

′
4
,δ′)

∫ δ′∧2s

δ′
2
∨s

1√
δ′

1√
t− s

dt = C <∞,
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and

sup
t∈( δ

′
2
,δ′)

∫ t

t
2

1√
δ′

1√
t− s

ds < C <∞.

We thus have, by Schur’s lemma [17, Appendix I], ‖TF (t, ·)‖
L2( δ

′
2
,δ′)

. ‖F (t, ·)‖
L2( δ

′
2
,δ′)

, and

hence (
−
∫ δ

δ
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
S1(x,2j+1+ k2

√
δ′)
f(s, ·))(y)ds

∣∣∣2dydt

) 1
2

.

(∫ δ′

δ′
2

−
∫
B(x,2j+2+ k2

√
δ′)
|f(t, y)|2dydt

) 1
2

≤

(∫ ∞
0
−
∫
B(x,2j+3+ k2

√
t)
|f(t, y)|2dydt

) 1
2

For l ≥ 2 we have(
−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
f(s, ·))(y)ds

∣∣∣2dydt

) 1
2

'

(
−
∫ δ′

δ′
2

∥∥∥∫ t

t
2

(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
f(s, ·))(y)ds

∥∥∥2
dt

) 1
2

≤

∫ δ′

δ′
2

(∫ t

t
2

1√
δ′

∥∥∥(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
f(s, ·))

∥∥∥ds

)2

dt

 1
2

.

∫ δ′

δ′
2

(∫ t

t
2

1√
δ′

1√
t− s

2lne−c
4l+j2kδ′
t−s (−

∫
B(x,2j+l+2+ k2

√
δ′)
|f(s, y)|2dy)

1
2 ds

)2

dt

 1
2

where in the second inequality we used the L2-off diagonal estimates for e−tLdiv.
Now define

T2F (t, ·) :=

∫ ∞
0

χ( t
2
,t)

1√
δ′

1√
t− s

e−
Dδ′
t−sF (s, ·)ds,

with

F (s, x) =

(
−
∫
B(x,2j+l+2+ k2

√
δ′)
|f(s, y)|2dy

) 1
2

and D = c4l+j2k.

Using that t ∈ ( δ
′

2 , δ
′) and s ∈ ( t2 , t), we have 0 ≤ t − s ≤ δ′. Also, e−

Dδ′
t−s ≤ min{1, ( t−sDδ′ )

N} for
some large N ∈ N, which we will choose later. If 1 ≤ ( t−sDδ′ )

N , then we have the same integral as
before and find

sup
s∈( δ

′
4
,δ′)

∫ δ′

δ′
2

χ( t
2
,t)(s)

1√
δ′

1√
t− s

dt < C ≤ C
(
t− s
Dδ′

)N
≤ C

(
δ′

Dδ′

)N
. D−N .

For ( t−sDδ′ )
N < 1, we have

sup
s∈( δ

′
4
,δ′)

∫ δ′∧2s

δ′
2
∨s

1√
δ′

1√
t− s

(
t− s
Dδ′

)N
dt = sup

s∈( δ
′
4
,δ′)

[
1

N

1√
δ′

√
t− s

(
t− s
Dδ′

)N]δ′∧2s

δ′
2
∨s

. D−N .
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We find similar estimates for the integration with respect to s. Thus, by Schur’s lemma [17,
Appendix I] we find ‖T2F (·, x)‖

L2( δ
′
2
,δ′)

. D−N‖F (·, x)‖
L2( δ

′
2
,δ′)

, and hence

(
−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
f(s, ·))(y)ds

∣∣∣2dydt

) 1
2

. 2ln(c4l+j2k)−N

(∫ δ′

δ′
2

−
∫
B(x,2j+l+2+ k2

√
δ′)
|f(s, y)|2dydt

) 1
2

≤ 2ln(c4l+j2k)−N

(∫ ∞
0
−
∫
B(x,2j+l+2+ k2

√
t)
|f(s, y)|2dydt

) 1
2

Using Remark 3.4 and summing over k, j, l we thus get

‖RLf‖Xp .
∑
k,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2k)−N

∥∥∥x 7→ (∫ ∞
0
−
∫
B(x,2j+2+l+ k2

√
s)
|f(s, y)|2dyds

) 1
2 ∥∥∥

Lp

.
∑
k,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2k)−N2(j+l+ k

2
)τ‖f‖T p,2

. ‖f‖T p,2 .

with τ only depending on n and p and where we chose N ≥ n+ τ .

The general outline of the above proof will be used to prove our results in Chapters 10 and
11.

Proposition 5.9. Let p be as in Remark 5.7. Then for f ∈ T p,2 we have ∇RLf ∈ T p,2 and
∇RLf = M̃Lf in T p,2.

Proof. Let f, g ∈ D . Then we have∫
R
〈M̃Lf(t, ·), g(t, ·)〉dt =

∫
R

∫
R
χ(0,∞)(t− s)〈∇e−(t−s)Ldiv f(s, ·), g(t, ·)〉dsdt

= −
∫
R

∫
R
χ(0,∞)(t− s)〈e−(t−s)Ldiv f(s, ·), div g(t, ·)〉dsdt

= −
∫
R
〈RLf(s, ·),div g(t, ·)〉dt

=

∫
R
〈∇RLf(t, ·), g(t, ·)〉dt,

where 〈·, ·〉 is the L2 inner product. So we have ∇RLf = M̃Lf in D ′. By Remark 5.7, Proposi-
tion 5.8 and density, we get the desired result.

The T p,2 boundedness of the operators M̃L and RL will have a key role in the proof of
Proposition 1.2, as will be shown in Chapter 7.
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Chapter 6

Energy solutions in L2

In this chapter we develop energy solutions for (1.3) with initial data in L2. We first show that if
the matrix A in (1.3) is dependent on both time and space then the solution can be given through
propagators acting on the initial data. Afterwards, we show that if A is time independent, as
in Chapter 4, then the solution can be given more explicitly using the semigroup of L and the
operator RL from the previous chapter.
So througout most of this chapter, the matrix A in (1.3) is in L∞((0,∞) × Rn,Mn(C)) and
satisfies the following uniform ellipticity estimates

∃Λ > 0 : ∀ξ, η ∈ Cn, |〈A(t, x)ξ, η〉| ≤ Λ|ξ‖η| for a.e. t > 0 and x ∈ Rn,
∃λ > 0 : ∀ξ ∈ Cn,<e(〈A(t, x)ξ, ξ〉) ≥ λ|ξ|2 for a.e. t > 0 and x ∈ Rn,

(6.1)

Now let us first observe that for the homogeneous Sobolev space Ḣ1(Rn), which was intro-
duced in Chapter 4, we have Ḣ1(Rn) ⊂ S ′. To see this note that for every f ∈ S there exists
a F ∈ L2 such that f = divF by the Hodge decomposition. So for every u ∈ Ḣ1 we have that
f 7→ 〈u, f〉 = 〈u,divF 〉 = 〈−∇u, F 〉 and since we have ∇u, F ∈ L2, this mapping is continuous.

Next, we define a variant of the solution space used by Lions in [28] as follows

Ẇ (0,∞) := {u ∈ D ′ : u ∈ L2(Ḣ1) and ∂tu ∈ L2(Ḣ−1)}.

Lemma 6.1. For all u ∈ Ẇ (0,∞), there exists a unique v ∈ Ẇ (0,∞) ∩ C0(L2(Rn)) and c ∈ C
such that u = v + c. Moreover,

‖v‖L∞(L2) ≤
√

2‖u‖L2(Ḣ1)‖∂tu‖L2(Ḣ1)

Proof. Let u ∈ Ẇ (0,∞) and set w = ∂tu + ∆u. Using ∆u = div(∇u), we can find, by the
properties of Ẇ (0,∞), a g ∈ L2(L2) such that w = divg. By τtg, we denote the time translation
of g for a given t ≥ 0. It is defined by τtg(s, ·) = g(s+ t, ·).
Now let f ∈ L2(Rn) and t ≥ 0. Using that the Fourier multiplier of ∇es∆ is ξe−s|ξ|

2
, which is

bounded by 1√
2
, we find, for every ε, R > 0, ε < R,

|〈
∫ R

ε
es∆div (τtg)(s)ds, f〉| ≤

∫ R

ε
|〈τtg(s),∇es∆f〉|ds

≤ ‖τtg‖L2((ε,R),L2)‖(s, x) 7→ ∇es∆f(x)‖L2((ε,R),L2)

≤ ‖τtg‖L2(L2)‖(s, x) 7→ ∇es∆f(x)‖L2(L2)

≤ 1√
2
‖τtg‖L2(L2)‖f‖L2 ,

29
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where we used Cauchy-Schwarz twice in the first inequality. So by taking weak limits in L2, we
find ∫ ∞

0
|〈es∆div (τtg)(s), f〉|ds ≤ 1√

2
‖τtg‖L2(L2)‖f‖L2 .

Now we set, for all t ≥ 0

v(t) = −
∫ ∞
t

e(s−t)∆w(s)ds = −
∫ ∞

0
es∆div (τtg)(s)ds,

where the integral is weakly defined by the above argument. By the same argument, we get,
using Riesz representation theorem, ‖v(t)‖L2 ≤ 1√

2
‖τtg‖L2(L2), for all t ≥ 0. Similarly we find

‖v(t)− v(t′)‖L2 ≤
1√
2
‖τtg − τt′g‖L2(L2) ∀t, t′ ≥ 0,

which shows that v ∈ C ([0,∞);L2). Since lim
t→∞
‖τtg‖L2(L2) = 0, we also get lim

t→∞
‖v(t)‖L2 = 0.

Now, we are going to prove that u−v is a constant. By Lemma 5.5 we know that M̃∗L is bounded
on L2(L2). So we have

‖∇v‖L2(L2) = ‖M̃∗−∆g‖L2(L2) . ‖g‖L2(L2).

from this, ‖f‖Ḣ−1 = inf{‖g‖L2 : f = div g} and ∆v = −div∇v we thus find

‖∆v‖L2(Ḣ−1) ≤ ‖∇v‖L2(L2) . ‖g‖L2(L2). (6.2)

Now let φ ∈ D . Then we have

〈∂tv, φ〉 = −〈v, ∂tφ〉

=

∫ ∞
0

〈∫ ∞
t

e(s−t)∆w(s)ds, ∂tφ(t)

〉
dt

=

∫ ∞
0

∫ s

0

〈
e(s−t)∆w(s), ∂tφ(t)

〉
dtds

=

∫ ∞
0

∫ s

0

〈
w(s), e(s−t)∆∂tφ(t)

〉
dtds

=

∫ ∞
0

〈
w(s),

∫ s

0
e(s−t)∆∂tφ(t)dt

〉
ds

=

∫ ∞
0

〈
w(s),

∫ s

0
[∂t(e

(s−t)∆φ(t)) + e(s−t)∆∆φ(t)]dt

〉
ds

=

∫ ∞
0

〈
w(s), φ(s)− es∆φ(0) +

∫ s

0
e(s−t)∆∆φ(t)dt

〉
ds

= 〈w, φ〉 − 〈v,∆φ〉.

In the third equality we also used Fubini. In the last equality we did the same steps as the first
few equalities but in reverse order and used that φ is a test function. From this and (6.2) we
thus find ∂tv ∈ L2(Ḣ−1) and ∂tv + ∆v = w in L2(Ḣ−1).
We define the distribution h := u − v. We have ∂th + ∆h = w − w = 0 ∈ L2(Ḣ−1) and also
∂th = ∂tu − ∂tv ∈ L2(Ḣ−1). So ∆h = −div ∇h ∈ L2(Ḣ−1). From this we find ∇h ∈ L2(L2),
which implies h ∈ L2(Ḣ1) and hence h ∈ Ẇ (0,∞). Since Ḣ1 ⊆ S ′, we get h ∈ L2(S ′). We
are now able to take the partial Fourier transform Fx in the space variable. Using the Fourier
multiplier for ∆ and that ∂th+ ∆h = 0, we thus get φ = Fxh ∈ L2(S ′), which satisfies

∂tφ− |ξ|2φ = 0 in D ′.
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Staying away from ξ = 0 and solving this first order partial equation, we find

φ = et|ξ|
2
α in D ′((0,∞)× (Rn\{0})),

for some α ∈ D ′(Rn\{0}). Since ξφ = Fx(∇h) ∈ L2(L2), we find ξφ = ξαet|ξ|
2 ∈ L2(L2(Rn\{0})).

But we have for any K ⊆ Rn\{0}) that∫ ∞
0

∫
K
|ξαet|ξ|

2 |2dξdt =

∫
K

∫ ∞
0
|ξαet|ξ|

2 |2dtdξ =∞,

where we used Fubini. We must have α = 0 in D ′(Rn\{0}). So φ is supported in (0,∞)× {0}.
This implies that there exist c̃ ∈ D ′(0,∞) such that φ = c̃⊗δ0. We have ∂tφ = |ξ|2φ ∈ L2(Ḣ−1).
Now suppose that ∂tφ 6= 0. Then we have δ0 ∈ Ḣ−1, which means that δ0 = divF for some F ∈
L2. Taking Fourier transform gives 1 = F(δ0) = |ξ|−2F̂ (ξ), which can only hold if F̂ (ξ) = |ξ|2.
Since |ξ|2 is not an L2 function, we have a contradiction. So ∂tφ must equal 0 and hence we get
c̃ is constant. From this we find h = F−1

x φ = F−1
x (c̃ ⊗ δ0) = c for some constant c ∈ C. Hence

u = v + c.
Uniqueness: let v1, v2 ∈ Ẇ (0,∞) ∩ C0(L2) and c1, c2 ∈ C be such that u = v1 + c1 = v2 + c2.
Define w = v1 − v2 = u− c1 − u+ c2 = c2 − c1. Since w ∈ C0(L2), we must have w = 0. Hence
v1 = v2 and c1 = c2.
Estimate: As shown before, we have, for all t ≥ 0 and all g ∈ L2(L2) such that w = div g, that
‖v(t)‖L2 ≤ 1√

2
‖τtg‖L2(L2) = 1√

2
‖g‖L2(L2). From this we find

sup
t≥0
‖v(t)‖L2 ≤ 1√

2
‖w‖L2(Ḣ−1)

≤ 1√
2

(‖∂tu‖L2(Ḣ−1) + ‖∆u‖L2(Ḣ−1))

≤ 1√
2

(‖∂tu‖L2(Ḣ−1) + ‖div∇u‖L2(Ḣ−1))

≤ 1√
2

(‖∂tu‖L2(Ḣ−1) + ‖u‖L2(Ḣ1)).

For a > 0 we define ua : (t, x) 7→ a
n
2 u(t, ax), and we apply the above inequality to ua. We find

sup
t≥0
‖v(t)‖L2 ≤

1√
2

(
1

a
‖∂tu‖L2(Ḣ−1) + a‖u‖L2(Ḣ1)

)
.

Optimising in a yields

sup
t≥0
‖v(t)‖L2 ≤

√
2‖∂tu‖L2(Ḣ−1)‖u‖L2(Ḣ1).

Remark 6.2. For 0 ≤ a < b < ∞, and u, v ∈ Ẇ (0,∞) ∩ C ([a, b];L2), we have that t 7→
〈u(t), v(t)〉 ∈W 1,1(a, b) and

(L2〈u(·), v(·)〉L2)′ = Ḣ−1〈u′(·), v(·)〉Ḣ1 + Ḣ1〈u(·), v′(·)〉Ḣ−1 ∈ L1(a, b)

See [1, §14].

The above lemma gives the existence of the limit lim
t→0

u(t, ·) in D ′(Rn). This brings us to the

following definition
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Definition 6.3. For each u ∈ Ẇ (0,∞), we define the trace of u, Tr(u), by

Tr(u) = lim
t→0

u(t, ·) = v(0) + c.

Definition 6.4. Let 0 ≤ a < b ≤ ∞,Ω be an open subset of Rn and Q = (a, b)×Ω. A function
u ∈ L2

loc(a, b;H
1
loc(Ω)) is called a weak solution of (1.3) on Q if∫∫

Q
u(t, x)∂tφ(t, x)dxdt =

∫∫
Q
A(t, x)∇u(t, x) · ∇φ(t, x)dxdt,

for all φ ∈ C∞c (Q). If Q = Rn+1
+ := (0,∞)× Rn, we say that u is a global weak solution.

We get the following a priori energy estimate as a corollary of Lemma 6.1.

Corollary 6.5. Let u ∈ D ′ be a global weak solution of (1.3) such that ∇u ∈ L2(L2). Then
there exist c ∈ C such that v := u − c ∈ C0(L2) and is norm decreasing, ∇v = ∇u ∈ L2(L2), v
is also weak solution of (1.3) and

‖v(0)‖L2 = ‖v‖L∞(L2) ≤
√

2Λ‖∇v‖L2(L2) ≤
√

Λ

λ
‖v(0)‖L2 ,

where v(0) = v(0, ·), and Λ, λ are the ellipticity constants from (1.2).

Proof. Since u is a weak solution of (1.3) we have ∂tu = div g in D ′ with g = A∇u ∈ L2(L2).
From this we get

|〈∂tu, φ̄〉| = |〈divA∇u, φ̄〉|
= |〈A∇u,∇φ〉|
≤ ‖A∇u‖L2(L2)‖∇φ‖L2(L2)

≤ Λ‖∇u‖L2(L2)‖∇φ‖L2(L2),

for any test function φ. Hence ∂tu ∈ L2(Ḣ−1). Also note that ∇u ∈ L2(L2) implies u ∈ L2(Ḣ1).
So u ∈ Ẇ (0,∞) and by lemma 6.1 we get that there exits constant c ∈ C such that v := u− c ∈
Ẇ (0,∞) ∩ C0(L2), and

‖v‖L∞(L2) ≤
√

2‖∂tu‖L2(Ḣ−1)‖∇u‖L2(L2)

≤
√

2‖g‖L2(L2)‖∇u‖L2(L2)

≤
√

2‖A∇u‖L2(L2)‖∇u‖L2(L2)

≤
√

2Λ‖∇u‖L2(L2)

≤
√

2Λ‖∇v‖L2(L2).

Now note that constants are trivially weak solutions of (1.3), and since u is aswell, this implies
that v is a weak solution too. Now let 0 < a < b. For all V ∈ L2(a, b; Ḣ1(Rn)), we have∫ b

a
Ḣ−1〈∂sv(s, ·), V (s, ·)〉Ḣ1ds =

∫ b

a
Ḣ−1〈divA∇v(s, ·), V (s, ·)〉Ḣ1ds

= −
∫ b

a
L2〈A∇v(s, ·),∇V (s, ·)〉L2ds
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= −
∫ b

a

∫
Rn
A(s, x)∇v(s, x) · ∇V (s, x)dxds.

Taking V = v, we have by Remark 6.2 and ellipticity

‖v(a, ·)‖2L2 − ‖v(b, ·)‖2L2 = − (L2〈v(b, ·), v(b, ·)〉L2 − L2〈v(a, ·), v(a, ·)〉L2)

= −
∫ b

a
∂t(L2〈v(t, ·), v(t, ·)〉L2)dt

= −
∫ b

a
Ḣ−1〈∂tv(t, ·), v(t, ·)〉+ Ḣ1〈v(t, ·), ∂tv(t, ·)〉Ḣ−1dt

= −
∫ b

a
Ḣ−1〈∂tv(t, ·), v(t, ·)〉Ḣ1 + Ḣ−1〈∂tv(t, ·), v(t, ·)〉Ḣ1dt

= −2<e
∫ b

a
Ḣ−1〈∂tv(t, ·), v(t, ·)〉Ḣ1dt

= 2<e
∫ b

a

∫
Rn
A(t, x)∇v(t, x) · ∇v(t, x)dxdt

≥ 2λ

∫ b

a

∫
Rn
∇v(t, x) · ∇v(t, x)dxdt

= 2λ‖∇v‖2L2(a,b;L2),

which proves the norm decreasing property. Furthermore, by letting a→ 0 and b→∞, we find
2λ‖∇v‖2L2(L2) ≤ ‖v(0, ·)‖2L2 , which completes the proof.

Next, we want to prove a well-posedness result for problem (1.3): prove the existence and
uniqueness for global (or local) weak solutions in some solution space X. In our case X is going
to be Ẇ (0,∞). For the proof of this result we will need the following lemma.

Lemma 6.6. Let Ak ∈ L∞((0,∞);L∞(Rn; Mn(C))) for k ∈ N be such that (6.1) holds uniformly
in k and

Ak(t, x)
k→∞−→ A(t, x) for almost every (t, x) ∈ (0,∞)× Rn.

Let uk be a global weak solution of ∂tu = divAk∇u for all k ∈ N, and assume that

sup
k∈N

(‖uk‖L∞(L2) + ‖∇u‖L2(L2)) <∞.

Then there exist a subsequence (ukj )j∈N such that (ukj )j∈N weak* converges to u in L∞(L2) and
(∇ukj )j∈N weak* converges in L2(L2). The limit u ∈ L∞(L2) is then a global weak solution of
(1.3) such that ∇u ∈ L2(L2).

Proof. Let k ∈ N. We know that uk is a global weak solution of ∂tu = divAk∇u. By assumption
we have ∇uk ∈ L2(L2). So uk ∈ L2(Ḣ1) and ∂tuk = div g with g = Ak∇uk ∈ L2(L2). So
uk ∈ Ẇ (0,∞). Using uk ∈ L∞(L2), we find, by Lemma 6.1 and a modification on a set
of measure 0, that uk ∈ C0(L2). Thus, (uk(0, ·))k∈N is uniformly bounded in L2(Rn). By
assumption, we also have that (∇uk)k∈N is uniformly bounded in L2(L2). By the sequential
Banach-Alaoglu theorem and the fact that∇ is a closed operator, we can then find a subsequence
for which there exists u ∈ L∞(L2) and u0 ∈ L2(Rn) such that

ukj
j→∞−→ u weak* in L∞(L2)

∇ukj
j→∞−→ ∇u weak* in L2(L2)
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ukj (0, ·)
j→∞−→ u0 weak* in L2.

Let φ ∈ D(Rn) and t ≥ 0. By integrated version of Remark 6.2 and using uk ∈ C0(L2) for all
k ∈ N, we find

〈ukj (t, ·), φ(·)〉 − 〈ukj (0, ·), φ(·)〉 =

∫ t

0
Ḣ−1〈∂sukj (s, ·), φ(·)〉Ḣ1ds

=

∫ t

0
Ḣ−1〈divAkj (s, ·)∇u(s, ·), φ(·)〉Ḣ1ds

=

∫ t

0
−L2〈Akj (s, ·)∇u(s, ·),∇φ(·)〉L2ds.

So we get∫
Rn
ukj (t, y)φ(y0dy =

∫
Rn
ukj (0, y)φ(y)dy −

∫ t

0

∫
Rn
Akj (s, y)∇ukj (s, y) · ∇φ(y)dyds.

We know that the right hand side converges to
∫
Rn u0(y)φ(y)dy−

∫ t
0

∫
Rn A(s, y)∇u(s, y)·∇φ(y)dyds,

so the left hand side converges as well and the limit is equal to
∫
Rn u(t, y)φ(y)dy for almost all

t > 0. By modifying t on a set of measure 0, we can assume that the equality holds everywhere.
Differentiating with respect to t and using Remark 6.2 we get

Ḣ−1〈∂tu(t, ·), φ(·)〉Ḣ1 + 0 = L2〈u(t, ·), φ(·)〉L2

= −L2〈A(t, ·)∇u(t, ·),∇φ(·)〉L2

= Ḣ−1〈divA(t, ·)∇u(t, ·), φ(·)〉Ḣ1 .

So we have ∂tu(t, ·) = divA(t, ·)∇u(t, ·) in Ḣ−1 for almost all t > 0 and therefore ∂tu = divA∇u
in L2(Ḣ−1). By definition of weak solution we then find that u is a weak solution of (1.3).

Definition 6.7. Let u0 ∈ L2(Rn). We say that

∂tu = divA∇u, u ∈ Ẇ (0,∞), Tr(u) = u0

is well-posed if there exists a unique u ∈ Ẇ (o,∞) global weak solution of (1.3) such that Tr(u) =
u0.

Theorem 6.8. For all u0 ∈ L2(Rn), the problem

∂tu = divA∇u, u ∈ Ẇ (0,∞), Tr(u) = u0

is well-posed. Moreover, u ∈ C0([0,∞);L2), ‖u(t, ·)‖L2 is non increasing and

‖u0‖ = ‖u‖L∞(L2) ≤
√

2Λ‖∇u‖L2(L2) ≤
√

Λ

λ
‖u0‖L2 .

Proof. We will prove this theorem in several steps, where in each step we have a slightly different
A.

Step 0: Suppose A is indepent of t and let L = −divA∇. Then, from semigroup theory, we
kow that u = e−tLu0 ∈ C0([0,∞);L2(Rn))∩C∞(0,∞;D(L)) is a (strong) solution of ∂tu+Lu =
0. Since u ∈ D(L) with respect to space variable, we also get that ∇u ∈ L2(L2) and hence u ∈
Ẇ (0,∞) as well. In the same way as in Corollary 6.5, we can then find 2λ‖∇u‖2L2(L2) ≤ ‖u0‖2L2 .
By

〈u(t, ·), ∂tφ(t, ·)〉 = −〈∂tu(t, ·), φ)〉 = −〈divA∇u(t, ·), φ)〉 = 〈A∇u(t, ·),∇φ(t, ·)〉,
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where we used the L2 inner product, we get that u is also a global weak solution.

Step 1: Now suppose A is of the form

A(t, x) =

N∑
k=0

χ[tk,tk+1)(t)Ak(x) + χ[tN+1,∞)(t)AN+1(x)

for some N ∈ N, (tk)0≤k≤N+1 an increasing sequence in [0,∞) with t0 = 0 and (Ak)0≤k≤N+1

satisfying (1.2) uniformly. We set tN+2 = ∞ and Lk = −div Ak∇. Note that L(t) = Lk(t) for
t ∈ [tk, tk+1). We define

ΓA(t, s) := e−(t−tj)Lje−(tj−tj−1)Lj−1 . . . e−(ti+1−s)Li

for t ∈ [tj , tj+1) and s ∈ [ti, ti+1). For t ≥ 0 we define u : t 7→ ΓA(t, 0)u0. Since we have compo-
sition of analytic semigroups (of contractions), (e−tLk)t≥0, we get that u ∈ C0([0,∞);L2(Rn)).
We now prove the desired properties of u by induction. We know that −L0 generates an anlytic
semigroup of contractions. So we have

‖(t, x) 7→ χ(0,t1)ΓAu0(x)‖L∞(L2) = ‖(t, x) 7→ e−(t+t1)L0u0(x)‖L∞(L2) ≤ ‖u0‖L2 .

Now, using an argument similar to (4.2), we find

‖(t, x) 7→ χ(0,t1)(t)∇u(t, x)‖L2(L2) = ‖(t, x) 7→ χ(0,t1)(t)∇e−t1L0e−tL0u0(x)‖L2(L2)

. ‖(t, x) 7→ χ(0,t1)(t)∇e−tL0u0(x)‖L2(L2)

. ‖u0‖L2 ,

where the last inequality follows by step 0. From step 0, we also get that ∂tu(t, ·) ∈ L2(Rn) for
all t ∈ (0, t1) and ∂t(u(t, ·)) = L0u(t, ·) = L(t)u(t, ·) in L2(Rn) for all t ∈ (0, t1).
Now let k ≤ N + 1 and assume:

‖(t, x) 7→ χ(0.tk)(t)ΓA(t, 0)u0(x)‖L∞(L2) ≤ ‖u0‖L2 ,

‖(t, x) 7→ χ(0,tk)(t)∇ΓA(t, 0)u0(x)‖L2(L2) . ‖u0‖L2 ,

and ∂tu(t, ·) = L(t)u(t, ·) in L2(Rn) for all t ∈ (0, tk)\{t0, . . . , tk−1}.

In the second assumption the implicit constant may depend on N , but we are inducting on a
finite number of steps and later on in the proof we will get a constant that only depends on the
ellipticity constants from (1.2). We want to show that the above also holds on (0, tk+1). For
t ∈ [tk, tk+1) we have

u(t, ·) = e−(t−tk)Lke−(tk−tk−1)Lk−1 . . . e−t1L0u0

= e−(t−tk)Lke−(tk−s)Lk−1e−(s−tk−1)Lk−1e−(tk−1−tk−2)Lk−2 . . . e−t1L0u0

= e−(t−tk)Lke−(tk−s)Lk−1u(s, ·),

for all s ∈ (tk−1, tk). From this and using that e−(t−tk)Lk and e−(tk−s)Lk−1 are contractions, we
get

‖(t, x) 7→ χ(0,tk+1)(t)u(t, x)‖L∞(L2) ≤ ‖(t, x) 7→ χ(0,tk)(t)u(t, x)‖L∞(L2) ≤ ‖u0‖L2 .

For t ∈ [tk, tk+1) we have u(t, ·) = e−(t−tk)Lku(tk, ·). By a similar argument as in the first part
of the induction, we get

‖(t, x) 7→ χ(tk,tk+1)(t)∇u(t, x)‖L2(L2) . ‖u(tk, ·)‖L2 ≤ ‖u0‖L2 .
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We also have ∂tu(t, ·) = ∂te
−(t−tk)Lku(tk, ·) = −Lku(t, ·) = −Lu(t, ·) in L2(Rn) for all t ∈

[tk, tk+1). By induction, we thus have proved that u ∈ L∞(L2) ∩ L2(Ḣ1), and that u satisfies

∂tu(t, ·) = −L(t)u(t, ·) ∀t ∈ (0,∞)\{tk; k ∈ N}.

We are now going to show that u is a global weak solution of (1.3). Let φ ∈ D , and pick
M > tN+1 such that supp φ ⊆ (0,M) × Rn. Since the inner product on L2 is bounded as a
operator we have that, for j = 0, . . . , N+1, t 7→ 〈u(t, ·), φ(t, ·〉 is C 1 on (tj , tj+1) and continuous
on [tk, tj+1). Hence∫ tj+1

tj

〈u(t, ·), ∂tφ(t, ·)〉dt =

∫ tj+1

tj

∂t〈u(t, ·), φ(t, ·)〉dt−
∫ tj+1

tj

〈∂tu(t, ·), φ(t, ·)〉dt

= 〈u(tj+1, ·), φ(tj+1, ·)〉 − 〈u(tj , ·), φ(tj , ·)〉+

∫ tj+1

tj

〈Lju(t, ·), φ(t, ·)〉dt

Using 〈Lju(t, ·), φ(t, ·)〉 = 〈Aju(t, ·),∇φ(t, ·)〉 for all t ∈ (tj , tj+1) and that supp φ ⊆ (0.M)×Rn
we get, by summing in j,∫ ∞

0

∫
Rn
u(t, y)φ(t, y)dydt =

∫ ∞
0

∫
Rn
A(t, y)∇u(t, y) · ∇φ(t, y)dydt.

So u is a weak solution of (1.3). By Corollary 6.5, we can find a v ∈ Ẇ (0,∞) ∩ C0(L2(Rn))
such that v is a weak solution of (1.3) and such that ‖∇v‖L2(L2) ∼ ‖u0‖L2 , with constants only
depending on the ellipticity constants from (1.2).

Step 2: We now consider A of the form

A : (t, x) 7→
∞∑
k=0

χ(tk,tk+1)(t)Ak(x)

for some increasing sequence (tk)k∈N with t0 = 0 and lim
k→∞

tk =∞ and (Ak)k∈N satisfying (1.2)

uniformly. Define

AN : (t, x) 7→
N∑
k=0

χ[tk,tk+1)(t)Ak(x) + χ[tN+1,∞)AN+1(x)

for all N ∈ N. Then, for almost every (t, x) ∈ (0,∞) × Rn we have AN (t, x)
N→∞−→ A(t, x).

By the previous step we have a corresponding sequence of weak solutions, (uN )N∈N, to ∂tu =
div AN∇u. Note that we have the same initial condition for every uN . Hence, our sequence
fulfills the assumptions of Lemma 6.6. So we can find a subsequence (uNj )j∈N converging to
u ∈ L∞(L2) in the weak* topology such that u is a weak solution of ∂tu = div A∇u and
‖u‖L∞(L2) + ‖∇u‖L2(L2) ∼ ‖u0‖L2 , with constants depending only on the ellipticity constants.

Step 3: Now let A ∈ C ([0,∞);L∞(Rn; Mn(C))). We can find an almost everywhere approx-
imation of A by matrices of the form

(t, x) 7→
∞∑
k=0

χ[tk,t−k+1)(t)Ak(x), with Ak = A(tk, ·),

which satisfy (1.2) uniformly. By step 2, we obtain a family of weak solutions, (uj)j∈N, which
satisfies the assumptions of lemma 6.6. Thus we can find a weak solution u of (1.3) such that
‖u‖L∞(L2) + ‖∇u‖L2(L2) ∼ ‖u0‖L2 , with constants depending only on the ellipticity constants.
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step 4: We are now able to consider general A ∈ L∞((0,∞);L∞(Rn; Mn(C))). We approxi-
mate A by (

Ã : (t, x) 7→ j

∫ t+ 1
j

t
A(s, x)ds

)
∈ C ([0,∞);L∞(Rn; Mn(C)))

for g ≥ 1, which is an almost everywhere approximation. By step 3 and Lemma 6.6, we obtain,
in a similar fashion as before, the desired result.

Step 5: We still need to prove uniqueness of solutions. Let u, v ∈ Ẇ (0,∞) be solutions of
(1.3) with Tr(u) = Tr(v). Now define w := u− v ∈ Ẇ (0,∞). Then w is a weak solution of (1.3)
such that Tr(w) = 0. By Corollary 6.5, we can find w̃ ∈ C0(L2) and c ∈ C such that w = w̃+ c.
We then have 0 = Tr(w) = w̃(0, ·) + c. Since w̃ ∈ C0(L2), we get that w̃(0, ·) = 0. Thus, by the
inequalities of Corollary 6.5, we find ‖w‖L∞(L2) = ‖w̃‖L∞(L2) = 0.

Inspired by the above proof, we are going to find a more explicit form of our solutions. We are
going to do so, first through a family of operators which are known as propagators. Afterwards,
by taking A ∈ L∞(Rn,Mn(C)) satisfying (1.2) we can show that these solutions can be given
by using the semigroup of L and the operator RL.

Lemma 6.9. There exists a family of contractions {Γ(t, s); 0 ≤ s ≤ t <∞} ⊆ L (L2) such that

(1) Γ(t, t) = I ∀t ≥ 0.

(2) Γ(t, s)Γ(s, r) = Γ(t, r) ∀t ≥ s ≥ r.

(3) For all h ∈ L2(Rn). and s ≥ 0, t 7→ Γ(t, s)h ∈ C0([s,∞);L2(Rn)).

(4) For all u0 ∈ L2(Rn), (t, x) 7→ Γ(t, 0)u0(x) is a global weak solution of (1.3).

Proof. Let u0 ∈ L2(Rn) and u be the solution to the problem in Theorem 6.8. We then have
u ∈ C0(L2) ∩ L2(Ḣ1), with ‖u(t, ·)‖L2 ≤ ‖u0‖L2 . So we can define Γ(t, 0) as the contraction on
L2 which maps u0 to u(t, ·). Starting from any time s ≥ 0 and any data h ∈ L2, we can obtain,
in a similar fashion, a unique solution v ∈ Ẇ (s,∞)∩C0([s,∞);L2), with u(s, ·) = h. Note that
u restricted to (s,∞) is a solution aswell and hence coincides with v on (s,∞). We then define
Γ(t, s) as the contraction mapping h to u(t, ·), when t ≥ s. Then (1), (3) and (4) follow by
construction, while (2) follows from uniqueness.

Definition 6.10. We call {Γ(t, s); 0 ≤ s ≤ t <∞} the family of propagators for (1.3).

Lemma 6.11. Let f ∈ L2(L2) and h ∈ L2(Rn). Let A ∈ L∞(Rn,Mn(C)) satisfy (1.2) and
L = −divA∇. Define, for all t > 0

u(t, ·) = e−tLh+RLf(t, ·),

where RL is the bounded operator from T 2,2 to X2 from Proposition 5.8. Then u is the unique
element of Ẇ (0,∞) such that, for all φ ∈ D ,

〈u, ∂tφ〉 = 〈A∇u,∇φ〉+ 〈f,∇φ〉,

and Tr(u) = h.

Proof. Assume f ∈ D . Define v0 : (t, x) 7→ e−tLh(x) and

v = v0 +RLf.
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From semigroup theory we know that v ∈ C (L2) and

∂tv = −Lv0 − LRLf + div f = −Lv + div f.

By step 0 of the proof of Theorem 6.8 we know that ∇v0 ∈ L2(L2). By Proposition 5.9 we have
∇RLf ∈ T 2,2 = L2(L2). Hence, ∇v ∈ L2(L2), and thus

〈v, ∂tφ〉 = −〈∂tv, φ〉
= 〈Lv, φ〉 − 〈div f, φ〉
= 〈A∇v,∇φ〉+ 〈f,∇φ〉,

for all φ ∈ D . By taking t→ 0 we also get Tr(v) = h.
Now, let f ∈ L2(L2), and let (fk)n∈N be a sequence of functions in D converging to f in L2(L2).
Define, for all k ∈ N,

uk = v0 +RLfk, and u = v0 +RLf.
By Proposition 5.8 we know that RL is a bounded operator from T 2,2 = L2(L2) to X2. So
uk → u in X2. We also know, by Proposition 5.9, that ∇RLf = M̃Lf in L2(L2), which we
know to be bounded on L2(L2) by Proposition 5.4. So ∇uk → ∇u in L2(L2)). Hence, for all
φ ∈ D ,

〈u,∇∂tφ〉 = 〈A∇u,∇φ〉+ 〈f,∇φ〉.
Furthermore, Tr(uk) = h for all k ∈ N and Tr is continuous from Ẇ (0,∞) to L2 by Lemma 6.1.
So we also have Tr(u) = h.
To prove uniqueness, let ũ ∈ Ẇ (0,∞) be another solution of

〈ũ,∇φ〉 = 〈A∇ũ,∇φ〉+ 〈f,∇φ〉,

for all φ ∈ D , with Tr(ũ) = h. Define w = u− ũ ∈ Ẇ (0,∞). Then, for all φ ∈ D ,

〈u− ũ, ∂tφ〉 = 〈u, ∂tφ〉 − 〈ũ, ∂tφ〉 = 〈A∇u,∇φ〉 − 〈A∇ũ,∇φ〉 = 〈A∇(u− ũ),∇φ〉,

and
Tr(w) = Tr(u− ũ) = Tr(u) = Tr(ũ) = h− h = 0.

Therefore, w is a solution of

∂tw = divA∇w, w ∈ Ẇ (0,∞), Tr(w) = 0,

and thus u = ũ by Theorem 6.8.

Corollary 6.12. Let A ∈ L∞(Rn+1
+ ,Mn(C)) and A ∈ L∞(Rn,Mn(C)) satisfy (1.2). Let L =

−divA∇. For all t > 0 and h ∈ L2(Rn), the following holds in L2(Rn):

Γ(t, 0)h = e−tLh+

∫ t

0
e−(t−s)Ldiv (A(s, ·)−A)∇Γ(s, ·)hds. (6.3)

Proof. Let h ∈ L2(Rn). Define v0(t, ·) = e−tLh and f(t, ·) = (A(t, ·) − A)∇Γ(t, 0)h for all
t > 0. Then f ∈ L2(L2) by proof of Theorem 6.8 (step 1) combined with Lemma 6.9. Define
u = v0 +RLf , and ũ(t, ·) = Γ(t, 0)h, for all t > 0. Using Lemma 6.11, we get, for all φ ∈ D ,

〈u, ∂tφ〉 = 〈A∇u,∇φ〉+ 〈f,∇φ〉 = 〈A∇u,∇φ〉+ 〈(A−A)∇ũ,∇φ〉

The proof of Theorem 6.8 gives us u ∈ Ẇ (0,∞) and by Lemma 6.9 we know that ũ is a global
weak solution of (1.3) with Tr(ũ) = h. So we have

〈u− ũ, ∂tφ〉 = 〈A∇u,∇φ〉+ 〈(A−A)∇ũ,∇φ〉 − 〈A∇ũ,∇φ〉 = 〈A(u−∇u),∇φ〉.

Therefore, u − ũ ∈ Ẇ (0,∞) is a global weak solution of ∂t(u − ũ) = div A∇(u − ũ), with
Tr(u− ũ) = 0. Hence, by theorem 6.8, we have u = ũ.



Chapter 7

Controlling the maximal function

In the previous chapters we developed boundedness results for the operators ML and RL. We
also obtained energy solutions of (1.3), which are given through propagators. More explicitly,
for time independent A, the solution is given as the sum of the semigroup of L acting on the
initial data and the operator RL acting on the gradient of the solution. Using these results, we
are now able to prove the following proposition (Proposition 1.2 of the introduction).

Proposition 7.1. Let 1 < p < ∞, u0 ∈ L2(Rn), and u(t, ·) = Γ(t, 0)u0 for all t > 0. If
∇u ∈ T p,2, then u ∈ Xp, and

‖u‖Xp . ‖∇u‖T p,2 ,
where the implicit constant is independent of u.

Proof. Let v(t, ·) = et∆u0, for all t > 0. Using (6.3) with L = −∆ = div∇ we have that

‖u‖Xp = ‖v +R−∆(A− I)∇u‖Xp

. ‖v‖Xp + ‖R−∆(A− I)∇u‖Xp

≤ ‖v‖Xp + ‖R−∆‖L(T p,2,Xp)‖A− I‖L∞‖∇u‖T p,2 ,

where we also used that R−∆ is a bounded operator from T p,2 to Xp by Proposition 5.8.
Now note that

‖v‖Xp = ‖Ñ(v)‖Lp ≤ ‖Ñ(v∗)‖Lp = ‖v∗‖Lp ,

where v∗ is the non-tangential maximal function defined by (3.1).
Using (6.3) again, together with the classical conical Feffermann-Stein estimate [15, Theorem
8], Proposition 5.6 and Proposition 5.9 we also have

‖v∗‖Lp . ‖∇v‖T p,2
= ‖∇(u−R−∆(A− I)∇u‖T p,2
≤ ‖∇u‖T p,2 + ‖M̃−∆‖L(T p,2,T p,2)‖A− I‖L∞‖∇u‖T p,2 .

Combining the above, we thus find the desired result.

Corollary 7.2. For all u0 ∈ L2(Rn), the problem

∂tu = divA∇u, u ∈ X2 Tr(u) = u0

is well-posed. Moreover, the solution u is the energy solution, i.e. u(t, ·) = Γ(t, 0)u0 for all
t > 0, and

‖u0‖L2 = ‖u‖L∞(L2) . ‖u‖X2 . ‖∇u‖L2(L2) ≤
√

1

2λ
‖u0‖L2 .

39



40 CHAPTER 7. CONTROLLING THE MAXIMAL FUNCTION

Proof. We will only prove existence of a solution. For the uniqueness we refer to [6, Corollary
7.2]. Let u(t, ·) = Γ(t, 0)u0. As in the previous chapter we have that u is the unique solution of

∂tu = divA∇u, u ∈ Ẇ (0,∞) Tr(u) = u0.

By Proposition 7.1 and Theorem 6.8 we then have

‖u‖X2 . ‖∇u‖T 2,2 = ‖∇u‖L2(L2) ≤
√

1

2λ
‖u0‖L2 .



Chapter 8

Stochastic integration

Before starting the analysis of [8], we are going to give a brief introduction of how integration
with respect to Brownian motion is defined. For a detailed introduction to stochastic integration
see for example [37].
We start with basic definitions and notation that are needed in order to develop the desired
integral. We work on a probability space (Ω,F ,P), where Ω is a sample space, F a σ-algebra
and P a probability measure.
A filtration on a probablity space (Ω.F ,P) is a collection of σ-algebras {Ft : t ∈ R+} such that

Fs ⊆ Ft ⊆ F for all 0 ≤ s < t <∞.

A stopping time is a random variable τ : Ω→ [0,∞] such that {ω; τ(ω) ≤ t} ∈ Ft.

A stochastic process X is a collection of random variables {Xt : t ∈ T}, indexed by an index
set T , defined on the same probability space. The random variables all take values in the same
measurable space S and X is then called an S-valued process. In most (continuous) cases, the
index set is R+, or a subset of it, and usually represents time.
If for each 0 ≤ t <∞, Xt is Ft-measurable, we call the process X = {Xt : t ∈ R+} adapted to
the filtration Ft.
Now let BR+ denote the Borel σ-algebra of R+. A process X is called measurable if it is BR+⊗F -
measurable as a function from R+×Ω into Rn. Furthermore, it is called progressively measurable
if X restricted to [0, T ] × Ω is B[0,T ] ⊗FT -measurable for each T . Note that if a process X is
progressively measurable then it is also adapted, but the reverse does not need to be true.
The process X is called continuous if it is pathwise continuous, i.e. if for almost all ω ∈ Ω the
path t 7→ Xt(ω) is continuous as a function of t. If a process is continous and adapted, then it
is also progressively measurable.

Now let X be a stochastic process and let π = {0 = t0 < t1 < · · · < tm(π) = t} be a partition
of [0, t]. We write down the sum of squared increments as

m(π)−1∑
i=0

(Xti+1 −Xti)
2.

The above sums converge to the random variable 〈X〉t in probability as mesh(π) = max(ti+1 −
ti)→ 0 if for each ε > 0 there exist a δ > 0 such that

P

{∣∣∣∣∣
m(π)−1∑
i=0

(Xti+1 −Xti)
2 − 〈X〉t

∣∣∣∣∣ ≥ ε
}
≤ ε

41
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for all partitions π with mesh(π) ≤ δ. This limit is denoted as

lim
mesh(π)→0

∑
i

(Xti+1 −Xti)
2 = 〈X〉t in probability.

If the above limit exists and furthermore we have 〈X〉0 = 0 and for each ω the path t 7→ 〈X〉t(ω)
is nondecreasing, then 〈X〉 = {〈X〉t : t ∈ R+} is called the quadratic variation process.
We can define a quadratic covariation between two processes in the following way.

Definition 8.1. Let X and Y be two stochastic processes on the same probability space. The
quadratic covariation process 〈X,Y 〉 = {〈X,Y 〉t : t ∈ R+} is defined by

〈X,Y 〉 = 〈1
2

(X + Y )〉 − 〈1
2

(X − Y )〉,

provided the quadratic processes on the right exist.

We are interested in a particular stochastic process, namely Brownian Motion process, also
known as Wiener process. Brownian Motion is the random motion of particles due to collision
with the gas or liquid particles in which they reside. It is named after the botanist Robert Brown,
who, in 1828, describes the irregular movement of pollen in water. In 1905, Einstein described
in detail that this irregular movement was due to particle collision. The first mathematical
construction of Brownian Motion was done by Norbert Wiener in 1923. The process is defined
as follows.

Definition 8.2. Let (Ω,F ,P) be a probability space, {Ft} a filtration and W = {Wt; 0 ≤ t <∞}
an adapted real-valued process. If W satisfies the following properties

(i) W is a continuous process, i.e. for almost every ω, t 7→Wt(ω) is continuous,

(ii) W has independent increments, i.e. for 0 ≤ s < t, Wt −Ws is independent of Fs,

(iii) for all 0 ≤ s ≤ t, Wt −Ws ∼ N(0, t− s),

then W is called a one-dimensional Brownian motion with respect to {Ft} or {Ft}-Brownian
motion. If additionally W satisfies

(iv) W0 = 0 almost surely

then W is a standard Brownian motion.

An Rn-valued process Wt = (W 1
t , . . . ,W

n
t ) such that the coordinates W 1, . . . ,Wn are inde-

pendent and each W i
t is a one-dimensional Brownian motion is called an n-dimensional Brownian

motion.

We can also define Brownian motions in more general settings. One of these more generalized
Brownian motions, namely cylindrical Brownian motion, will be used in the next section. The
definition, as given in [30], reads as follows.

Definition 8.3. Let (Ω,F ,P) be a probablity space and {Ft} a filtration. An {Ft}-cylindrical
Brownian motion in Hilbert space H is a bounded linear operator WH : L2(R+;H) → L2(Ω)
such that

(i) for all f ∈ L2(R+;H) the random variable WH(f) is centered Gaussian.

(ii) for all t ∈ R+ and f ∈ L2(R+;H) with support in [0, t], WH(f) is Ft-measurable.
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(iii) for all t ∈ R+ and f ∈ L2(R+;H) with support in [t,∞), WH(f) is independent of Ft.

(iv) for all f1, f2 ∈ L2(R+;H) we have E(WH(f1) ·WH(f2)) = [f1, f2]L2(R+;H).

For h ∈ H we put

WH(t)h = WH(χ(0,t] ⊗ h).

Most of the results we mention in this chapter will use a one-dimensional Brownian motion.
At the end of the chapter we will provide the definition of a stochastic integral with respect to
a cylindrical Brownian motion, but we will not need many of its properties. Also note that in
the above definition, if we take H = Rn for any n, then WH is just an n-dimensional Brownian
motion.

The next class of stochastic processes we want to describe are martingales. Let (Ω,F ,P)
be a probablity space and {Ft} a filtration. A martingale with respect to filtration {Ft} is a
real-valued stochastic process M = {Mt : t ∈ R+} adapted to {Ft} such that for each t, Mt is
integrable and

E(Mt|Fs) = Ms for all s < t.

An example of a martingale is the real-valued Brownian motion.
If a martingale M is square-integrable i.e. E(M2

t ) < ∞ for all t, then M is called an L2-
martingale and we denote M ∈ L2(Ω).
Now let τ be a stopping time and X = {Xt : t ∈ R+} a process. The stopped process Xτ is
then defined by Xτ

t = Xt∧τ . This brings us to the definition of a local martingale, which we will
need in order to define integration with respect to Brownian motion.

Definition 8.4. Let M = {Mt : t ∈ R+} be a process adapted to a filtration {Ft}. We say
that M is a local martingale if there exists a sequence of stopping times τ1 ≤ τ2 . . . such that
P(τk ↑ ∞) = 1 and for each k, the stopped process M τk is a martingale with respect to {Ft}.
We say that M is local L2-martingale if for each k, {Ft} is an L2-martingale. For both cases,
(τk)k∈N is called a localizing sequence for M .

We now want to build the integral
∫ t

0 KdMs = (K •M)t. We do this for two different cases.
For the first case we define the following two spaces.

* M2
b,c := {Martingale M : M ∈ L2(Ω), M continuous ,M0 = 0 a.s, E(supt≥0M

2
t ) <∞},

* L2(M) := {Stoch. proc. H : H progressively msr., E(
∫∞

0 H2
sd〈M〉s <∞,M ∈M2

b,c}.

Here 〈M〉s denotes the quadratic variation process of M and the integral is a Lebesgue-Stieltjes
integral with respect to the time variable s, evaluated for fixed ω ∈ Ω. We equip M2

b,c with a
norm obtained through the following inner product

〈M,N〉M2
b,c

= E(〈M,N〉∞), with 〈M,N〉∞ = lim
t→∞
〈M,N〉t in L1(Ω).

For L2(M) we use the following norm

‖H‖L2(M) :=

(
E
(∫ ∞

0
H2
sd〈M〉s

)) 1
2

.

Equipped with these norms, both spaces are Hilbert spaces and we have the following theorem.
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Theorem 8.5. Let M ∈ M2
b,c, then for all H ∈ L2(M) there exists a unique martingale in

M2
b,c, H •M , such that

∀N ∈M2
b,c : 〈H •M,N〉 = H • 〈M,N〉.

where H • 〈M,N〉 =
∫ ·

0 Hsd〈M,N〉s, the Lebesgue-Stieltjes integral.
The map L2(M)→M2

b,c, H 7→ H •M is an isometry:

‖H •M‖M2
b,c

= ‖H‖L2(M).

H •M is also denoted as
∫ ·

0 HsdMs and is our first case of a stochastic integral. As mentioned
before, we want to build the stochastic integral with respect to Brownian motion. To be able to
do that, we need to relax our assumtions slighlty since W /∈M2

b,c

Again, we define two spaces.

* M2
loc,c := {M : M continuous local martingale in L2(Ω),M0 = 0 a.s}.

* L2
loc(M) := {H : H progr. msr., ∀t ≥ 0 : P(

∫ t
0 H

2
sd〈M〉S <∞) = 1,M ∈M2

loc,c}.

We have a similar result for this spaces.

Theorem 8.6. For all H ∈ L2
loc(M) there exists a unique martingale in M2

loc,c, H •M , such

that for all N ∈M2
loc,c we have

〈H •M,N〉 = H • 〈M,N〉.

In this case we can also get the stochastic integral through a limit in probablity

Theorem 8.7. Let M ∈ M2
loc,c and H ∈ L2

loc(M). Then the stochastic integral can be realized
as the following limit

(H •M)t =

∫ t

0
HsdMs = lim

n→∞

πn−1∑
i=0

Htni
(Mtni+1

−Mtni
) in probability,

where πn is a partition of [0, t].

Since Brownian motion W is in L2
loc(M), we thus have defined the stochastic integral with

respect to Brownian motion. Furthermore we know that 〈W 〉s = s a.s. This brings us the a well
known result, known as Itô isometry, which we will use on multiple occasions.

Theorem 8.8 (Itô isometry). Let W be a real-valued Brownian motion and let H ∈ L2
loc,c(W ).

Then, for any t ≥ 0 we have

E

[(∫ t

0
HsdWs

)2
]

= E
(∫ t

0
H2
s ds

)
.

We would also like to mention Itô’s formula. It reads as follows.

Theorem 8.9 (Itô’s formula). Let 0 < T < ∞ and f ∈ C1,2([0, T ] × D), where D is an
open subset of Rn. Suppose Y is a Rn-valued continuous local martingale in L2(Ω) such that
Y [0, T ] ⊂ D almost surely. Then

f(t, Y (t)) =f(0, Y (0)) +

∫ t

0
ft(s, Y (s))ds+

n∑
i=0

∫ t

0
fxi(s, Y (s))dYi(s)

+
1

2

∑
1≤i,j≤n

∫ t

0
fxixj (s, Y (s))d〈Yi, Yj〉.
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Often, a differential notation is used to denote the Itô formula. the above formula is then
expressed as follows.

df(t, Y (t)) = ft(t, (Y (t))dt+
n∑
i=1

fxi(t, (Y (t))dYi(t) +
1

2

∑
1≤i,j≤n

fxixj (t, (Y (t))d〈Yi, Yj〉(t).

This notation is more economical than the integral notation, but it has no rigorous meaning.
A special case of the Itô formula is if we take Y to be an n-dimensional Brownian motion W .
Using that 〈Wi,Wj〉 = s if i = j and 0 otherwise, we find

f(t,W (t)) = f(0,W (0)) +

∫ t

0
(ft +

1

2
∆f)(s,W (s))ds+

∫ t

0
∇f(s,W (s))dW (s).

We will also give a small example of the use of Itô’s formula.

Example 8.10. Let k ≥ 1. We want to evaluate the
∫ t

0 W
k
s dWs, where W is the standard

1-dimensional Brownian motion. To do so, we take f(x) = (k + 1)−1xk+1. Then we have
f ′(x) = xk and f ′′(x) = kxk−1. Itô’s formula then gives∫ t

0
W k
s dWs = (k + 1)−1W k+1

t − k

2

∫ t

0
W k−1
s ds,

where the integral on the right is a Riemann integral of the continuous function s 7→W k−1
s .

Lastly, we want to define the stochastic integral with respect to a cylindrical Brownian
motion. To this end, we are provided with a probablity space (Ω,F ,P), endowed with a filtration
F = (Ft)t≥0, a real Hilbert space H and W = (W (s))s≥0, which denotes a F -cylindrical
Brownian motion in H.
A measurable mapping u : Rn+1

+ × Ω→ Rn is called an F -adapted simple process if it is of the
form

u(t, x, ω) =
N∑
l=1

χ(tl,tl+1](t)
N∑
m=1

χAml(ω)φml(x)

with 0 ≤ t1 < · · · < tN+1 = T < ∞, Aml ∈ F , and φml a simple function on Rn with values
in H. For such processes, we define the stochastic integral with respect to an H-cylindrical
Brownian motion by∫ T

0
u(t)dWH(t) :=

N∑
l=1

N∑
m=1

χAml(WH(tn+1)φml −WH(tn)φml).

For more information about stochastic integration with respect to a cylindrical Brownian motion
see e.g [30, 31].
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Chapter 9

Conical stochastic maximal
regularity

In this chapter we start our analysis of [8], wherein a conical maximal Lp-regularity estimate,
for 1 ≤ p <∞, was proved for the stochastic convolution process

u(t) =

∫ t

0
e−(t−s)Lg(s)dW (s), t ≥ 0. (9.1)

We will give a brief overview of the first five sections, which include the main result and its
proof. Afterwards, we will describe the problem and results of the sixth section and explain how
they relate to our previous work.

Let W be a cylindrical Brownian motion with values in a Hilbert space H. We consider the
following stochastic heat equation in Rn driven by W :{

∂tu(t, x) = ∆u(t, x) + g(t, x)dW (t), t ≥ 0, x ∈ Rn,
u(0, x) = 0, x ∈ Rn,

(9.2)

with process g : R+×Rn×Ω→ H having suitable measurabilty and integrability properties. In
this case, the process u : R+×Rn×Ω→ R given formally by the stochastic convolution (9.1) is
well defined and called the mild solution of (9.2). As a consequence of a classical result due to
Da Prato [13], it follows that this mild solution u has stochastic maximal L2-regularity in the
sense that

E‖∇u‖2L2(R+;L2(Rn;Rn)) ≤ C
2E‖g‖2L2(R+;L2(Rn;H)),

with C independent of g and H. For p > 2 analogous results, extensions and generalizations
were established in [24, 26, 33].
On the other hand, the corresponding results for the above in the case that 1 ≤ p < 2 was
shown to be false even for H = R in [25]. The main result of [8] shows that the stochastic
heat equation (9.2), under certain conditions, has ’conical’ stochastic maximal regularity on the
full range of 1 ≤ p <∞. To state the exact result we first introduce the setting in which we work.

We are provided with a probablity space (Ω,F ,P), endowed with a filtration F = (Ft)t≥0,
a real Hilbert space H and W = (W (s))s≥0, which denotes a F -cylindrical Brownian motion in
H. For an F -adapted simple process u, as introduced at the end of previous chapter, we define
the stochastic convolution operator as

S � g(t) :=

∫ t

0
S(t− s)g(s)dW (s).

47
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Whenever S = (S(t))t≥0 is a strongly continuous semigroup of bounded linear operators, then
the above operator is well-defined as an L2 valued process (see e.g. [31]).
The main result of [8] then reads as follows.

Theorem 9.1 (Conical stochastic maximal Lp-regularity). Let L = −divA∇ be a divergence
form elliptic operator, with A ∈ L∞(Rn; Mn(C))), as introduced in Chapter 4, and let S =
(S(t))t≥0 be the bounded analytic contraction semigroup generated by −L. Then for all 1 ≤ p <
∞ and β > 0, and all adapted simple processes g : R+ × Rn × Ω→ H one has

E‖∇S(t) � g‖p
T p,2β (Rn)

≤ Cpp,βE‖g‖
p

T p,2β (H)
,

with constant Cp,β independent of g and H.

To prove this theorem, a T 2,2
β estimate is combined with an extrapolation result based on

off-diagonal bounds which gives the T p,2β estimate.

Before explaining the T 2,2
β estimate, we need to introduce the following two definitions.

Definition 9.2. Let H1, H2 be Hilbert spaces. A linear operator T : H1 → H2 is said to be a
finite rank operator if the range of T is finite dimensional.

Definition 9.3. Let H1, H2 be Hilbert spaces. A linear operator T : H1 → H2 is said to be
Hilbert-Schmidt if

sup
h

k∑
j=1

‖Thj‖2 <∞

where the supremum is taken over all finite orthonormal systems h = {h1, . . . , hk} in H.

We are now able to explain the T 2,2
β estimate. It is a weighted analogue of a classical

stochastic maximal L2-regularity result due to Da Prato (see [14, Theorem 6.14]). Let H,E
be Hilbert spaces and g an F -adapted simple process with values in the vector space H ⊗ E
of finite rank operators from H to E. Da Pratos result states that if −L generates a bounded
analytic contraction semigroup (S(t))t≥0 on E, then there exists a constant C ≥ 0, independent
of g and H, such that

E‖L
1
2S � g‖2L2(R+;E) ≤ C

2E‖g‖2L2(R+;L2(H,E)),

where L2(H,E) is the space of Hilbert-Schmidt operators from H to E. The weighted analogue
of this result is then formulated as follows:

Proposition 9.4. Suppose −L generates a bounded analytic contraction semigroup S = (S(t))t≥0

on a Hilbert space E. Then for all β ≥ 0 there exists a constant Cβ ≥ 0 such that for all F -
adapted simple processes g : R+ × Ω→ L2(H,E),

E‖L
1
2S � g‖2L2(R+,t−β ;E) ≤ C

2
βE‖g‖2L2(R+,t−β ;L2(H,E)).

Choosing E = L2(Rn) and using the following identification, see [21, Section 9.2.a],

L2(R+, t
−βdt; L 2(Rn, L2(Rn)) = L2(R+, t

−βdt;L2(Rn)) = T 2,2
β (H), (9.3)

we get the estimate

E‖L
1
2S � g‖2

T 2,2
β

≤ C2
βE‖g‖2T 2,2

β (H)
.

The extrapolation result which gives the T p,2β estimate is proved in 2 steps. The first step assumes

L2-off diagonal bounds and gives the result for p ∈ [1,∞)∩( 2n
n+2β ,∞). It is a stochastic analogue

of Theorem 5.2 where we proved a variation of L2 off-diagonal bounds for p ∈ ( 2n
n+2(1+β) ,∞) ∩

(1,∞). It is formulated as follows:
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Proposition 9.5 (Extrapolation via L2-off diagonal bounds). Let (Tt)t>0 be a family of bounded
linear operators on L2, let β > 0, and suppose there exists a constant Cβ ≥ 0, independent of g
and H, such that

E
∥∥∥∥∫ t

0
Tt−sg(s, ·)dW (s)

∥∥∥∥2

T 2,2
β

≤ C2
βE‖g‖2T 2,2

β

for all F -adapted simple process g : R+ × Rn × Ω → H. If (t
1
2Tt)t>0 satisfies L2-off diagonal

bounds, then, for p ∈ [1,∞)∩ ( 2n
n+2β ,∞), there exists a constant Cp,β ≥ 0, independent of g and

H, such that

E
∥∥∥∥∫ t

0
Tt−sg(s, ·)dW (s)

∥∥∥∥2

T p,2β

≤ C2
βE‖g‖2T p,2β (H)

.

The second step gives the T p,2β estimate for p ∈ [1,∞) and assuming L1 − L2-off diagonal
bounds. It is formulated as follows:

Proposition 9.6 (Extrapolation via L1 − L2-off diagonal bounds). Let (Tt)t>0 be a family
of bounded linear operators on L2, let β > 0, and suppose there exists a constant Cβ ≥ 0,
independent of g and H, such that

E
∥∥∥∥∫ t

0
Tt−sg(s, ·)dW (s)

∥∥∥∥2

T 2,2
β

≤ C2
βE‖g‖2T 2,2

β

for all F -adapted simple process g : R+ × Rn × Ω → H. If (t
1
2Tt)t>0 is a family of bounded

linear operators on L2 which satisfies L1−L2-off diagonal bounds, then, for all p ∈ [1,∞), there
exists a constant Cp,β ≥ 0, independent of g and H, such that

E
∥∥∥∥∫ t

0
Tt−sg(s, ·)dW (s)

∥∥∥∥2

T p,2β

≤ C2
βE‖g‖2T p,2β (H)

.

With these tools, one is able to prove Theorem 9.1.

Proof of Theorem 9.1. Since A ∈ L∞(Rn; Mn(C))), we have as a consequence of [9, Theorem 4

and Lemma 20], that the family of operators (t
1
2∇e−tL)t≥0 satisfies L1−L2-off diagonal bounds.

By (4.2) we have

‖L
1
2u‖L2 . ‖∇u‖L2 . (9.4)

Moreover, by the discussion in Chapter 4 we know that L is maximal accretive on L2 and
therefore the bounded analytic semigroup generated by −L is a contraction semigroup on L2. By
Proposition 9.4, the mapping g 7→ L

1
2S � g extends to a bounded operator from L2

F (Ω;T 2,2
β (H))

to L2
F (Ω;T 2,2

β ), where L2
F (Ω;T 2,2

β (H)) denotes the closed subspace of all F -adapted simple

processes belonging to L2(Ω;T 2,2
β (H)). By using (9.4), we thus get that the mapping g 7→ ∇S �g

extends to a bounded operator from L2
F (Ω;T 2,2

β (H)) to L2
F (Ω;T 2,2

β (Rn)). The desired result now
follows from Theorem 9.6.

As an application of the above results, the following problem is considered in Section 6 of
[8]: {

du(t, x) = −Lu(t, x)dt+ b(∇u(t, x))dW (t), t ≥ 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,

(9.5)
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Here, L = −divA∇ is the operator introduced in Section 4 but with A ∈ L∞(Rn,Mn(R))
instead of A ∈ L∞(Rn,Mn(C)), W is a F -Brownian motion relative to some filtration F and
the function b : Rn → R is a globally Lipschitz continous functions with Lipschitz constant Lb,
i.e

|b(x)| ≤ Lb|x|, x ∈ Rn. (9.6)

We take the initial value u0 : Rn → R to be in the Lp realisation of the operator L
β
2 , for some

0 < β < 1. We denote this space by Dp(L
β
2 ).

Problem (9.5) is then formally rewritten to obtain a notion of a solution. This results in the
following abstract initial value problem{

dU(t) + LU(t)dt = B(∇u(t, ))dW (t), t ≥ 0,

U(0) = u0,

where
(B(u))(t, x) := b(u(t, x)).

Here, the operator B is also known as Nemytskii operator. B inherits the continuity and
boundedness properties from the Lipschitz continuous function b. By property (10.2), we see
that B maps LpF (Ω;T p,2β (H)) into itself.
In this formal setting we want a ”mild solution” to be an adapted ”process” that ”satisfies” the
variation of constants equation

U(t) = S(t)u0 +

∫ t

0
S(t− s)B(∇U(s))dW (s), (9.7)

where S is the bounded analytic semigroup generated by −L. Then ∇ is formally applied to
both sides of the above identity and V = ∇U is formally substituted to obtain

V = ∇S(·)u0 +∇S �B(V ). (9.8)

Definition 9.7. Problem (9.5) is said to have conical maximal Lp-regularity with weight β if

for every initial value u0 ∈ Dp(L
β
2 ) there exists a unique element V in Lp(Ω;T p,2β (Rn)) such

that (9.8) holds.

Before stating the result regarding conical maximal Lp-regularity in the above sense, the
following lemma is proved in [8].

Lemma 9.8. There exists β0 ∈ (0, 1] with following property. If p ∈ (1,∞) and 0 < β < 1
are such that the pair (1

p , β) belongs to the interior of the planar polytope with vertices (0, 0),

(0, β0), (1
2 , 1), (1, 1), (1, 0), then for all u0 ∈ Dp(L

β
2 ) the function (t, x) 7→ ∇S(t)u0(x) belongs

to T p,2β (Rn).

The above lemma is proved in several steps. First for p = 2 and 0 < β < 1 in the following
way.

Let v0 = L
β
2 u0. Then we have

‖(t, y) 7→ ∇S(t)u0(y)‖2
T p,2β (Cn)

'
∫ ∞

0

∫
Rn
|∇e−tLu0|2dy

dt

tβ

'
∫ ∞

0

∫
Rn
|A

1
2 e−tLu0|2dy

ddt

tβ
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=

∫ ∞
0

∫
Rn
|(tL)

1−β
2 e−tLv0|2dy

dt

t

' ‖v0‖22,

where in the second inequality we used (4.1) and in the last inequality we used a square function

estimate of the H∞-functional calculus of L with φ(tL) = (tL)
1−β
2 e−tL.

In step 2 the case 1 < p < 2 and 0 < β < 1 is proved using the first order approach from [20].
In the next step, we first claim that there exists a β0 ∈ (0, 1] such that for all 0 < β < β0 and
f ∈ L∞ we have

‖(t, y) 7→ t
1−β
2 ∇L−

β
2 e−tLf(y)‖

T∞,21 (Cn)
. ‖f‖L∞ ,

where T∞,2β is defined as the space of all locally square integrable functions such that the Carleson
measure condition ∫ r2

0

∫
B
|g(t, y)|2dy

dt

tβ
≤ Crn (9.9)

holds whenever B is a ball of radius r > 0, with C independent of B. Using this, together with
the p = 2 result for all 0 < β < 1 and with the fact that the spaces T p,2β interpolate between
p = 2 and p =∞, see e.g. [11], we get that for 2 < p <∞ and 0 < β < β0 where β0 ∈ (0, 1] we
have

‖(t, y) 7→ t
1−β
2 ∇L−

β
2 e−tLv0(y)‖

T p,2β (Cn)
. ‖v0‖Lp ,

i.e.,

‖(t, y) 7→ ∇S(t)u0(y)‖
T p,2β (Cn)

. ‖L
β
2 u0‖Lp .

We now prove the claim. First note that up to changing the matrix A(x) to A(rx+ x0), which
does not change the ellipticity constants, our following arguments are scale and translation
invariant. So we can assume the ball B in (9.9) to be the unit ball. Let f be a bounded
measurable function with compact support. Let f0 = fχ2B and f1 = f − f0. By the p = 2
result, we have ∫ 1

0

∫
B
|t

1−β
2 ∇L−

β
2 e−tLf0(y)|2dy

dt

t
. ‖f0‖2L2 . ‖f‖2L∞ .

For the f1 we will use the following representation formula.

∇L−
β
2 e−tLf1 = C

∫ ∞
0
∇s

β
2 (sL)e−(s+t)Lf1

ds

s
,

with C > 0 a constant independent of f1. This equality holds in L2(B;Cn), see [8] for more
details. One of the ingredients to prove the above equality is the following kernel estimate of
Le−sL. There are constants c, C > 0 and γ0 > 0 in (n− 2, n] such that

∀y /∈ 2B

(∫
B
|∇xK̃s+t(x, y)|2dx

) 1
2

≤ C

(s+ t)
n
4

+ 3
2

+
γ0
4

· exp

(
− c|y|

2

s+ t

)
,

where K̃s is the kernel of Le−sL. The proof of the above estimate is the same as the proof of the
same estimate for e−tL, which can be found in [9, Lemma 33]. Now define β0 = 1

2(γ0 − n+ 2) ∈
(0, 1]. By the representation formula and the above estimate and the fact that f1 has support
outside of 2B, we have

‖∇L−
β
2 e−tLf1‖L2(B;Cn) '

∥∥∥∫ ∞
0
∇s

β
2 (sL)e−(s+t)Lf1

ds

s

∥∥∥
L2(B;Cn)
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=
∥∥∥∫ ∞

0
s1+β

2∇Le−(s+t)Lf1
ds

s

∥∥∥
L2(B;Cn)

=
∥∥∥∫ ∞

0
s1+β

2

∫
|y|≥2

∇K̃s+t(·, y)f1(y)dy
ds

s

∥∥∥
L2(B;Cn)

≤
∫ ∞

0
s1+β

2

∫
|y|≥2

‖∇K̃s+t(·, y)f1(y)‖L2(B;Cn)dy
ds

s

.
∫ ∞

0

∫
|y|≥2

s1+β
2

(s+ t)
n
4

+ 3
2

+
γ0
4

· exp

(
− c|y|

2

s+ t

)
|f1(y)|dyds

s

. ‖f1‖L∞
∫
|y|≥2

1

|y|n+β0−β dy

. ‖f1‖L∞ ,

for 0 < β < β0. Hence,
∫ 1

0 ‖t
1−β
2 ∇L−

β
2 e−tLf1‖2L2(B;Cn)

dt
t . ‖f1‖L∞ , which proves the claim.

In the final step the remaining cases are proved using Stein’s complex interpolation.

One last ingredient that we will need is the Banach contraction principle. The theorem was
first proved by Banach in 1922. We will provide a more recent proof due to R.S. Palais, [34].

Theorem 9.9 (Banach contraction principle). Let (X, d) be a non-empty complete metric space
and T : X → X a contraction operator i.e. d(T (x1), T (x2)) ≤ Kd(x1, x2) for all x1, x2 ∈ X with
0 < K < 1. Then T has a unique fixed point x̄ in X i.e. T (x̄) = x̄.

Proof. Using the triangle inequality we get

d(x1, x2) ≤ d(x1, T (x1)) + d(T (x1), T (x2)) + d(T (x2), x2), x1, x2 ∈ X.

Since 0 < K < 1 we thus get

d(x1, x2) ≤ 1

1−K
(d(x1, T (x1)) + d(x2, T (x2))) . (9.10)

This shows that if x1 and x2 are both fixed points of T then we must have d(x1, x2) = 0. So the
uniqueness is proved.
Now let Tn denote T composed with itself n times. By induction we have d(Tn(x1), Tn(x2)) ≤
Knd(x1, x2). Let x ∈ X and take x1 = Tn(x) and x2 = Tm(x) in (9.10). We get

d(Tn(x), Tm(x)) ≤ 1

1−K
(d(Tn(x), Tn(T (x))) + d(Tm(x), Tm(T (x))))

≤ Kn +Km

1−K
d(x, T (x)).

Since K < 1, we get, by letting n,m→∞, that d(Tn(x), Tm(x))→ 0. Hence Tn(x) is a Cauchy
sequence in X and by completeness of X it converges to a point x̄ ∈ X. Using that T is a
contraction and hence a continuous mapping we get

x̄ = lim
n→∞

Tn(x) = lim
n→∞

T (Tn−1(x)) = T ( lim
n→∞

Tn−1(x)) = T (x̄),

which proves that x̄ is a fixed point.

We are now able to prove the following result.
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Theorem 9.10. Let p ∈ (1,∞) and 0 < β < 1 be such that the pair (1
p , β) belongs to the interior

of the planar polytope with vertices (0, 0), (0, β0), (1
2 , 1), (1, 1), (1, 0), where β0 is defined in the

previous lemma. Suppose that Kp,βLb < 1, where Kp,β is the norm of the mapping g 7→ ∇S � g
from Lp(Ω;T p,2β ) to Lp(Ω;T p,2β (Cn)) and Lb is the Lipschitz constant of b. Then Problem 9.5
has conical stochastic maximal Lp-regularity with weight β, i.e. (9.8) holds for all initial values

u0 ∈ Dp(L
β
2 ).

Proof. We define the mapping F on LpF (Ω;T p,2β (Rn)) by

F (v) := ∇S(·)u0 +∇S �B(v).

By Theorem 9.6 we have ∇S �B(v) for all v ∈ LpF (Ω;T p,2β (Rn)). Together with Lemma 9.8 this

shows us that F maps LpF (Ω;T p,2β (Rn)) into itself.
Now for v1, v2 we have

‖F (v1)− F (v2)‖
Lp(Ω;T p,2β (Rn))

= ‖∇S � (B(v1)−B(v2))‖
Lp(Ω;T p,2β (Rn))

≤ Kp,β‖B(v1)−B(v2)‖
Lp(Ω;T p,2β (Rn))

≤ Kp,βLb‖v1 − v2‖Lp(Ω;T p,2β (Rn))
.

Since we assumed Kp,βLb < 1, the above calculation shows that F is a contraction mapping

from LpF (Ω;T p,2β (Rn)) into itself. By the Banach contraction principle we thus get that there

exists a unique fixed point v of F , i.e. there exists a unique v ∈ LpF (Ω;T p,2β (Rn)) such that (9.8)
holds.
Note that the requirement for β to be in the described polytope is due to the use of Lemma 9.8.
In that lemma, the restrictions on the polytope were obtained through the different steps of its
proof.

For the stochastic parabolic Cauchy problem we see, in the above, that we can solve for v,
where v can be formally seen as the gradient of the ”mild solution of (9.7)”. In other words, we
only have information on the gradient of the solution.
On the other hand, in Chapter 7, we showed that we can control the non-tangential maximal
function of the solution of the deterministic parabolic Cauchy problem (1.3) by the gradient of
the solution. To do so, we first found that the solution could be given in terms of propagators,
which in turn could be described as a sum of the semigroup generated by −L working on the
initial solution and the operator R working on the gradient of the initial solution. By showing
that the operator R is bounded from T p,2 to Xp and combining that with conical Littlewood-
Paley estimates we thus got the desired result.
We want to develop an analogue result for the stochastic problem as well. In the upcoming
sections we are going to define a vector-valued version of Xp on which we prove a similar result
to the deterministic problem. To do so, we use some of the techniques used for the deterministic
Cauchy problem and generalize them to a stochastic setting.
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Chapter 10

Necessary condition

Here, we develop two results of which the second one is a necessary condition for a stochastic
analogue of 7.1. The first result will not be needed later on, but it might be interesting to
mention. Ideas for the proofs of both results are inspired by the proof of Proposition 5.8. We
also use techniques used to prove [8, Proposition 4.1].

We are provided with a probablity space (Ω,F ,P), endowed with a filtration F = (Ft)t≥0,
and W = (W (s))s≥0, wich denotes a standard F -Brownian motion in Rn.
A measurable mapping u : Rn+1

+ × Ω→ Rn is called an F -adapted simple process if it is of the
form

u(t, x, ω) =
N∑
l=1

χ(tl,tl+1](t)
N∑
m=1

χAml(ω)φml(x)

with 0 ≤ t1 < · · · < tN+1 < ∞, Aml ∈ F , and φml a simple function. For such processes we
define the following operator

R̃Lu(t, x, ω) =

∫ t

0
e−(t−s)Ldiv u(s, ·, ·)(x, ω)dW (s), (10.1)

as an L2-valued process.

Proposition 10.1. Let p ≥ 2, β ≥ 1 and let u : Rn+1
+ × Ω→ Rn be an adapted simple process.

Then we have

sup
δ>0

E

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(·,
√
δ)
|R̃Lu|2dy

dt

tβ−1

) 1
2

∥∥∥∥∥∥
p

Lp

≤ Cp,β,nE‖u‖pT p,2β

,

with Cp,β,n independent of u.

Proof. By Fubini we have

E

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(·,
√
δ)
|R̃Lu|2dy

dt

tβ−1

) 1
2

∥∥∥∥∥∥
p

Lp

=

∫
Rn

E

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|R̃Lu|2dy

dt

tβ−1

) p
2

dx.

Using the Kahane-Khintchine inequality we find

E

(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|
∫ t

0
e−(t−s)Ldiv u(s, ·, ·)(x, ω)dW (s)|2dy

dt

tβ−1

) p
2

55
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= E
(∫ ∞

0

∫
Rn
| 1

δ
n
4

+ 1
2

∫ t

0
χ( δ

2
,δ)(t)χB(x,

√
δ)(y)e−(t−s)Ldiv u(s, ·, ·)(x, ω)dW (s)|2dy

dt

tβ−1

) p
2

= E
∥∥∥∥ 1

δ
n
4

+ 1
2

∫ t

0
χ( δ

2
,δ)(t)χB(x,

√
δ)(y)e−(t−s)Ldiv u(s, ·, ·)(x, ω)dW (s)

∥∥∥∥p
L2(Rn×(0,∞);dy dt

tβ−1 )

'

(
E
∥∥∥∥ 1

δ
n
4

+ 1
2

∫ t

0
χ( δ

2
,δ)(t)χB(x,

√
δ)(y)e−(t−s)Ldiv u(s, ·, ·)(x, ω)dW (s)

∥∥∥∥2

L2(Rn×(0,∞);dy dt

tβ−1 )

) p
2

=

(
E−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|
∫ t

0
e−(t−s)Ldiv u(s, ·, ·)(x, ω)dW (s)|2dy

dt

tβ−1

) p
2

.

So we get

E

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(·,
√
δ)
|R̃Lu|2dy

dt

tβ−1

) 1
2

∥∥∥∥∥∥
p

Lp

'
∫
Rn

(
E−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|R̃Lu|2dy

dt

tβ−1

) p
2

dx,

with implicit constant depending on p.
Now define K̃Lu(t, x, ω) =

∫ t
t
2

e−(t−s)Ldiv u(s, ·, ·)(x, ω)dW (s). Similar to Proposition 5.8 we

have

R̃Lu(t, x, ω) =

∞∑
k=0

e−(1−2−k)tLK̃Lu(2−kt, x, ω) a.e.

Fixing x ∈ Rn and k ∈ N\{0} we get, analogous to Proposition 5.8,(
E−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|e−(1−2−k)tLK̃Lu(2−kt, y, ω)|2dy

dt

tβ−1

) 1
2

.
∞∑
j=1

2j
n
2 e−c4

j
sup
δ′>0

(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)
|K̃Lu(t, y, ω)|2dy

dt

tβ−1

) 1
2

.

For k = 0 and any j ≥ 0 we get(
E−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|K̃Lu(t, y, ω)|2dy

dt

tβ−1

) 1
2

. 2j
n
2

(
E−
∫ δ

δ
2

−
∫
B(x,2j+1

√
δ)
|K̃Lu(t, y, ω)|2dy

dt

tβ−1

) 1
2

≤ 2j
n
2 sup
δ′>0

(
E−
∫ δ

δ
2

−
∫
B(x,2j+1

√
δ′)
|K̃Lu(t, y, ω)|2dy

dt

tβ−1

) 1
2

.

For δ′ > 0 and j > 0 we have, using Minkowski’s inequality,(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)
|K̃Lu(t, y, ω)|2dy

dt

tβ−1

) 1
2

.

∞∑
l=1

(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
u(s, ·, ·))(y, ω)dW (s)

∣∣∣2dy
dt

tβ−1

) 1
2

.

Now let l = 1 and t ∈ ( δ
′

2 , δ
′). By a result due to Da Prato (see, [14, Theorem 6.14]), we have

E

∥∥∥∥∥
∫ t

t
2

e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

∥∥∥∥∥
2

L2(R+,t−(β−1)dt;L2(Rn))
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. E

∥∥∥∥∥
∫ t

t
2

s−
β−1
2 e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

∥∥∥∥∥
2

L2(R+;L2(Rn))

+ E

∥∥∥∥∥
∫ t

t
2

(s−
β−1
2 − t−

β−1
2 )e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

∥∥∥∥∥
2

L2(R+;L2(Rn))

. E

∥∥∥∥∥
∫ t

0
s−

β−1
2 e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

∥∥∥∥∥
2

L2(R+;L2(Rn))

+ E

∥∥∥∥∥
∫ t

t
2

(s−
β−1
2 − t−

β−1
2 )e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

∥∥∥∥∥
2

L2(R+;L2(Rn))

. E‖v‖2
L2(R+,t−(β−1)dt;L 2(Rn;L2(Rn)))

+ E

∥∥∥∥∥
∫ t

t
2

(s−
β−1
2 − t−

β−1
2 )e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

∥∥∥∥∥
2

L2(R+;L2(Rn))

.

We can estimate the last part as follows

E

∥∥∥∥∥
∫ t

t
2

(s−
β−1
2 − t−

β−1
2 )e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

∥∥∥∥∥
2

L2(R+;L2(Rn))

=

∫ ∞
0

E

(∫ t

t
2

(s−
β−1
2 − t−

β−1
2 )e−(t−s)Ldiv(v(s, ·, ·))(y, ω)dW (s)

)2

dt

=

∫ ∞
0

E
∫ t

t
2

(
(s−

β−1
2 − t−

β−1
2 )e−(t−s)Ldiv(v(s, ·, ·))(y, ω)

)2
dsdt

. E
∫ ∞

0

∫ t

t
2

|s−
β−1
2 − t−

β−1
2 |2

|t− s|
‖v(s, ·, ·)‖L 2(Rn;L2(Rn))dsdt

= E
∫ ∞

0

∫ t

t
2

s−(β−1)|
(
s
t

)β−1
2 − 1|2

|t− s|
‖v(s, ·, ·)‖L 2(Rn;L2(Rn))dsdt

= E
∫ ∞

0
‖v(s, ·, ·)‖L 2(Rn;L2(Rn))

∫ 2s

s

|
(
s
t

)β−1
2 − 1|2

| ts − 1|
dt

ds

sβ

. E‖v‖2
L2(R+,t−(β−1)dt;L 2(Rn;L2(Rn)))

.

In the second equality we used Itô’s isometry. We also used multiple instances of Fubini and

that
∫ 2s
s

|( st )
β−1
2 −1|2
|t−s| dt ∼ s. Set v(x, y, t, ω) = χ

( δ
′
2
,δ′)

(t)χ
B(x,2j+2+ k2

√
δ′)

(y)u(y, t, ω). Using the

above estimates and Fubini, we thus find(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
S1(x,2j+1+ k2

√
δ′)
u(s, ·, ·))(y, ω)dW (s)

∣∣∣2dy
dt

tβ−1

) 1
2

≤

(
1

δ′δ′
n
2

E
∫ ∞

0

∫
Rn

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(v(·, ·, s, ·))(x, y, ω)dW (s)
∣∣∣2dy

dt

tβ−1

) 1
2

=

(
1

δ′δ′
n
2

E

∥∥∥∥∥
∫ t

t
2

e−(t−s)Ldiv(v(·, ·, s, ·))(x)dW (s)

∥∥∥∥∥
2

L2(R+.t−(β−1);L2(Rn))

) 1
2
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.

(
1

δ′δ′
n
2

E‖v(x)‖2
L2(R+,t−(β−1)dt;L 2(Rn,L2(Rn)))

) 1
2

=

(
E
∫ δ′

δ′
2

−
∫
B(x,2j+2+ k2

√
δ′)

1

δ′
|u(t, y, ω)|2dy

dt

tβ−1

) 1
2

≤

(
E
∫ δ′

δ′
2

−
∫
B(x,2j+2+ k2

√
δ′)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

≤

(
E
∫ ∞

0
−
∫
B(x,2j+3+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

,

where we used that 1
δ′ ≤

1
t and in the penultimate line we used the same identification as in

(9.3), i.e.
L2(R+, t

−βdt; L 2(Rn, L2(Rn)) = L2(R+, t
−βdt;L2(Rn)).

For l ≥ 2 we have, where we do not write some of the variables to keep the calculations clear,

E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
u)dW (s)

∣∣∣2dy
dt

tβ−1

= −
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

E
∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
u)dW (s)

∣∣∣2dy
dt

tβ−1

= −
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

E
∫ t

t
2

|e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
u)|2dsdy

dt

tβ−1

= E−
∫ δ′

δ′
2

∫
Rn

∫ t

t
2

|(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
u)|2dsdy

dt

tβ−1

= E−
∫ δ′

δ′
2

∫ t

t
2

‖(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
u)‖22ds

dt

tβ−1

. E
∫ δ′

δ′
2

∫ t

t
2

1

δ′
1

t− s
22lne−2c 4

l+j2kδ′
t−s −

∫
B(x,2j+l+2+ k2

√
δ′)
|u(s, y, ω)|2dyds

dt

tβ−1

≤ E
∫ δ′

δ′
2

∫ t

t
2

1

t− s
22lne−2c 4

l+j2kδ′
t−s −

∫
B(x,2j+l+2+ k2

√
δ′)
|u(s, y, ω)|2dyds

dt

tβ
.

where we used multiple instances of Fubini, L2-off diagonal estimates for e−tLdiv and Itô’s
isometry.
Now define

TF (t, ·, ·) :=

∫ t

t
2

1

t− s
e
−Dδ′
t−s F (s, ·, ·)ds

with

F (s, x, ω) = −
∫
B(x,2j+l+2+ k2

√
δ′)
|u(s, y, ω)|2dy and D = c4l+j2k+1.

We want to prove that T : L1(( δ
′

2 , δ
′), t−βdt)→ L1(( δ

′

2 , δ
′), t−βdt) is bounded. This is equivalent

to proving that T2 : L1(( δ
′

2 , δ
′))→ L1(( δ

′

2 , δ
′)) is bounded with

T2F (t, ·, ·) :=

∫ t

t
2

1

t− s

(s
t

)β
e
−Dδ′
t−s F (s, ·, ·)ds.
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To prove this we are going use Schur’s lemma. We have t ∈ ( δ
′

2 , δ
′), s ∈ ( t2 , t) and β ≥ 1. So we

get 0 ≤ t − s ≤ δ′ and ( st )
β ≤ 1. Also, e

−Dδ′
t−s ≤ ( t−sDδ′ )

N for some large N which we will choose
later. With these we find

sup
s∈( δ

′
4
,δ′)

∫ δ′∧2s

δ′
2
∨s

1

t− s

(
t− s
Dδ′

)N
dt = sup

s∈( δ
′
4
,δ′)

[
1

N

(
t− s
Dδ′

)N]δ′∧2s

δ′
2
∨s

. D−N .

We find similar estimates for the integral with respect to s. Thus, by Schur’s lemma [17,
Appendix I] we get ‖TF (·, x, ω)‖

L1(( δ
′
2
,δ′),t−βdt)

. D−N‖F (·, x, ω)‖
L1(( δ

′
2
,δ′),t−βdt)

, and hence

(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)Ldiv(χ
Sl(x,2

j+1+ k2
√
δ′)
u(s, ·, ·))(y)dW (s)

∣∣∣2dy
dt

tβ−1

) 1
2

. 2ln(c4l+j2k+1)−
1
2
N

(
E
∫ δ′

δ′
2

−
∫
B(x,2j+l+2+ k2

√
δ′)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

. 2ln(c4l+j2k+1)−
1
2
N

(
E
∫ ∞

0
−
∫
B(x,2j+l+2+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

.

Using the change of aperture lemma [2] and summing over k, j, l we thus get

sup
δ>0

E

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(·,
√
δ)
|R̃Lu|2dy

dt

tβ−1

) 1
2

∥∥∥∥∥∥
p

Lp

.
∑
k,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2k+1)−

1
2
N

∥∥∥∥∥∥
(
E
∫ ∞

0
−
∫
B(·,2j+l+2+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
p

Lp

≤
∑
k,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2k+1)−

1
2
NE

∥∥∥∥∥∥
(∫ ∞

0
−
∫
B(·,2j+l+2+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
p

Lp

.
∑
k,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2k+1)−

1
2
N2(j+l+ k

2
)τE‖u‖p

T p,2β

≤ Cp,β,nE‖u‖pT p,2β

,

with τ only depending on n and p and where we chose N ≥ 2(n+ τ). In the second inequality
we used a combination of Fubini and Jensen’s inequality to get the expectation out of the norm.
(Only Fubini is needed in the case p = 2). The restriction p ≥ 2 is provided by the use of
Jensen’s inequality since it works only with convex functions.

We have a similar result for a slightly different operator. Let b : Rn → R be a globally
Lipschitz continuous function that satisfies

|b(x)| ≤ Cb|x|, x ∈ Rn (10.2)

For adapted simple processes, u, we define the operator T as

TLu(t, x, ω) =

∫ t

0
e−(t−s)Lb(u(s, ·, ·))(x, ω)dW (s).
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Proposition 10.2. Let p ≥ 2, β ≥ 0 and let u : Rn+1
+ × Ω→ Rn be an adapted simple process.

Then we have

sup
δ>0

E

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(·,
√
δ)
|TLu|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
p

Lp

≤ Cp,β,n,bE‖u‖pT p,2β

,

with Cp,β,n.b independent of u.

Proof. Using Fubini and Kahane-Khintchine inequality, we have, similar to the proof of the
previous proposition,

E

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(·,
√
δ)
|TLu|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
p

Lp

'
∫
Rn

(
E−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|TLu|2dy

dt

tβ

) p
2

dx,

with implicit constant depending on p.
Now define K̃Lu(t, x, ω) =

∫ t
t
2

e−(t−s)Lb(u(s, ··))(x, ω)dW (s). Similar to Proposition 5.8 we have

TLu(t, x, ω) =
∞∑
k=0

e−(1−2−k)tLK̃Lu(2−kt, x, ω) a.e.

Fixing x ∈ Rn and k ∈ N\{0} we get, analogous to Proposition 5.8,(
E−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|e−(1−2−k)tLK̃Lu(2−kt, y, ω)|2dy

dt

tβ

) 1
2

.
∞∑
j=1

2j
n
2 e−c4

j
sup
δ′>0

(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)
|K̃Lu(t, y, ω)|2dy

dt

tβ

) 1
2

.

For k = 0 and any j ≥ 0 we get(
E−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|K̃Lu(t, y, ω)|2dy

dt

tβ

) 1
2

. 2j
n
2

(
E−
∫ δ

δ
2

−
∫
B(x,2j+1

√
δ)
|K̃Lu(t, y, ω)|2dy

dt

tβ

) 1
2

≤ 2j
n
2 sup
δ′>0

(
E−
∫ δ

δ
2

−
∫
B(x,2j+1

√
δ′)
|K̃Lu(t, y, ω)|2dy

dt

tβ

) 1
2

.

For δ′ > 0 and j > 0 we have, using Minkowski’s inequality,(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)
|K̃Lu(t, y, ω)|2dy

dt

tβ

) 1
2

≤

∞∑
l=1

(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)L(χ
Sl(x,2

j+1+ k2
√
δ′)
b(u(s, ·, ·)))(y, ω)dW (s)

∣∣∣2dy
dt

tβ

) 1
2

.

For l = 1, and t ∈ ( δ
′

2 , δ
′) we have, where we do not write some of the variables to keep the

calculations clear,

E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)L(χ
S1(x,2j+1+ k2

√
δ′)
b(u))dW (s)

∣∣∣2dy
dt

tβ
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= −
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

E
∣∣∣ ∫ t

t
2

e−(t−s)L(χ
S1(x,2j+1+ k2

√
δ′)
b(u))dW (s)

∣∣∣2dy
dt

tβ

= −
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

E
∫ t

t
2

|e−(t−s)L(χ
S1(x,2j+1+ k2

√
δ′)
b(u))|2dsdy

dt

tβ

= E−
∫ δ′

δ′
2

∫
Rn

∫ t

t
2

|(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)L(χ
S1(x,2j+1+ k2

√
δ′)
b(u))|2dsdy

dt

tβ

= E−
∫ δ′

δ′
2

∫ t

t
2

‖(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)L(χ
S1(x,2j+1+ k2

√
δ′)
b(u))‖22ds

dt

tβ

≤ E−
∫ δ′

δ′
2

∫ t

t
2

‖(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+2+ k2
√
δ′)
b(u)‖22ds

dt

tβ

. CbE
∫ δ′

δ′
2

∫ t

t
2

1

δ′
−
∫
B(x,2j+1+ k2

√
δ′)
|u(s, y, ω)|2dyds

dt

tβ
.

Aside from multiple instances of Fubini, we used Itô’s isometry, the fact that the semigroup of
L is a contraction and the property of the function b. Now define

TF (t, ·, ·) :=

∫ t

t
2

1

δ′
F (s, ·, ·)ds

with

F (s, x, ω) = −
∫
B(x,2j+l+2+ k2

√
δ′)
|u(s, y, ω)|2dy.

We want to prove that T : L1(( δ
′

2 , δ
′), t−βdt)→ L1(( δ

′

2 , δ
′), t−βdt) is bounded. This is equivalent

to proving that T2 : L1(( δ
′

2 , δ
′))→ L1(( δ

′

2 , δ
′)) is bounded with

T2F (t, ·, ·) :=

∫ t

t
2

1

δ′

(s
t

)β
F (s, ·, ·)ds.

We have t ∈ ( δ
′

2 , δ
′), s ∈ ( t2 , t) and β ≥ 0. So ( st )

β ≤ 1. Using these we find

sup
t∈( δ

′
4
,δ′)

∫ t

t
2

1

δ′

(s
t

)β
ds ≤ sup

t∈( δ
′
4
,δ′)

∫ t

t
2

ds . C.

We find similar estimates for the integral with respect to t. Thus, by Schur’s lemma [17,
Appendix I] we get ‖TF (·, x, ω)‖

L1(( δ
′
2
,δ′),t−βdt)

. ‖F (·, x, ω)‖
L1(( δ

′
2
,δ′),t−βdt)

, and hence(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)L(χ
S1(x,2j+1+ k2

√
δ′)
b(u(s, ·, ·)))(y, ω)dW (s)

∣∣∣2dy
dt

tβ

) 1
2

.

(
E
∫ δ′

δ′
2

−
∫
B(x,2j+2+ k2

√
δ′)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

.

(
E
∫ ∞

0
−
∫
B(x,2j+3+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

.

Now we are going to consider l ≥ 2. We have, similar the to l = 1 case

E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)L(χ
Sl(x,2

j+1+ k2
√
δ′)
b(u(s, ·, ·)))(y, ω)dW (s)

∣∣∣2dy
dt

tβ
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= E−
∫ δ′

δ′
2

∫ t

t
2

‖(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)L(χ
Sl(x,2

j+1+ k2
√
δ′)
b(u))‖22ds

dt

tβ
.

Using L2 off-diagonal estimates for the semigroup, we then find

E−
∫ δ′

δ′
2

∫ t

t
2

‖(2j+1+ k
2

√
δ′)−

n
2 χ

B(x,2j+1+ k2
√
δ′)

e−(t−s)L(χ
Sl(x,2

j+1+ k2
√
δ′)
b(u))‖22ds

dt

tβ

. 22lnE
∫ δ′

δ′
2

∫ t

t
2

1

δ′
e−2c 4

l+j2kδ′
t−s −

∫
B(x,2j+l+2+ k2

√
δ′)
|u(s, y, ω)|2dyds

dt

tβ
.

Applying Schur’s lemma again, with similar arguments as the previous lemma, provides us with(
E−
∫ δ′

δ′
2

−
∫
B(x,2j+1+ k2

√
δ′)

∣∣∣ ∫ t

t
2

e−(t−s)L(χ
Sl(x,2

j+1+ k2
√
δ′)
b(u(s, ·, ·)))(y, ω)dW (s)

∣∣∣2dy
dt

tβ

) 1
2

. 2ln(c4l+j2k+1)−
1
2
N

(
E
∫ δ′

δ′
2

−
∫
B(x,2j+l+2+ k2

√
δ′)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

. 2ln(c4l+j2k+1)−
1
2
N

(
E
∫ ∞

0
−
∫
B(x,2j+l+2+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

.

The rest of the proof is the same as the proof of Proposition 10.1.



Chapter 11

Vector-valued Xp

In this chapter we are going to define a vector-valued version of the space Xp, namely X̃p, and

show that the operator TL is bounded from Lp(Ω;T p,2β ) to X̃p.

We are going to define X̃p through a variation of a Rademacher maximal function similar to
the work done in [19, Section 7]. To do so we need Rademacher variables. A (real) Rademacher
variable is a random variable ε : Ω̃→ {−1, 1} satisfying

P(ε = −1) = P(ε = 1) =
1

2
.

A (real) Rademacher sequence, (εk)k∈Z, is a sequence of Rademacher variables.

Definition 11.1. Let (Ω,F ,P) be a probablity space and let k ∈ Z. For a process u : Rn+1
+ ×Ω→

Rn, such that u(ω) ∈ L2
loc(R

n+1
+ ), we define the functional Ñk,β by

Ñk,β(u)(x, ω) :=

(
−
∫ 2k

2k−1

−
∫
B(x,

√
2k)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

, ∀x ∈ Rn.

Note that we can write Ñk,β(u) as an L2 norm in the following way

−
∫ 2k

2k−1

−
∫
B(x,

√
2k)
|u(t, y, ω)|2dy

dt

tβ
'
∫
R

∫
Rn

χ(2k−1,2k)

2k−1

χ
B(x,

√
2k)

2
nk
2

|u(t, y, ω)|2dy
dt

tβ

=
∥∥χ(2k−1,2k)

2
k−1
2

χ
B(x,

√
2k)

2
nk
4

u(·, ·, ω)
∥∥2

L2(Rn+1
+ ;t−βdy×dt)

(11.1)

We are now able to define our variation of the Rademacher maximal function as follows

MRad,βu(x) := sup

{
EΩ̃

∥∥∥∑
k∈Z

εkλkÑk,β(u)(x, ·)
∥∥∥
Lp(Ω)

:

λ = (λk)k∈Z finitely non-zero with ‖λ‖l2(Z) ≤ 1

}
.

Definition 11.2. Let 1 ≤ p <∞. X̃p
β is defined as the space of u : Rn+1

+ × Ω→ Rn such that

‖u‖X̃p
β

:= ‖MRad,βu‖p <∞.

It is easily verified that the above indeed defines a norm and hence X̃p
β is a normed vector

space. Furthermore, we have the following.
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Proposition 11.3. Let 1 ≤ p <∞. Then X̃p
β is a Banach space.

Proof. We are going to use that a normed space is a Banach space if and only if an absolute
convergent series is also convergent.
Suppose (un)n∈N is an absolute convergent series in X̃p

β, i.e.
∑
n∈N
‖un‖X̃p < ∞. Fixing x and

using Kahane-Khintchine inequality, [19, Proposition 2.3], we have

EΩ̃

∥∥∥∑
k∈Z

εkλkÑk,β(
∑
n∈N

un)(x, ·)
∥∥∥
Lp(Ω)

'
∥∥∥(∑

k∈Z
|λk|2|Ñk,β(

∑
n∈N

un)(x, ·)|2
) 1

2
∥∥∥
Lp(Ω)

=
∥∥∥(∑

k∈Z
|Ñk,β(λk

∑
n∈N

un)(x, ·)|2
) 1

2
∥∥∥
Lp(Ω)

.

We now define the function Txu(·, ·, ω) : Z→ L2(Rn+1
+ ; t−βdy × dt) by

(Txu(·, ·, ω)) (k) := λk
χ(2k−1,2k)

2
k−1
2

χ
B(x,

√
2k)

2
nk
4

u(·, ·, ω).

So we have Txu(·, ·, ω) ∈ l2(Z;L2(Rn+1
+ ; t−βdy × dt)). Using this we get

∥∥∥(∑
k∈Z
|Ñk,β(λk

∑
n∈N

un)(x, ·)|2
) 1

2
∥∥∥
Lp(Ω)

= ‖Tx
∑
n∈N

un‖Lp(Ω;l2(Z;L2(Rn+1
+ ;t−βdy×dt))).

Now we can use Minkowski’s inequality to find

‖
∑
n∈N

un‖X̃p .
∥∥∥ sup
‖λ‖l2(Z)≤1

‖Tx
∑
n∈N

un‖Lp(Ω;l2(Z;L2(Rn+1
+ ;t−βdy×dt)))

∥∥∥
p

≤
∑
n∈N

∥∥∥ sup
‖λ‖l2(Z)≤1

‖Txun‖Lp(Ω;l2(Z;L2(Rn+1
+ ;t−βdy×dt)))

∥∥∥
'
∑
n∈N
‖un‖X̃p .

By assumption the last expression is finite and hence
∑
n∈N

un converges.

This brings us to the following proposition.

Proposition 11.4. Let p ≥ 2, β ≥ 0 and let u : Rn+1
+ × Ω→ Rn be an adapted simple process.

The operator TL extends to a bounded operator from Lp(Ω;T p,2β ) to X̃p
β.

Proof. Fixing x and using Kahane-Khintchine inequality, [19, Proposition 2.3], we have

EΩ̃

∥∥∥∑
k∈Z

εkλkÑk,β(TLu)(x, ·)
∥∥∥
Lp(Ω)

'
∥∥∥(∑

k∈Z
|λk|2|Ñk,β(TLu)(x, ·)|2

) 1
2
∥∥∥
Lp(Ω)

.

Denoting N = (Ñk,β(TLu)(x, ·))k∈Z we get

∥∥∥(∑
k∈Z
|λk|2|Ñk,β(TLu)(x, ·)|2

) 1
2
∥∥∥
Lp(Ω)

= ‖λN‖Lp(Ω;l2(Z))

=
(
E‖λN‖p

l2(Z)

) 1
p
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'
(
E‖λN‖2l2(Z)

) 1
2

=
(∑
k∈Z
|λk|2E(|Ñk,β(TLu)(x, ·)|2)

) 1
2
.

In the penultimate line we used Kahane-Khintchine inequality and in the last line we used
Fubini. For each k we have

E(|Ñk,β(TLu)(x, ·)|2) = E−
∫ 2k

2k−1

−
∫
B(x,

√
2k)
|TLu|2dy

dt

tβ
.

Now continuing as in Proposition 10.2 we find(
E−
∫ 2k

2k−1

−
∫
B(x,

√
2k)
|TLu|2dy

dt

tβ

) 1
2

.

∑
m,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2m+1)−

1
2
M

(
E
∫ ∞

0
−
∫
B(x,2j+l+2+m2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

where M is a big enough constant which we will choose later. As can be seen the above expression
is independent of k. Because of this and the fact that

∑
k∈Z
|λk|2 ≤ 1 we thus get

‖TLu‖X̃p .
∑
m,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2m+1)−

1
2
M

∥∥∥∥∥∥
(
E
∫ ∞

0
−
∫
B(·,2j+l+2+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
p

Lp

≤
∑
m,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2m+1)−

1
2
ME

∥∥∥∥∥∥
(∫ ∞

0
−
∫
B(·,2j+l+2+ k2

√
t)
|u(t, y, ω)|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
p

Lp

.
∑
m,j,l

2(l+ j
2

)ne−c4
j
(c24l+j2m+1)−

1
2
M2(j+l+m

2
)τE‖u‖p

T p,2β

≤ Cp,β,nE‖u‖pT p,2β

,

with τ only depending on n and p and where we chose M ≥ 2(n+ τ). In the second inequality
we used a combination of Fubini and Jensen’s inequality to get the expectation out of the norm.
(Only Fubini is needed in the case p = 2). Again, the restriction p ≥ 2 is provided by the use
of Jensen’s inequality since it works only with convex functions. In the third inequality we used
the change of angle for T p,2β .
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Chapter 12

Concluding remarks

In this final chapter, we will briefly discuss our obtained results.

As discussed in Chapter 9, the solution of (1.1) is formally given by

u(t, x, ω) = e−tLu0(x, ω) +

∫ t

0
e−(t−s)Lb(u(s, ·, ·))(x, ω)dW (s)

= e−tLu0(x, ω) + TLu(t, x, ω).

If our solution is of the above form, then we would be able to get the following estimate:

‖u‖X̃p
β
. E‖∇u‖

T p,2β
.

We would be able to obtain this estimate by using Proposition 11.4, which stated that, for p ≥ 2,
the operator Tl is bounded from T p,2β to X̃p

β, and then reasoning as in the proof of Proposition 7.1.

A second remark we would want to make is about Proposition 11.4 itself. Based on its proof
it would seem that we could have defined X̃p

β in a more direct manner and get a similar result.

By defining X̃p
β as the Lp(Rn)- norm of

sup
δ>0

∥∥∥∥∥∥
(
−
∫ δ

δ
2

−
∫
B(x,

√
δ)
|u|2dy

dt

tβ

) 1
2

∥∥∥∥∥∥
Lp(Ω)

, x ∈ Rn,

and arguing as in Proposition 10.2 we would get boundedness from T p,2β to X̃p
β as well. We

figured this out in hindsight.

A final remark we make is with regards to our goal at the start of this thesis. We wanted a
stochastic analogue of the non-tangential maximal function estimate with respect to the gradient
of the solution. Ideally we wanted an estimate of the form

E‖u‖Xp
β
. E‖∇u‖

T p,2β
,

where Xp
β would be a weighted in time version of Xp. To get such an estimate we need to be

able to get a supremum out of the expectation in our setting, which we were not able to do.
This is the reason why we considered the Rademacher maximal function as a substitute of our
non-tangential maximal function, but even in this case we could only get an estimate on the
vector-valued version of Xp.
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