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Abstract

The APPU project aims to lower the threshold of installing hydrogen-driven and boundary-layer-ingesting
propulsion systems in the short term. This is done by replacing the Auxiliary Power Unit with an Auxiliary
Power & Propulsion Unit (APPU). To study these concepts, the Airbus A321neo is taken as a reference
baseline. The implementation of the APPU system on the A321neo aircraft necessitates a redesign of
the existing empennage. The research objective of this thesis project is to investigate how an optimal
empennage design for an aircraft equipped with an APPU system differs from an optimal empennage
design for an aircraft without such a system. Multidisciplinary design optimization is used to minimize
fuel weight for different aircraft configurations by optimizing the empennage geometry. Four different
disciplines are identified. A weight discipline estimates the empennage weight based on the empirical
Raymer equations. Two separate aerodynamic disciplines are implemented with different fidelity levels.
The low-fidelity version is based on AVL’s vortex lattice method, expanded with a constant friction co-
efficient drag model to account for viscous effects. The high-fidelity version is based on FlightStream’s
panel method. FlightStream proved to be infeasible for use in this study due to long run times and
limited mesh robustness. Therefore, only the low-fidelity version is used to generate the final results.
The static stability and control of the aircraft are ensured through a set of constraints that require spe-
cific stability and control derivatives to remain within defined limits. These derivatives are provided by
the stability and control discipline that is based on AVL as well. The performance discipline applies
the Breguet equation to convert the aircraft weight and aerodynamic performance into an estimate of
the fuel load required to complete the design range. ParaPy is used as a multi-model-generator to
provide the required input geometries for the disciplines. The study reveals that optimal empennage
designs for aircraft equipped with an APPU system differ notably from optimal empennage designs
for conventional aircraft. Both configurations benefit from high aspect ratios and reduced tailplane ar-
eas. However, APPU-equipped aircraft require a low cruciform tail to accommodate the hydrogen tank
and reduced sweep angles to position the aerodynamic center aft without intersecting the propulsor
plane. The low-fidelity aerodynamics discipline is unable to optimize the airfoils. AVL’'s modeling of
only the camber line makes it unsuitable for optimizing symmetric profiles, such as those on vertical
tailplanes. Furthermore, the horizontal tailplane airfoils showed limited variation from the initial design.
This is likely due to the dual-parameter definition of the camber line, as the class-shape transformation
parameterization method is applied independently to both the upper and lower surfaces of the airfoils.
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Introduction

The APPU project aims to lower the threshold of installing Boundary-Layer-Ingesting (BLI) and hydrogen-
driven propulsion systems in the short term. This is done by replacing the Auxiliary Power Unit (APU)

with an Auxiliary Power & Propulsion Unit (APPU). This means that the APU in the tail cone of a pas-
senger aircraft is replaced by a BLI propulsor with an engine. This engine delivers around 10% of the

thrust during cruise as well as the auxiliary power that was previously provided by the APU. In addition,

the APPU uses hydrogen to power the engine, which is stored in a tank in the tail cone of the aircraft.
The reduction in CO, emissions is estimated to be approximately proportional to the APPU thrust share

(10% during cruise). In addition, overall efficiency would improve, resulting in additional savings [1].

In order to study these concepts, the Airbus A321neo is taken as a reference baseline. The imple-
mentation of the hydrogen engine and the BLI propulsor results in some changes that need to be made
to the baseline reference aircraft. One of these changes is driven by the fact that no elements of the
horizontal tail plane (HTP) can cross the fuselage. As a result, the HTP must move onto the vertical tail
plane (VTP) to form either a cruciform tail or a T-tail [1]. An additional constraint due to the implemen-
tation of the BLI propulsor is that no part of the empennage can be aft of the propeller. This is to avoid
the loss of control and stability in case the propeller fails and strikes the empennage. Redesigning the
empennage to meet these requirements is the subject of this thesis project.

The research objective of this study is to investigate how an optimal empennage design for an air-
craft with an APPU system differs from an optimal design for an aircraft that does not have an APPU
system. Furthermore, this study aims to find what implications the location of the tank and propulsor
have on the empennage design compared to the empennage of a conventional passenger aircraft.

chapter 2 introduces the background and outlines related research on empennage optimization, along
with the research questions guiding this study. The theoretical foundation and overall methodology are
presented in chapter 3, followed by the practical implementation of the individual components in chap-
ter 4. chapter 5 discusses the outcomes of the optimization, including two validation studies comparing
selected results with higher-fidelity methods. Finally, the study is concluded in chapter 6.



Research Objectives

The design of an aircraft empennage is a critical aspect of overall aerodynamic performance, stabil-
ity, and control. As aviation technology advances and sustainability concerns drive innovation, new
methodologies are required to optimize empennage configurations beyond traditional design approaches.
This chapter outlines the research objectives that guide this study, focusing on the application of Multi-
disciplinary Design Optimization (MDO) to the development of a cruciform or T-tail empennage for the
APPU aircraft.

This chapter begins with a review of the state-of-the-art methods in empennage design in section 2.1,
highlighting the limitations of conventional techniques such as the tail volume coefficient method. The
discussion then shifts to the identified research gaps, particularly in optimizing empennage configura-
tions with constraints related to novel propulsion systems and hydrogen storage integration. Based on
these gaps, the problem statement and research questions are formulated to address how an optimal
empennage design for the APPU aircraft differs from conventional designs in section 2.2.

2.1. State-of-the-art

A common method to size the empennage during conceptual design is to use tail volume coefficients.
Raymer [2] describes the method of tail volume coefficients in his work. It enables the designer to
compare the design to historical data. He states that the primary purpose of the tail is to counteract the
moments produced by the wing. In that way, it would be logical if the tail size is somehow related to
the wing size. The magnitude of the force generated by the tail increases proportionally to the area of
the tail. Consequently, the effectiveness of the tail is determined by multiplying the tail area by the tail
moment arm. This product has units of volume, hence the name ’tail volume coefficients’. In order to
obtain a non-dimensional coefficient, it needs to be divided by something else with the units of volume.
Since the tail size is related to the wing size in some way, it makes sense to divide it by the wing size
multiplied by something with units of length. For the horizontal tail, this is the mean chord length of
the wings because the pitching moment that must be countered by the horizontal tail is most directly
proportional to the wing chord. On the other hand, the yawing moments that must be countered by
the vertical tail are most directly related to the wing span. This results in equations Equation 2.1 and
Equation 2.2 for the horizontal and vertical tail volume coefficients, respectively.

L S

crp = (2.1)
byingSying
L

cyrp = 7‘/.TPSV.TP (2.2)
CwingSying

Typical values for transport aircraft are 1.00 for the horizontal tail volume coefficient and 0.09 for the
vertical tail volume coefficient. In the case of a T-tail, the vertical tail volume coefficient can be reduced
by approximately 5% as a result of the end-plate effect, while the horizontal tail volume coefficient can
be decreased by approximately 5% due to the undisturbed airflow experienced by the horizontal sur-
face.
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The method of tail volume coefficients is valuable when one needs to know quickly how big the horizon-
tal and vertical tailplane approximately should be. However, the method still has some shortcomings.
First of all, the method of tail volume coefficients is an empirical method that is based on historical
data and thus has limited meaning from a physics point of view. Additionally, the method is limited
to calculating surface areas, but does not provide other variables such as aspect ratios, taper ratios,
sweep angles, and airfoil shapes. Finally, the size and shape of the elevator and rudder are not pro-
vided by the tail volume method. Simplified tail sizing processes, such as the tail volume coefficient
method, are often applied in aircraft initial design tools to avoid the complex and iterative process [3, 2].

There exist many more methods for the conceptual design of an empennage. One option to achieve an
improved conceptual design for an empennage is to apply multidisciplinary design optimization. MDO
is not a new concept to the aerospace industry. However, when it comes to initial aerodynamic design,
it is applied more often to the main wing than to the empennage. Detailed design of the tail with sta-
bility and control constraints is just more complex than the detailed design of the main wing [4]. MDO
can help to solve the shortcomings of the tail volume method to a certain degree by combining some
disciplines that are relevant for empennage design. All the variables that the tail volume method does
not provide can be found when applying MDO depending on the parameterization that is applied to
the problem. MDO can be applied to a great variety of fidelity levels for the different disciplines. Com-
putationally cheap empirical methods can be used to speed up the process, or more computationally
expensive physics-based methods can be used for increased precision and physical meaning. In ad-
dition, the design of the elevator and rudder can be easily included by expanding the design space to
include some additional variables. Finally, whereas the tail volume method only provides a plausible
design, MDO provides a design that is optimized to a (local) optimum.

Galloway [5] applied optimization to control, stability, and performance of conceptual aircraft design.
Rather than focusing on the optimization of the empennage alone, Galloway [5] developed a design
optimization capability that optimized the whole aircraft initial design. The tool is able to size the aircraft,
and control the location and dimensions of the empennage, control surfaces, and landing gear. In addi-
tion, the tool has the ability to distribute systems and components. The analysis of different disciplines
is carried out on the designs generated by the tool. These disciplines include: applied aerodynamics,
weight and balance, mission analysis, performance, and static and dynamic stability and control [5].
To obtain low computational cost, Galloway used simple equations to evaluate these disciplines. For
example, the weight and balance are based on empirical relations. The applied aerodynamics, mission
performance, and stability and control are based on simple physics-based relations or semi-empirical
methods. An example of a simple physics-based relation that is applied is the standard method for
drag polar calculation to find the drag coefficient. There are still some limitations to Galloway’s [5] tool.
First, the tool is limited to general aviation aircraft, and thrust effects are not considered in stability and
control analyses. In addition, it is not able to design active control systems.

Morris [6] developed a control & stability module at Virginia Tech that could be implemented in an
MDO tool for advanced aircraft conceptual design. The module treats both static and dynamic stability
& control. An innovative method, Variance Constrained Flying Qualities (VCFQ), was developed to
include closed-loop dynamic performance metrics. A limitation in the work of Morris [6] is that the hori-
zontal and vertical tailplane areas are sized for the initial configuration and are kept constant throughout
the optimization. Morris [6] performed an example design study on a Boeing 737-800 to test the new
stability & control module. The objective of the study is to redesign the horizontal and vertical tailplane
to minimize the aircraft gross weight and trimmed drag coefficient. In this study, the static stability
requirements on the static margin imposed by federal regulations are assumed to be relaxed. Morris
[6] allows the aircraft to be neutrally stable or slightly unstable, assuming that a well-designed control
system can overcome these instabilities.

Morris [6] mainly used the NASTRAN aeroelastic solver to retrieve the required data. NASTRAN is
a finite element analysis structural solver that is coupled with some aerodynamic solvers. For subsonic
flows, NASTRAN applies a Doublet Lattice Method (DLM). Modifications are made to the standard DLM
in order to take wing-body interference effects into account. In addition to NASTRAN, Digital DATCOM
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is used to calculate the drag coefficient and certain stability derivatives, which NASTRAN cannot pro-
duce. Digital DATCOM is a program that computes stability & control related parameters based on
a semi-empirical method. It uses results from existing aircraft and physics-based relationships with
empirical corrections to accomplish this.

The 737-800 is the second-longest aircraft within the 737 family [7]. The empennage for an aircraft
family is often designed for the shorter aircraft within the family since they have a shorter tail length. If
the empennage is big enough to counter the moments on the short aircraft with the short moment arm,
it should be big enough to counter the moments on the longer versions with longer tail lengths as well.
Consequently, the empennage is over-designed for the longer versions within the family. The results of
the example study were promising. The horizontal tailplane area was reduced by 36% and the vertical
tailplane area by 32%. The gross aircraft weight was reduced by 2392kg. A total drag reduction of
approximately 12% was obtained compared to the baseline configuration. Throughout the entire flight
envelope, the static margin was marginally stable or unstable. This indicates that the empennage is
indeed larger than necessary for the long Boeing 737-800. However, it is important to remember that
relaxed static stability requirements were considered for this study. It is unclear how much of the drag
and weight reduction is a result of the relaxed static stability requirements and how much is a result of
the over-designed original empennage.

Cosenza [8] created a tool for handling qualities optimization based on a modification of the Routh-
Hurwitz criterion. The algebraic relations that proceed from the modified Routh-Hurwitz criterion are
set as constraints during the optimization process. The module focuses on designs with excellent con-
trol anticipation parameters and short period damping ratio. The objective of the optimization process
is to minimize the horizontal tailplane zero-lift drag, induced drag, and weight. Cosenza [8] showed
that it is possible to consider the handling qualities of the aircraft during conceptual design and still gain
on performance. It should be noted that one of the limitations of Cosenza’s [8] work is that it focuses
solely on longitudinal stability and control.

Denieul [9] and Garmendia [10] also worked on multidisciplinary design optimization including stability
& control constraints. However, their work focuses on the optimization of control surfaces of a blended
wing body configuration. This is of less interest for this thesis project since the aircraft configuration is
already determined by the APPU project.

Liu and Jiang [4] stated that an aircraft's empennage is often sized using volume coefficient meth-
ods in conventional aircraft design processes. They proposed an improved method for the conceptual
design of an empennage by applying multidisciplinary design optimization. Stability and control require-
ments were taken into account in the form of constraints. The constraints are based on regulations and
the fundamental functionalities of the empennage. The aerodynamic drag polar is estimated using
component-based building methods. The wing and empennage’s induced drag is calculated with a po-
tential flow solver including fuselage and nacelles corrections. Semi-empirical methods with high-fidelity
corrections are used for the viscous drag and wave drag. The primary wing and fuselage structure is
analyzed using analytical methods, whereas the secondary structural weight is analyzed using semi-
empirical methods. The optimization of the empennage was combined with the optimization of the main
wing as well. An example study was performed where the initial design was based on reference data
of a medium-range transport aircraft [11]. This resulted in a saving of 9% in block fuel weight and a
reduction of 3% in the maximum take-off weight compared to the initial design. This shows the gains
that can still be made in carbon reduction by optimizing the empennage in the conceptual design phase.

There still exists a literature gap that is discussed in this section that is relevant to the empennage
design for the APPU project. Firstly, all of the literature mentioned above focuses either on the op-
timization including stability & control constraints of an aircraft with a conventional tail or a blended
wing body configuration. None of the literature treats a cruciform or T-tail configuration which is forced
due to the location of the hydrogen tank in the APPU project. In addition, none of the work discussed
has limitations on the location of the empennage due to the presence of a propulsor at the rear of the
fuselage. Second, during the optimization processes discussed in the literature, the focus is mainly on
the optimization of the empennage planform, control surfaces, or both. If the airfoil is optimized, it is no
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more than the thickness-to-chord ratio that is varied. This thesis project will aim to offer more freedom
to the airfoil to further optimize its shape. Finally, increasing the fidelity of the analysis tools used during
the optimization process is often one of the recommendations for future work in the discussed literature.
This thesis project aims to increase the fidelity of the aerodynamic solver.

2.2. Problem Statement & Research Goals

The research objective of this thesis project is to investigate how an optimal empennage design for
an aircraft equipped with an APPU system differs from an optimal empennage design for an aircraft
without such a system. Combined with the literature gaps that are found in section 2.1, this leads to the
formulation of some research questions that this thesis project will aim to answer. The main research
question is stated below:

Which implications does the inclusion of an APPU system have on the optimal empennage design
for a commercial aircraft?

Some sub-questions have been formulated to help answer the main research question. Morris [6]
redesigned the empennage of a Boeing 737-800 to test his new stability and control module. As stated
in section 2.1, the empennage for larger members of aircraft families is often over-designed. As a re-
sult, Morris [6] was able to significantly reduce the size and drag of the empennage. This study uses
the Airbus A321neo as a baseline. Similar to the Boeing 737-800, the A321neo is the longest aircraft
within the A320 family [12]. This leads to the first two research questions.

What is an optimal conventional, T-tail, or cruciform empennage design for the A321neo when opti-
mized to reduce the fuel required to cover the design range?

How much can the surface area of the A321neo empennage be reduced and what is the effect on
the total drag?

The addition of the hydrogen tank and the propulsor for the APPU aircraft will add weight to the rear of
the fuselage of the A321neo baseline. As a result, the center of gravity will move aft and the main wing
needs to be shifted back. This shortens the tail length and thus the moment arm of the empennage,
leading to the next research question:

How does the additional weight due to the hydrogen tank and propulsor, and the repositioning of the
main wing influence the optimal empennage design?

The design of the empennage for the APPU project is constrained by the location of the propulsor
and the hydrogen tank. In case the propulsor fails, the blades should not be able to strike the empen-
nage. This means that the empennage should be entirely in front of the propulsor. In addition, the
hydrogen tank will be located in the tail cone of the aircraft, taking up the space where the wingbox
of the horizontal tail is usually located. This means that the empennage design for the APPU aircraft
is limited to a T-tail or cruciform configuration. These requirements form the basis of the following re-
search question:

How does the location of the hydrogen tank and the propulsor influence the optimal empennage design
of APPU-equipped aircraft?

In the existing literature discussed in section 2.1, the influence of the optimizer on the airfoil geometries
was limited to the thickness to chord ratio at most. This offers limited freedom to the optimizer to ad-
just the airfoils of the vertical and horizontal tailplane. The following sub-question aims to explore this
design space in more detail:

Which airfoils for the horizontal and vertical tailplane offer the best performance for the aircraft when
optimized to reduce the fuel required to cover a certain design range?



2.2. Problem Statement & Research Goals 6

Finally, an often recurring recommendation for future work is to increase the fidelity level of the aerody-
namic analysis tool that is used in the optimization study. The following sub-question helps to explore
these options:

Which level of fidelity for the aerodynamic analysis tool is obtainable within an optimization tool?



Methodology

Multidisciplinary design optimization is used to find optimal empennage designs for different aircraft con-
figurations to answer the research questions posed in section 2.2. MDO applies optimization algorithms
to solve design problems that involve multiple disciplines simultaneously. By optimizing all disciplines
simultaneously rather than sequentially, trade-offs can be made between different disciplines, often
resulting in superior design. This chapter aims to provide a deeper insight into the theory behind some
building blocks that together form a method to solve the research questions through MDO. First, the
objective of the optimization algorithm is discussed in section 3.1. Next, the different disciplines that are
considered in this study are presented in section 3.2. MDO requires some kind of architecture to let all
disciplines communicate with each other. The MDO architecture for this study is set forth in section 3.3.
Finally, the optimization algorithm that navigates through this architecture is described in section 3.4.

3.1. Objective

For the optimization algorithm to find an optimum, an objective function must be given that it can min-
imize. The results of the optimization process can differ greatly depending on the selection of the
objective function. Two of the most frequently applied objectives when it comes to aerodynamic shape
optimization are the maximum takeoff weight and the fuel mass. For this study, it has been decided
to use a normalized version of the fuel mass. The reason for choosing the fuel mass as the objective
is twofold. First, it is important to keep in mind the goal of the APPU project. This is to reduce the
emissions of an aircraft that is equipped with the APPU system compared to the baseline aircraft. One
of the most effective ways to reduce emissions is by reducing the amount of fuel that is being burned.
Secondly, the fuel mass can be estimated from some basic variables that can be obtained from a rela-
tively low number of different disciplines, keeping the complexity of the MDO problem to a minimum.

The fuel mass required for an aircraft is dependent on the aircraft's mass and aerodynamic efficiency.
If an aircraft has high aerodynamic efficiency, there is less drag that needs to be overcome by the
engines, and thus less fuel needs to be burned. Similarly, if an aircraft weighs less, less lift needs to be
generated by the wing, and thus less drag is generated as well. This leads to a total of three disciplines
to be able to evaluate the objective function: weight to calculate the empennage structural weight, aero-
dynamics to obtain the aerodynamic efficiency, and performance to calculate the fuel weight based on
the aerodynamic efficiency and the aircraft's weight. More details on these disciplines are provided in
section 3.2.

The fuel mass is normalized by dividing it by the fuel mass required for the initial configuration at the
beginning of the optimization process. This can be seen in Equation 3.1. Here, W, is the normalized
fuel weight, W;,.; is the fuel weight for the current design at the objective evaluation, and W7, is the

initial fuel weight. The reason for this is that the optimization convergence criterion can be applied more
easily to relative values rather than absolute values.



3.2. Disciplines 8

(3.1)

3.2. Disciplines

Multiple disciplines can be identified that play a role during the optimization of an empennage. Four
different disciplines are identified for this study: weight, aerodynamics, stability and control, and per-
formance. The weight discipline estimates the structural weight of the empennage. The aerodynamic
discipline returns the aerodynamic performance indicators of the aircraft configuration. The stability
and control discipline is tasked with calculating stability and control derivatives required for the con-
straints such that the empennage meets its purpose. Finally, the performance discipline converts the
structural weight estimate together with the aerodynamic performance indicators into the fuel load re-
quired to cover the design range. This section aims to provide a deeper insight into the methods that
are selected for each of these disciplines.

3.2.1. Weight

A reliable method to estimate the weight of the empennage is of great importance for the optimization
of the empennage. Without it, the optimizer tends to move to very slender and thin lifting surfaces.
These have great aerodynamic properties but would end up being too heavy in reality. The weight of
the aircraft's empennage is estimated by an empirical method described by Raymer [2].

Raymer [2] separates the empennage weight into a weight estimate for the horizontal tail and a weight
estimate for the vertical tail. The estimates for the horizontal and vertical tails can be seen in Equa-
tion 3.2 and 3.3 respectively. Note that these equations use British units and that the results are in
pounds. The Raymer method is dependent on a relatively large number of variables that are controlled
by the optimizer, making it sensitive to changes in the design vector. In addition, it is able to deal with
the HTP at any height, ranging from conventional tails to T-tails.

Wit = 0.0379K e (1 + Fy /bgrp) "2 WE:539n0;10
X S5Te Lip )T (cos Acpamrp) G2

X AR%%?E) (1 + SQ/SHTP)O'l

Wyrp = 0.0026 (1 + Hyrp)* 22 We550n0330 L1525,

-1.0 —-0.5
x Syap KIS (cos Aejavrp) ARV (t/€)ou

(3.3)

The meaning of every symbol used in Equation 3.2 and 3.3 is listed below:

* ARyrp: Horizontal tail aspect ratio

* ARy rp: Vertical tail aspect ratio

* byrp: Horizontal tail span

+ F,,: Fuselage width at horizontal tail intersection

* Hyrp: Relative height of the HTP w.r.t. the VTP: 0.0 for a conventional tail, 1.0 for a T-tail
* K,ni: Constant equal to 1.143 for an all-moving tail, equal to 1.0 otherwise
+ K, Aircraft pitching radius of gyration

» K,: Aircraft yawing radius of gyration

* Lyrp: Distance between wing quarter-MAC and tail quarter-MAC

* n.. Ultimate load factor, or 1.5 times the limit load factor

* S.: Elevator surface area

* Syrp: Horizontal tail surface area

* Syrp: Vertical tail surface area

* (t/¢), o0 Thickness to chord ratio at the root
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Figure 3.1: Overview of different aerodynamic models [13].

* Wag: Flight design gross weight

* Wyrp: Horizontal tail weight

* Wy rp: Vertical tail weight

* A./4,mrp: Horizontal tail sweep at quarter-MAC
* A.savrp: vertical tail sweep at quarter-MAC

3.2.2. Aerodynamics

It is the aerodynamics discipline’s task to analyze the aerodynamic performance of the aircraft. An
aerodynamic solver is selected to calculate the aerodynamic performance indicators throughout the
optimization process, i.e., lift, drag, and moment coefficients. There exists a wide variety of aerody-
namic models and solution methods. However, there are differences in complexity and fidelity levels
between them. Understanding the inner workings, underlying presumptions, and techniques of models
and solution methods is crucial, particularly when using them to inform decisions, since this will make it
possible to evaluate the output at the appropriate value. One of the goals of this study is to investigate
which fidelity level for the aerodynamic solver can be attained for optimization studies such as this.
Therefore, multiple solvers need to be tested at different fidelity levels.

Flow Models

Three fundamental principles generally determine flows: conservation of mass, momentum, and en-
ergy. However, there are differences in how these conservation principles are converted into three
different equations: an energy equation, a momentum equation, and a continuity equation [13]. Fig-
ure 3.1 gives a hierarchical overview of different aerodynamic models. Descending along the vertical
axis, there are more assumptions in the flow models. This results in lower computational costs and
simplifies the flow model. Along the horizontal axis, the degree to which the model is determined by
empirical models increases, resulting in a reduced computational cost as well.

The Navier-Stokes equations are classified as level L3 and are considered the highest fidelity flow
models available. One step below the Navier-Stokes equations are the viscous thin-layer Navier-Stokes
(TLNS) and boundary layer (BL) equations. Here some additional assumptions are made in order to
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Figure 3.2: Elementary solutions [17]

be able to perform viscous simulations at a relatively low cost. Peerlings [13] positioned these models
between L2 and L3 since they are of a higher fidelity level than other L2 models, but not as detailed
as the Navier-Stokes equations. L2 comprises the Euler equations which ignore viscous effects. One
more level down in L1, one finds the full potential flow equations first, which assume irrotational flow.
There are two additional models in L1. The linearized potential, or the Prandtl-Glauert equation, is
a simplification of the full potential equations. The Laplace equations assume incompressible flow.
Finally, empirical methods are gathered at the LO level.

Solution Methods

Different solution methods can be used to solve the flow models presented in Figure 3.1. These solu-
tion methods can be divided into two main categories: linear and non-linear methods. Both categories
are presented in this section.

Non-linear solution methods are used to solve the non-linear flow models in the diagram in Figure 3.1.
Non-linear models are the models with high fidelity levels. This includes everything from the direct
numerical simulation of the Navier-Stokes equations to the full potential equations. In general, they all
work similarly. The flow domain is split up into a finite number of elements. The conservation of mo-
mentum, mass, and energy is then applied to all elements [14]. The most popular non-linear solution
methods include finite difference methods [15], finite element methods, and finite volume methods [16].
The disadvantage of non-linear solution methods is that they are used to solve non-linear flow models,
which are computationally relatively expensive. For this reason, non-linear methods are ruled out for
this optimization study, where many simulations need to be run.

When using linear flow models, complex flows can be solved by superimposing multiple known stan-
dard solutions to simple flows. Anderson [17] describes a couple of these elementary solutions. They
can be seen in Figure 3.2. Uniform flow is a flow that is coming from one direction and travels at the
freestream velocity. A source flow is flow coming out of a point that travels outward radially. A doublet
is two sources at the same point of equal, but opposite strength. Finally, a vortex flow is a flow with
concentric streamlines [17].

Out of these elementary flow solutions, only vortex flow is capable of generating lift. This is due to the
fact that circulation around a vortex flow’s streamline is finite and by the Kutta-Joukowski theorem’s
relationship between circulation and lift, which is given in Equation 3.4.

L = poo Vool (3.4)
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Figure 3.3: Super positioning of multiple horseshoe vortices [18].

Lifting line theory replaces lifting surfaces with a vortex filament that runs through the aerodynamic cen-
ter of the wing sections. As mentioned before, vortex filaments have to continue to infinity. To match
this requirement, two vortices are located at the wing tips that continue for infinity downstream. This
way, the vortex filament can be bound between the span of the lifting surface and still be infinite. This
is called a horseshoe vortex [13].

However, one horseshoe vortex is not able to accurately model the lift distribution of a lifting surface.
To describe the lift distribution more accurately, multiple horseshoe vortices are superimposed. This
is visualized in Figure 3.3. The vortex strength distribution can be made continuous by superimposing
an infinite number of horseshoe vortices. The vortices that are shed downstream create a vortex sheet
that can be used to calculate the lift and induced drag [17].

The lifting line theory is capable of providing acceptable results for straight wings with an aspect ratio
greater than 4 [17]. Unfortunately, its predictions are less accurate for other wing geometries, which
significantly limits its applicability. These limitations can be omitted by positioning multiple lifting lines
next to each other in chordwise direction. All these lifting lines combined form a lifting surface where
its strength is dependent on both the spanwise and chordwise location. It is also known as the lifting
surface theory [13].

At every point on the wing, normal velocity is induced by all the horseshoe vortices that form the lifting
surface and wake vortex sheet. The resultant velocity field should be tangent to the wing. There are
two main disadvantages to the lifting line and the lifting surface theory. First of all, they assume thin
airfoils. Secondly, they assume linear lift slopes. The last assumption only holds for small angles of
attack. These limitations limit their applicability for an empennage optimization study where high an-
gles of attack can occur and ideally the thickness of the wing elements and fuselage is also considered
when analyzing the aerodynamic performance.

The vortex lattice method works in a similar way as the lifting line theory. The difference, however,
is that VLM divides the lifting surface into quadrilateral panels. A horseshoe vortex is placed on the
quarter chord line of every panel. This can be seen in Figure 3.4. The strength of every horseshoe
vortex is calculated based on the boundary condition that the flow should be tangent at 3/4 chord. The
lift and induced drag can be determined from the strength of these vortices. VLM is a simpler method
than LST due to the lack of overlapping horseshoe vortices. Again, the disadvantage is still that it as-
sumes thin airfoils since it still relies on the same principles [15]. As a result, its applicability for this
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Figure 3.5: Panel method applied to a McDonnell Douglas DC-10 [20].

study is limited due to the same reasons as for lifting line and surface theory.

Similar to VLM, the panel method divides the geometry into panels and a singularity is added at each
panel. The type of singularity depends, for instance, on whether it is a lifting or non-lifting surface. The
strength of every singularity is again solved with a set of equations based on boundary conditions [19].
The panel method is visualized in Figure 3.5 where it is applied to a McDonnell Douglas DC-10. The
main advantage that the panel method has over the other linear methods that have been discussed
here is that it is able to handle three-dimensional geometries [20]. This makes it capable of dealing
with thicker airfoils, fuselages, and nacelles. The panel method is selected as the aerodynamic solution
method for this study due to its quickness advantage over non-linear solution methods and its ability to
deal with three-dimensional geometries.

FlightStream

Flightstream is an enhanced panel method solver developed by Research in Flight. It is able to capture
boundary layer aerodynamics, flow separation, and post-stall aerodynamics. It does this by applying a
physics-based fully viscous-coupled non-linear flow model. Capturing non-linear aerodynamics, onset
of stall, prediction of C;, . and post-stall loads are all included in the viscous coupled capabilities [21].
In addition to having a faster calculation time than more complex computational fluid dynamics (CFD)
solvers, FlightStream has the advantage of being able to model with greater fidelity than conventional
vortex lattice tools for conceptual design. FlightStream can support both detailed models, such as PTC
Creo computer-aided design (CAD) models, and simplified models, such as Open VSP models [22].
FlightStream is also compatible with ParaPy, which is used to generate the geometries throughout the
optimization process. More information on FlightStream and its implementation in this study is provided
in subsection 4.4.1.

AVL

Athena Vortex Lattice, or AVL in short, is a flow solver whose main applications are quick aerodynamic
analysis and aircraft configuration evaluation, developed by Harold Youngren and Mark Drella. As the
name suggests, AVL applies a vortex lattice method. This makes it mainly applicable to thin lifting
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Figure 3.6: Forces acting on an aircraft with one engine inoperative [26]

surfaces at modest angles of attack and sideslip. In addition to thin lifting surfaces, AVL has the ability
to analyze slender bodies such as fuselages. It is standard practice, however, to neglect the fuselage
and connect the two sides of the wing when a fuselage is expected to have little influence on the
aerodynamic loads. AVL applies Trefftz-plane analysis for drag and efficiency calculations [23]. Just
like FlightStream, AVL is integrated with ParaPy. The main limitation of AVL for this study is its Prandtl-
Glauert compressibility model, suitable for the subsonic domain. Transonic conditions are possibly
occurring at the design Mach number of 0.78. More information on AVL and its implementation in this
study is provided in subsection 4.4.2.

3.2.3. Stability & Control

An aircraft's empennage has three main functions that it needs to fulfill. It needs to provide longitudinal
and directional trim, stability, and control. This subsection will discuss which requirements need to be
fulfilled for each of the functions of the empennage. First, the requirements for ensuring that the aircraft
can be trimmed are presented. Next, the stability requirements are discussed. Then, the requirements
for the controllability of the aircraft are shown. The subsection is concluded with the selection of a
solver to calculate the required stability and control derivatives.

Trim

One of the necessities for a safe flight is trim. When an aircraft is in trim, it either continues to go in the
intended direction or follows a desired trajectory. In simpler terms, the airplane is considered to be in
trim when the sums of all forces and moments are equal to zero [24]. To obtain longitudinal trim, there
is one requirement. The pitching moment coefficient should be zero at the angle of attack where the
lift equals the weight of the aircraft, or ¢y = 0 atcy,,.,,.. [25]. cL must be such that the lift at the
design point is equal to the design weight. Equation 3.5 and 3.6 should be valid at the design point for
longitudinal stability.

cruise

Ldes = Wdes (35)

My =0 (3.6)

An aircraft is considered to be in directional trim when the net yawing moment around the vertical axis
is zero. The design point for directional trim is the one engine inoperative situation. The forces acting
on the aircraft in this situation are shown in Figure 3.6. In order to obtain directional trim, the moments
around the center of gravity created by these forces need to add up to zero. There are two forces
that create a moment around the center of gravity visible in Figure 3.6. First, there is the thrust force
from one engine, T.,gine. The moment it creates around the aircraft’s center of gravity is shown in
Equation 3.7 where y.,.4:x is the distance from the center of gravity to the engine centerline.

Nengine = lengineYengine (37)
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Figure 3.7: Coordinate system of an aircraft with rotational motions [27].

The second force visible in Figure 3.6 is the lift force generated by the vertical tailplane. It also creates
a moment around the aircraft’s center of gravity shown in Equation 3.8 where Ly rp is the distance
from the center of gravity to the aerodynamic center of the vertical tailplane.

Nyrp = —qcrLy.pSvrpLyrp (3.8)

These two moments need to add up to zero in order to obtain directional trim with one engine inoperative.
In order to find the minimum surface area for the vertical tailplane, the maximum lift coefficient of the
VTP and the minimum dynamic pressure should be considered. This can be solved for the VTP surface
area resulting in Equation 3.9.

Tengineyengine
(3.9)
QminchTP,mam LVTP

SVT Py =

Equation 3.9 can be extended in order to take into account the drag created by the inoperative engine.
This results in Equation 3.10 [4].

S Tengineyengine + QmincDe,,Lgme Aengineyengine (3 10)
VT Ppin — .
' UminCLy1pmas LVTP

Stability

Stability can be divided into three categories: longitudinal, lateral, and directional stability. Each of
these poses its own requirements on the empennage. A coordinate system of an aircraft as well as its
rotational motions is shown in Figure 3.7. Longitudinal stability refers to the stability of rotational motion
around the y-axis and linear motions in the xz-plane. Lateral stability refers to the stability of rotational
motion around the x-axis and linear motion in the yz-plane. Finally, directional stability refers to the
stability of rotational motion around the z-axis and linear motion in the xy-plane [24]. In contrast to the
trim requirements before, stability bounds are non-zero inequality bounds. The stability parameters
should be within a certain stability margin. When a stability parameter is zero, the aircraft is considered
neutrally stable for that parameter.

Static stability concerns the initial reaction to an instantaneous perturbation of a motion variable when
flying in a steady flight condition. The aircraft should develop forces and moments that counteract the
perturbation without pilot assistance in order to be considered statically stable [24].

In order for an aircraft to be considered longitudinally statically stable, it needs to meet two conditions.
First of all, the pitching moment needs to decrease with an increase in angle of attack. This guarantees
that when there is a sudden increase in angle of attack, the aircraft will pitch nose down, decreasing
the angle of attack again. This translates to the requirement for the pitching moment curve to have a
negative slope, or cpr, < 0[24].

According to Torenbeek [28], there is an additional requirement to obtain longitudinal static stability.
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The static margin should be within a specific range: 0.05 < S.M. < 0.1. Lower values for the static
margin could result in an aircraft that is unstable, while higher values correspond to aircraft that might
be too stable. When an aircraft is too stable, it is at risk of not being maneuverable enough. The
static margin can be calculated from Equation 3.11. Here, x p is the x-coordinate of the neutral point,
zca,art the x-coordinate of the center of gravity most aft, and MAC the mean aerodynamic chord.

__ TNP — XCG,aft
SM. = o Eeelt (3.11)

When it comes to lateral static stability, there is only one condition. When the aircraft is in a freestream
flow where the sideslip angle is nonzero, the aircraft should roll into the freestream direction. In other
words, when there is a sudden increase in sideslip angle, the roll angle should decrease. This can be
translated into a requirement on the rolling moment curve as a function of the sideslip angle: cr, < 0.
There is a similar requirement for directional stability. When the aircraft flies at a non-zero sideslip
angle, the aircraft should yaw into the direction of the sideslip. This means that the slope of the yawing
moment curve as a function of the sideslip angle should be positive, or cy, > 0[24].

Dynamic stability concerns the reaction of an aircraft after a disturbance in the trim conditions to go
back to the steady trim conditions without any inputs from the pilot. Dynamic stability does take the
history of the motion into account and focuses more on the rate at which the motion dampens out. Air-
craft generally need to have dynamic stability, although some minor deficiencies can be allowed under
certain circumstances [24].

Longitudinal dynamic stability requires certain values for c);, as well as sufficient damping for both
the short-period and phugoid modes. The most important requirement for longitudinal dynamic stabil-
ity is based on the value for cy7,. cuy, is the rate of change of the pitching moment coefficient as a
function of the pitch rate. Note that ¢ is not the same as &. The pitch angle 6 is the sum of the flight
path angle v and the angle of attack «. As a result, the pitch angle can vary at different rates as the
angle of attack. To obtain longitudinal dynamic stability, its value should typically be between -30 and
-5 —30 < cm, < —5 [24].

The remaining requirements for longitudinal dynamic stability are with respect to the short period natu-
ral frequency and damping ratio, and the phugoid damping ratio [4]. The natural frequency of the short
period should be between 0.28 and 3.6: 0.28 < w, s, < 3.6. The damping ratio of the short period
should also be within a certain range: 0.3 < (,, < 2. The natural frequency and damping ratio can be
estimated with Equation 3.12 and Equation 3.13 respectively. M, indicates the rate of change of the
dimensional pitching moment as a function of the pitch rate. 1M, is the rate of change of the dimensional
pitching moment derivative with respect to the vertical velocity component . Uy is the freestream veloc-
ity component in longitudinal direction and I, is the moment of inertia along the y-axis of the aircraft
[29].

Wn,sp = 7U0Mw (312)
7 Iyy
M, [ -1

For the phugoid, there are two different levels that can be applied. Complying with level 1 is satisfactory,
but level 2 is also acceptable. To comply with level 1, the damping ratio of the phugoid should be at least
0.04, or ¢, > 0.04. To reach level 2, the damping ratio should be positive, or ¢, > 0. The damping ratio
of the phugoid can be estimated by Equation 3.14 [30]. The phugoid damping ratio cannot be negative
according to Equation 3.14 since L/ D is positive by definition. However, it is important to remember that
Equation 3.14 is just an approximation and that the phugoid can be unstable in reality. Furthermore, it
may seem as if the empennage has no influence on the phugoid damping ratio. However, it is important
to note that the empennage efficiency has an influence on the overall lift-to-drag ratio.

1

Cp = \/§L/D

(3.14)
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There exist three more requirements to achieve lateral-directional stability [4]. First, the rate of change
of the yawing moment coefficient as a function of the yaw rate should be negative: cy, < 0. This
is similar to the first requirement for longitudinal dynamic stability [31]. Next, the Dutch roll damping
ratio needs to be at least 0.08, or (4. > 0.08. The Dutch roll damping ratio can be calculated using

Equation 3.15 [30].
Gir = =321/ 25pV ¥/ Len, (3.15)

The final requirement for lateral-directional dynamic stability is the roll mode time constant, which should
be less than 1.4: 7,.,;; < 1.4. The roll mode time constant can be found from Equation 3.16 [30]. Note
that here, L in ¢z, does not denote the lift force, but the rolling moment.

—41,,
SpVb2 CL,,

Galloway [5] applied optimization for control, stability, and performance on conceptual aircraft design.
Galloway developed a design optimization capability that optimized the entire aircraft initial design in-
stead of focusing solely on the empennage. The module was developed in such a way that it is possible
to easily change the selection of design variables, constraints, and objective function. Galloway per-
formed test case studies with different objective functions. However, not all the tests are free to explore
the full design space. As a result, there is no optimization of the empennage in some tests.

(3.16)

Troll =

In his second test case, a general aviation aircraft is sized for mission and performance. Constraints
are imposed on the static stability and controllability of the aircraft. The objective of the test is to min-
imize the gross take-off weight, as well as the surface area of the elevator, rudder, and aileron. The
design space of the empennage includes the span of both the horizontal and vertical tails and the hinge
line location of the elevator and the rudder. Considering only static stability and control constraints, the
optimum gross take-off weight is found to be 2715/b. All the requirements are met. In addition, it is
found that increasing the control surface deflection limits reduces the required control surface area.
The same test is repeated, but with the addition of dynamic stability and control constraints. Behavior
constraints are implemented on the short period, phugoid, Dutch roll, and roll modes of motion to be
exact. The design variables and objectives remain the same. However, the additional constraints did
not influence the gross take-off weight, since the same value of 2715/b is found [5]. These findings indi-
cate that it can be assumed that dynamic stability constraints do not influence the empennage design
a lot. Therefore, it has been decided to take only static stability requirements into account.

Control

The third function of the empennage is to offer longitudinal and directional control to the aircraft. One
way to measure longitudinal control is the elevator effectiveness. The elevator effectiveness measures
the rate of change in the pitching moment as a function of the elevator deflection angle (cys;_). Typical
values for the elevator effectiveness range between —0.2 and —4/rad. The elevator effectiveness can
either be measured directly or calculated with Equation 3.17. Here, ¢, is the horizontal tail lift curve
slope, 7, denotes the horizontal tail dynamic pressure ratio (¢x /9~ ), crrp is the horizontal tail volume
coefficient, and b, and by p are the span of the elevator and horizontal tail respectively. 7. is the angle
of attack effectiveness of the elevator; it is mainly a function of the elevator-to-tail chord ratio [24].

86]\4 - ¢ c be
8(56 - Lo, Tlh - CHTP

Nicolosi et al. [32] researched the directional control effectiveness of aircraft. They found that most
aircraft have a rudder effectiveness of approximately 0.004 per degree or 0.23 per radian, or cy,, =~
0.23/rad. The rudder effectiveness can be measured directly in a similar way to the elevator effective-

ness: cy,, = 2

C[M(se = Te (317)

barp

Solver

Itis the job of the stability and control discipline to return the stability and control derivatives required for
the constraints. The computation of these derivatives requires an aerodynamic solver because empiri-
cal methods are deemed not accurate enough for this study. The aerodynamic solver does not need to
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be the same as the solver for the aerodynamics discipline. However, using the same solver can have
advantages when implementing the disciplines. The stability and control discipline uses the AVL solver
just like the low-fidelity version of the aerodynamics discipline.

In addition to the AVL capabilities mentioned in subsection 3.2.2, AVL has some additional capabili-
ties that make it suitable for stability and control analysis. The stability derivatives are direct outputs
of AVL, making simulations at different angles of attack and sideslip obsolete. In addition, AVL can
simulate control surfaces such as an elevator and rudder, including partial-span and multiple control
configurations, while accounting for deflection gains. When such control surfaces are added, the con-
trol derivatives are a direct output of the AVL simulations as well. Finally, AVL possesses the ability to
analyze dynamic stability when mass properties are provided, making it possible to extend the model
in the future. The implementation of the stability and control discipline is presented in section 4.5.

3.2.4. Performance

The goal of the performance discipline is to estimate the fuel load required to cover the mission de-
sign range. However, in the case of the APPU propulsion configuration, the aircraft has two separate
propulsion systems. Two conventional main engines and a hydrogen-powered propulsor at the back.
Traditional methods require adaptations to take into account the thrust delivered by the APPU system.

The Breguet range equation is a simple method to quickly calculate the range of an aircraft based
on some basic parameters and fuel load. However, it can also be used to calculate the fuel load re-
quired for an aircraft to cover a certain range. The derivation, as given by Kundu [33], is stated below.

The derivation of the Breguet range equation starts from Equation 3.18. It states that the weight of
the fuel burned (dWW) in an infinitesimal time (dt) is equal to the specific fuel consumption (sfc) times
the thrust (7).

dw

gzstXT (318)
Or:
daw
dt = sfexT (3.19)

Both the numerator and the denominator can be multiplied by the weight in Equation 3.19. If the aircraft
is in equilibrium, as is the case during cruise, W = Ly and T' = Dg.s. This results in Equation 3.20.

1 (W (AW 1 [ Lges dw
=2 (1) () - (522) () 620
The elemental range can be found from Equation 3.21.
B V[ Lges dwW
o v = V(L) () o2

The total range covered during cruise can be found by integrating Equation 3.21 between the final
weight after cruise (W;) and the initial weight before cruise (W;). In other words, W; is the weight of
the aircraft with fuel on board and W, without. Changes in L/D and sfc during the cruise phase are
often minor. Typically, mid-cruise conditions can be taken such that they can be treated as constants.
This results in Equation 3.22.

_ (" V [Laes\ (AW V[ L w;
R/dS/Wf Sifc <Dd68> <W> 7sifc (Dd63)1n<wf) (5:22)

The definition of the lift coefficient can be rewritten so that the velocity V can be expressed as a function
of other parameters:

T (3.23)

PSwingCL ..
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This can be substituted into Equation 3.22:

/ Ldes dW / CLges > ( dw ) (3.24)
Wy psunngCLde Dd(’s unng Wy SfC CDyges Vv w .

Solving Equation 3.24 results in the final form of the Breguet range equation. It can be seen in Equa-
tion 3.25. Note that once again, /D and sfc can be assumed to be constant during the cruise phase
if midcruise values are taken.

2 1 Wi 2 VWi — /W
R — ches dW — 2 CLdes f (325)
pSwing SfC X CDges Wy V w pswing SfC X CDyes

3.3. MDO Architecture

One of the most widely applied architectures to MDO problems is the multidisciplinary feasible archi-
tecture. The architecture that has been created for this study is an example of it. Before presenting
the actual architecture of this study, some theoretical background on multidisciplinary feasible archi-
tectures is provided. subsection 3.3.1 is based on the work of Lambe and Martins [34] unless stated
otherwise.

3.3.1. Multidisciplinary Feasible

The MultiDisciplinary Feasible (MDF) architecture [35] performs a Gauss-Seidel MultiDisciplinary Anal-
ysis (MDA) to guarantee consistency between coupled disciplines. An example Design Structure Matrix
(DSM) of the MDF architecture is given in Figure 3.8. Here, z is the design vector consisting of design
variables z;, and y; is the outcome of analysis i. The numbers in the nodes indicate the order in which
the different operations in the boxes are performed.

MDA is a method for solving multiple disciplines in an iterative way in which the most up-to-date cou-
pling variable information is used as an input for the different disciplines. The MDA loop is visualized in
Figure 3.8 where it iterates between Steps 2 and 5. When a required input for a discipline has not yet
been calculated within the MDA loop, a target value for that input is used (y!). The MDA loop continues
to iterate until the target values are equal to the output values, or y! = y;. The outcome of the discipline
can be used as the target value for the next iteration of the MDA loop. Once the MDA loop has con-
verged, the objective and constraints are evaluated. The optimizer will then determine the next values
for the design variables, and the whole process will be repeated. It is also possible to apply other MDA
strategies, such as the Newton MDA strategy, instead of using the Gauss-Seidel MDA strategy.

MDF is essentially the same as single-discipline optimization, where the MDA loop replaces the single
discipline. The advantage of MDF is that there is no need for consistency constraints, which reduces
the size of the problem. Consistency constraints are used by other architectures that do not make
use of an MDA loop, such as Individual Discipline Feasible (IDF), to guarantee consistency between
different disciplines. In essence, this means that target values are added to the design vector and used
as input to the disciplines. This in turn increases the design space and thus the problem size. Equality
constraints are added to the problem that state that the target values should be equal to the output
of the discipline they are supposed to originate from. These constraints are known as consistency
constraints. The trade-off that is made when applying an MDF architecture is a smaller problem size
at the cost of having to set up and run an MDA loop. Additionally, MDF tends to be more robust since
there are fewer constraints that need to converge.

3.3.2. Project Architecture

An MDF architecture is designed for this study. An MDF architecture has been selected over an IDF
architecture or hybrid between the two primarily for its robustness. Two separate, but similar, archi-
tectures have been made. This is because there is an aerodynamic discipline that uses FlightStream
and another one that uses AVL, which combines the stability & control discipline. The architecture with
the FlightStream-based aerodynamic discipline is visible in Figure 3.9, while the architecture with the
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Figure 3.8: Multidisciplinary feasible architecture [34].

AVL-based aerodynamic discipline is portrayed in Figure 3.10. An MDA loop is set up in both architec-
tures where, initially, a target value for the fuel weight is provided to the weight and stability & control
disciplines in the FlightStream architecture. For the AVL architecture, the target value is provided to the
weight and aerodynamics disciplines. After completing an iteration of the MDA loop, the target value
for the fuel weight is replaced with the latest output of the performance discipline.

Five main elements of the architecture are visible on the diagonal from top left to bottom right in the
DSM: the optimizer in yellow, the MDA loop in dark gray, the disciplines in blue, the objective in purple,
and the constraints in red. The light gray blocks contain the design variables passed on to different
elements of the architecture, and the green blocks represent the output of the different disciplines, the
objective, and the constraints.

The inputs required for all the different main elements of the architecture can be found on the same
vertical line as the main element itself. The outputs of each of the main elements, on the other hand,
are located on the same horizontal line as the main elements’ blocks. The gray lines between all the
blocks represent how all the variables and outputs are communicated between all the elements on the
main diagonal. The lack of inputs under the elements on the main diagonal in Figure 3.9 and 3.10 indi-
cates that there are no feedback interactions present in the architecture. This means that there are no
fully coupled disciplines present in the architecture. However, there is still directional coupling present
in the form of feedforward indicated by the disciplinary outputs that serve as inputs for other disciplines.
These outputs are all located above the diagonal, indicating that the coupling is feedforward.

The black arrows indicate the flow of the process. It starts at the initial values of the design variables.
These are indicated by 0 in superscript. They are the inputs of the optimizer. From the optimizer, the
arrows head to the MDA loop. Within the MDA, all the disciplines are analyzed sequentially. This is
repeated until convergence of the fuel weight has been reached. Next in line are the objective and
constraint evaluations. They provide their outcomes to the optimizer, which uses them to decide which
step to take next or whether the optimization has converged. Once the optimization has converged,
the optimizer returns the final value for the design variables, which are left from the optimizer block in
the DSM. The final values of the disciplines are also visible on the left-hand side of the DSM. All final
values are denoted by an * in superscript. The order of the process is also denoted by the numbers
in the blocks on the main diagonal. Processes with the same number can be performed in parallel in
theory because they are uncoupled. Note that for the architecture with the FlightStream aerodynamic
discipline, two sets of two disciplines can be performed in parallel since they are fully uncoupled. How-
ever, this is not done in practice for this study.

Note that the architecture with the FlightStream aerodynamic discipline has an additional design vari-
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able compared to the architecture with the AVL aerodynamic discipline: «, which is the angle of attack.
The aerodynamic discipline uses FlightStream to calculate the lift, drag, and moment coefficients at the
design point. However, FlightStream does not have the option to calculate the required angle of attack
based on a target lift coefficient. FlightStream instead calculates the lift, drag, and moment coefficient
based on the angle of attack it receives from the optimizer. Constraint C; guarantees that the lift pro-
duced is equal to the aircraft weight at the design point. Note that it is absent in the other architecture
since AVL allows users to set a target lift coefficient. More information on the design variables and
constraints is provided in section 4.1 and 4.8, respectively.

3.4. Optimization Algorithm

The optimization algorithm chosen for this study is the Sequential Least Square Quadratic Programming
(SLSQP) algorithm. The SLSQP algorithm has been described by Kraft [36]. It is one of the most
popular algorithms to solve non-linear constrained optimization problems. SLSQP is a gradient-based
algorithm that gradually searches for an optimal solution by decomposing the non-linear optimization
problem into multiple Quadratic Programming (QP) subproblems. The problems to which SLSQP can
be applied can be formulated as follows [36]:

min  f(z)
subjectto: h; (z) =0 for i=1,...,m, (3.26)
gj(x) >0 for j=1,...,q,
T <x < xy

The SLSQP algorithm can be broken down into seven steps. Each of these steps is explained below.
These steps are also visualized in a flowchart in Figure 3.11.

Step 1: An initial solution xy needs to be provided to the algorithm from where it starts looking for
an optimum. In addition to this starting point, a set of termination criteria needs to be given. These
termination criteria include the maximum number of iterations k,,,,., the tolerance threshold for the
change in the objective value ¢, and a minimum gradient norm 7 [37].

Step 2: The value of the objective function f(x;) and its gradient with respect to the design variables
V f(zx) are calculated at each iteration throughout the optimization process for the current solution
denoted by z;. At the same time, the equality constraint functions h; (x;) and inequality constraint
functions g, (z1) are evaluated at each iteration, as well as their gradients Vi, (zx) and Vg, (z), re-
spectively [37].

Step 3: A quadratic programming subproblem is set up in order to find the search direction of the
next step towards the optimal solution. The objective and constraints for this QP subproblem can be
seen in Equation 3.27, where p; is the direction vector, and H, is the Hessian matrix of the objective
function. A quadratic approximation of the problem’s Lagrange function is used to compose the sub-
problem [36]. This method for the search direction was first proposed by Wilson in 1963 [38]. Kraft [36]
describes three methods to solve these QP subproblems: a primal method, a primal/dual method, and
a dual quadratic programming method.

1
i Vv )T —plH
in, fxe) Tk + 5P kD

(3.27)

subjectto:  Vh;(zk)Tpr + hi (z) =0 for i=1,...,m,

Vgi(xk)Tpe + g5 (xx) >0 for j=1,....q,
Step 4: Now that the direction of the next step has been determined, the distance that the optimizer
moves in this direction must be determined. The step length «, is found by performing a line search [36].

A trade-off is made in the selection of «;, between a significant reduction in the objective function f and
the computational cost of the step length. Ideally, a global minimum is found for the univariate function
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shown in Equation 3.28. However, searching for the global minimum or even a local minimum might be
too expensive, as it typically requires too many objective function and gradient evaluations. Inexact line
searches are more common. Conventional line search algorithms explore a series of potential values
for oy, until certain conditions are met. Two popular sets of conditions include the Wolfe conditions
and the Goldstein conditions. The line search is carried out in two steps. First, a bracketing phase
identifies an interval with suitable step lengths. Then, a good step length within this interval is found by
interpolation [39].

min  ¢(ax) = f (zx + axpr) (3.28)

apERT

Step 5: The current solution is updated to find the solution for the next iteration x_ ;. To find the next
solution, the step size is multiplied by the search direction vector and added to the current solution, as
shown in Equation 3.29 [37].

Th41 = Tk + QP (329)

Step 6: The new solution is checked for convergence. Typically, two convergence criteria are evaluated:
the change in objective function value and the gradient norm. The change in objective function value
and gradient norm are found from Equation 3.30 and 3.31, respectively. In addition, it is checked
whether the maximum number of iterations has been reached [37].

|f(@rg1) — flar)l< e (3.30)

IV f(kr+)ll <7 (3.31)

Step 7: If either the change in objective function value or the gradient norm drops below their respective
tolerances set in step one, the iterative process is finalized and the latest solution ;. ; is returned as
the optimal solution for the optimization problem [37]. The latest solution is also returned in case the
maximum number of iterations k..., has been reached. However, the solution cannot be considered
to be the optimal solution since neither the change in objective function value nor the gradient norm is
less than the tolerance.
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Figure 3.11: SLSQP optimization algorithm flowchart



Method Implementation

The methodology in general is explained in chapter 3. This chapter aims to provide a deeper insight into
the implementations of some parts of the method described in chapter 3. First, a parameterization is
introduced that fully constrains the empennage design based on a set of design variables in section 4.1.
The geometry generation based on these design variables is explained in section 4.2. The implemen-
tation of the weight, aerodynamics, stability and control, and performance disciplines is presented in
section 4.3 to 4.7. Next, the set of constraints that guarantees that the empennage performs its three
functions is given in section 4.8. Finally, the initial design of the optimization study can have a large
influence on the final design. The way in which the initial design for this study is obtained is explained in
section 4.9 together with the lower and upper bounds for the design vector. Some parameters are used
throughout the implementation and remain constant during the optimization process. This study was
initiated using preliminary project estimates for these parameters, which were kept fixed throughout for
consistency. Their values can be found in Appendix A.

4.1. Parameterization

A good parameterization method has four characteristics: it should be consistent, efficient, flexible, and
robust. Consistency means that all the disciplinary models are coherent representations of the same
model. Efficiency is about reducing the number of design variables as much as possible while still
offering freedom over the whole design space. Flexibility is the capacity to produce a wide variety of
models from the set of design parameters. The final characteristic is robustness. In order for a param-
eterization method to be robust, its design variables must produce only physically feasible and usable
system variants. This section presents how the empennage for the APPU aircraft is parameterized.

4.1.1. Planform

The HTP and VTP planforms must be parameterized for the optimizer to be able to vary the span, chord
lengths, sweep angles, and some other parameters. The parameterization of the planform is based
on Liu and Jiang [4], which used a set of design variables that satisfy these requirements. Their set of
design variables relating to the planform of the HTP and VTP is listed below:

» Surface area of HTP

» Aspect ratio of HTP

* Taper ratio of HTP

» Leading edge sweep of HTP
» Surface area of VTP

* Aspect ratio of VTP

* Taper ratio of VTP

» Leading edge sweep of VTP

This method is efficient because there are at least four variables required to fully constrain a trapezoid.
Both the HTP and VTP are constrained by four variables. By setting the right bounds, this method can

25
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Figure 4.1: Planform parameters.

be very flexible since a wide range of trapezoid shapes can be generated. Finally, this method is robust
when realistic bounds are set. For example, wings with a longer chord at the tip than at the root can
be avoided by keeping the aspect ratio below 1. Extremely slender wings can be avoided by putting a
realistic upper bound on the aspect ratio.

Figure 4.1 shows some chord lengths, spans, and angles that typically define the planform of a cruciform
empennage. Agrp and Ay p are the leading edge sweep angles of the horizontal and vertical tailplane,
respectively. These variables are directly controlled by the parameterization technique of Liu and Jiang
[4]. byrp and byrp are the spans of the horizontal and vertical tailplane, respectively. The spans of
the tailplanes are calculated from the planform parameterization with Equation 4.1. Here AR and S are
the aspect ratio and surface area of the relevant tailplane, respectively.

b=VAR S 4.1)

CHTP,root» CHT P,tip» CVTP,root, @aNd cy 1 p1ip are the chord lengths at the root and the tip of the horizontal
and vertical tailplane. These chord lengths are calculated based on the aforementioned design vari-
ables and spans with Equation 4.2 and Equation 4.3 for the root chords and tip chords, respectively. A
is the taper ratio of the relevant tailplane.

25
Croot = m (4-2)

Ctip = ACroot (43)

Two additional design variables are selected to determine the size of the control surfaces. These are
Celev @Nd ¢.q in Figure 4.1a and Figure 4.1b, respectively. c.., determines the fraction of the local
chord of the HTP that is included in the elevator. Similarly, ¢,..q is the fraction of the local chord of
the VTP that is included in the rudder. Note that c.;., and c,,q are fractions of the local chord and not
absolute distances. In other words, a value of 0 means there is no control surface, while a value of 1
corresponds with an all-moving tailplane. The location of the hinge line can be found by subtracting
Celev OF ¢ryq from 1. For instance, when ¢, is 0.3, the hinge line is at 70% of the HTP chord.

For a cruciform tail, two more variables are required to determine the location of the horizontal tailplane
with respect to the vertical tailplane. This is done with the HTP set-back, sgrp, and HTP height, Hyrp
as is illustrated in Figure 4.1. Hyrp is the relative height of the HTP root leading edge. It is relative to
the span of the VTP, meaning that O corresponds to a conventional tail and 1 to a T-tail. syrp is the
relative set-back of the HTP root leading edge from the VTP leading edge at the height of the HTP. It
is relative to the local chord of the VTP at the height of the HTP. When it is zero, the HTP root leading
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edge coincides with the VTP leading edge. A value of one would correspond to the HTP root leading
edge being mounted at the VTP trailing edge, which of course is unrealistic.

There are three more variables required to fully determine the shape of the empennage (except for
the airfoils). The twist distribution of the HTP is controlled by the root twist angle and the tip twist angle.
Between the HTP root and tip, there is a linear twist distribution. The third variable is the HTP dihedral
angle, which is set to be constant along the entire span of the HTP. In total, 15 design variables are
used to fully constrain the planform of the empennage.

4.1.2. Airfoils

There exist many techniques that can be used to parameterize airfoils. This subsection aims to discuss
some of the most popular techniques. It appears that some techniques are superior to others when it
comes to convergence rate, complexity of the airfoils that can be represented, etc. Parameterization
techniques must fulfill three objectives [40]:

» The number of degrees of freedom should be kept to a minimum.
» A wide range of airfoil shapes should be able to be represented.
» The parameters need to be easy to define and impose.

The efficiency and flexibility that were previously covered can be linked to the first two objectives, re-
spectively. The third requirement has not been discussed before. It is specifically applicable for airfoil
parameterization since it can easily get rather complex.

Class-Shape Transformation

The Class-Shape Transformation (CST) is used to parameterize the airfoils of the empennage. Kulfan
[41] describes a practical approach to geometry parameterization with CST. Its key benefit is the ability
to describe a wide range of geometric shapes using only a few variables. This makes it very suitable
for optimization. The two-dimensional form is the one that is applicable for airfoil parameterization. It is
given by Equation 4.4. Here ¢ and ¢ are the normalized coordinates: ¢ = Z and ¢ = . Cﬁ; (v) is the
class function and is determined by two variables: N; and Ns. It can be calculated from Equation 4.5.
S (v) is the shape function and Zr is the trailing edge thickness. It can be set equal to zero in order
to obtain a sharp trailing edge.

() =CN (W) - S () + 4+ Zrp (4.4)

ONL () = N (1 — )™ (4.5)

Transport aircraft have airfoils with a rounded leading edge and a sharp trailing edge. This general
shape can be obtained from the class function by setting Ny = 0.5 and N, = 1. Bernstein basis
polynomials are used for the shape function. The shape function is determined by Equation 4.6.

S (W)=Y B () A; (4.6)
=0

Here, B} is the Bernstein basis polynomial. They are multiplied by a weight A; that is known as the
CST coefficient. The values of A; are gathered in two vectors of length n+ 1. One for the upper surface
and one for the lower surface of the airfoil, A, and A, respectively. It is these weights that determine
the shape of the airfoil. The function for the Bernstein basis polynomials can be seen in Equation 4.7.

Here, (r;) is the binomial coefficient. It can be calculated from Equation 4.8.

7

() =7 @

5= () v @7



4.1. Parameterization 28

0.4 4
—— degree 1

degree 2
—— degree 3
—— degree 4 0.0005
0.2+ —— degree 5
—— degree 6

0.34

0.14 * Airfoil data 0.0004 -

0.0 <
% 0.0003 4

-0.1

t/c[-]

-0.2 1

—0.3

—041 - . . : . 0.0000 +— - - - - T
0.0 0.2 0.4 0.6 0.8 1.0 1 2 3 4 5 6
x/c [-] Bernstein polynomial degree [-]

(a) Fit of the CST-generated airfoil. (b) Error convergence with increasing shape function order.

Figure 4.2: Convergence study on the NACA0012 symmetric airfoil.

Shape Function Order

The number of design variables per airfoil depends on the order of the shape function. A shape func-
tion of the n'" degree requires n + 1 design variables for symmetric airfoils and 2n + 2 for asymmetric
airfoils. The goal is to keep the number of design variables to a minimum by keeping the order low
while offering enough flexibility for the airfoil shape. In pursuit of investigating the optimum order of the
shape function, a convergence study has been performed.

The optimum order of the shape function is found by using an optimization algorithm to minimize the
error between the generated airfoil and the coordinates of a known airfoil that is modeled by the gener-
ated airfoil. The error is measured as the average vertical distance between the generated airfoil and
the modeled airfoil at every x-coordinate of the modeled airfoil for both the upper and the lower surface.
The objective function for the convergence study is shown in Equation 4.9. Here ¢/c is the error that
is minimized. N,, and N, are the number of coordinates of the modeled airfoil's upper and lower
surface respectively. ¢; ., and ¢; ;, are the normalized z-coordinate at the i*" normalized x-coordinate
of the modeled airfoil’s upper and lower surface, respectively. (; up.sr and G 10, are the normalized
z-coordinate value at the i*"* normalized x-coordinate of the generated airfoil's upper and lower surface
respectively.

N, N,
E/C _ Zz:ulp |<i7UP — Ci,UPCST| + Zi:l(ﬂgi,lo - Ci,locsT|
Nu,p + Nlo

The convergence study has been performed for shape functions of the 1st order to the 6th order for
three different types of airfoils. The first airfoil is a symmetric airfoil, the second is an airfoil with some
camber, and the final airfoil is a transonic airfoil. The results for the symmetric NACA0012 airfoil are
visible in Figure 4.2. The fit of the CST-generated airfoils with the data points for the NACA0012 can
be seen in Figure 4.2a. The red dots represent the coordinates of the actual NACA0012 airfoil. The
solid lines are the CST-generated airfoils. It is clear that, visually, even the 1st order shape function is
able to get a good fit for a standard symmetric airfoil since they all nicely overlap with the data points.
Figure 4.2b shows the convergence of the error with increasing order of the shape function. The error
increases significantly with increasing order up to the 4th order shape function. For even higher order
shape functions, the marginal decrease in the error is limited. However, later in this section, it will
become clear that the error for the first order shape function is already relatively small compared to the
error for the transonic airfoil.

(4.9)

The results of the convergence study on the cambered NACA2412 airfoil can be seen in Figure 4.3.
In general, the same trends can be seen as with the symmetric NACAO0012 airfoil. The fit of the CST-
generated airfoils with the data points for the NACA2412 is visible in Figure 4.3a. Again, the red dots
represent the coordinates of the actual NACA2412 airfoil and the solid lines are the CST-generated
airfoils. Visually, all the CST-generated airfoils seem to nicely fit the data points. Just like it was the
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(a) Fit of the CST generated airfoil. (b) Error convergence with increasing shape function order.

Figure 4.3: Convergence study on the NACA2412 cambered airfoil.

case for the symmetric airfoil. The error convergence with increasing shape function order is given in
Figure 4.3b. The same general profile is visible as for the NACA0012 airfoil, where the error is already
relatively small to begin with for the first-order shape function. The decrease in the error with increasing
shape function order is significant up to the 4th order. For higher orders, the marginal benefit is limited.
Just like the symmetric airfoil.

The final convergence study is performed on the Withcomb135 transonic airfoil. The results are given
in Figure 4.4. The fit of the CST-generated airfoils with the Withcomb135 data points is shown in Fig-
ure 4.4a. Again, the red dots represent the coordinates of the actual Withcomb135 airfoil, and the solid
lines are the CST-generated airfoils. This time, there are some clear visual differences between the
lower-order generated airfoils and the data points.

The first order shape function seems to have some trouble fitting the upper surface. The first order
upper surface approximation creates an airfoil that is too narrow at the leading and trailing edge, while
being too thick near the middle. Higher order approximations fit the upper surface much better.

The fit of Bernstein polynomials is worse on the lower surface compared to the upper surface. The
first order polynomial fits the lower surface relatively well near the leading edge, but thins out the airfoil
near the middle. The fit is the worst near the trailing edge, where the airfoil becomes so thick that
the cavity near the trailing edge disappears. The second order provides a better fit compared to the
first order approximation on the lower surface. However, the fit near the leading edge is worse for the
second order polynomial compared to the first order polynomial. In the middle of the lower surface, the
second order approximation creates an airfoil that is too thick in front of approximately 45% chord and
too thin beyond. The cavity near the trailing edge is also reduced in size, but not as drastically as for
the first order approximation.

This also becomes evident when looking at the convergence with increasing shape function order in
Figure 4.4b. For a first order shape function, the error is a full order of magnitude higher than the er-
ror for the first order shape function in the previous two convergence studies on the NACA0012 and
NACA2412 airfoils. The error reduces for higher order shape functions. However, the error for the
6th order shape function for the Withcomb135 airfoil is in the same order of magnitude as the 1st order
shape function for the NACA0012 and NACA2412 airfoils, which confirms that the error for the 1st order
shape function in those cases is indeed already relatively low. For the Withcomb 135 transonic airfoil,
the error drastically reduces with increasing shape function order up to the 3rd degree. For higher or-
ders, the error stagnates, and the marginal benefit of the higher order is no longer worth the additional
variables.

The Airbus A321neo has been chosen as the baseline for the APPU project. Transonic flow can occur
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Figure 4.4: Convergence study on the Withcomb135 transonic airfoil.
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at the cruise velocity of the A321neo. Therefore, it is of great importance that the parameterization
technique is able to properly model transonic airfoils. Based on the final convergence study with the
Withcomb135 airfoil, this means that at least a 3rd order shape function is required to model such
airfoils. As a result, four design variables are required for the symmetric airfoils of the vertical tailplane
and eight design variables for the horizontal tailplane airfoils. With each tailplane consisting of a root
and a tip airfoil, a total of 24 design variables for the airfoil optimization is obtained.

4.2. Geometry Generation

In order to be able to use a panel method, many 3D models of the aircraft will need to be generated.
The empennage design in these models needs to be based on the parameters given by the optimizer.
This cannot be done manually in every iteration of the optimization process. As a result, traditional
Computer Aided Design (CAD) tools are ruled out. The optimization algorithm requires a Multi-Model-
Generator (MMG) which is a tool that can generate 3D models based on a certain set of parameters.
ParaPy is a Python library that is mainly focused on knowledge based engineering. However, it can
also be used as an MMG [42].

Figure 4.5 shows a class diagram of all the different classes that make up the geometry of the air-
craft. The aircraft is made up of the fuselage, main wing, and empennage. Subclasses are used to
generate airfoils and wing segments for the empennage and main wing. This chapter discusses how
the geometry of the aircraft is created based on the design variables presented in section 4.1 starting
at the airfoil level and building up all the way to the aircraft level.

4.2.1. Airfoil

First, a set of coordinates is generated based on the CST coefficients. In order to achieve this, 50
equispaced points between 0 and 1 are generated. A cosine spreading is used for the normalized x-
coordinates to capture as much detail as possible of the airfoil where the curvature is typically the
highest for transonic airfoils, i.e. near the leading and trailing edge. This is achieved with Equa-
tion 4.10. Here, 1., are the equispaced normalized x-coordinates and « are the resulting normalized
x-coordinates with cosine spreading. The normalized z-coordinate (¢) of the upper and lower surface
at each ¢ is calculated based on the CST coefficients with the method explained in subsection 4.1.2.
An example of these normalized coordinates for a NACA0012 airfoil can be seen in Figure 4.6. It is
clearly visible that there is an increased concentration of points near the leading and trailing edges of
the airfoil.

1 =0.5c08 (Theq) + 1 (4.10)

When the control surface is deflected, the coordinates of each point behind the hinge line are adjusted
such that they meet the required deflection angle. For each point behind the hinge line, the distance
to the hinge line is calculated as dpinge = ¥ — Yninge, Where 4. can be easily calculated from the
parameterization technique explained in subsection 4.1.1 as ¥pinge = 1 — Chinge- HEre chinge is the
hinge line fraction. It is the general term for ¢y, and c,,q from section 4.1. The difference in the
normalized x-coordinate (A«) and the difference in the normalized z-coordinate (A(¢) are calculated
from Equation 4.11 and 4.12, respectively. Here, ¢ is the deflection angle. Ay and A( are added to the
applicable original coordinates to find the deflected coordinates. This is visualized in Figure 4.6 where
chinge 18 Set at 0.3 and the deflection angle is set at 6 = 20°.

AY = dpinge (cosd — 1) (4.11)

A( = —dpinge sSind (4.12)

Now that the final coordinates of the points are known, a separate fitted curve is applied to the points
for both the upper and lower surface of the airfoil. These fitted curves are then scaled and repositioned
such that the chord length can be set and that the origin lines up with the leading edge of the airfoil.
The result is an airfoil that consists of an upper and lower surface curve that is entirely determined by
the CST coefficients, chord length, hinge line location, and deflection angle.
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MainWing

+ APPU_wing_position: bool

Aircraft

+ x_propulsor: float

+ APPU_wing_configuration: bool

+ APPU_empennage_position: bool
+ propulsion_cnfiguration: string
+fuel weight: float

+ tail_configuration(): string

+ fuselage_vert_split_plane_refs(): points
+ fuselage_vert_split_planes():planes
+ fuselage_hor_split_plane_refs(): points
+ fuselage_hor_split_planes(): planes
+ empennage_base(): shell

+ x_emp(): float

+ empennage_position(): position

+ separated_VTP(): bool

+ VTP_split_plane_references(): points
+ trimmed_fuselage(): shell

+ trimmed_right_wing(): shell

+ trimmed_left_wing(): shell

+ trimmed_right_HTP(): shell

+ trimmed_left_HTP(): shell

+ trimmed_VTP(): shell

+ trimmed_empennage_base(): shell

+ trimmed_empennage(): shell

+ aircraft_compound(): compound

+ half_aircraft_split_plane(): plane

+ half_space_solid(): solid

+ half_aircraft_compound(): compound
+ original_weights(): floats

+ oew_tailles(): float

+ oew_fuselage(): float

+ x_cog_oe_fuselage(): float

+ x_mac_wing(): float

+ empennage_weights(): float

+ x_cog_wing(): float

+ oew(): float

+ x_cog_oe(): float

+ x_cog_fuel(): float

+ design_weight(): float

+ approach_weight(): float

+ x_cog_des(): float

+ x_cog_approach(): float

+ sfc(): float

+ CST_coefficients(): arrays
+ LE_locations(): positions

+ chords(): floats

+ angles_of_attack(): floats
+ airfoil_positions(): positions
+ airfoil_profiles(): curves

+ right_wing_solid(): solid

+ left_wing_solid(): solid

+ right_wing_shape(): shell

+ left_wing_shape(): shell

Airfoil

+ chord: float

+ CST_upper: array
+ CST_lower: array
+ c_hinge: float

+ deflection: float

+ thickness(): float
+ airfoil_shape(): curve

Fuselage

+ points(): points

+ radii(): floats

+ profile_positions(): positions
+ profiles(): curves

+ solid(): solid

+ fuselage_shape(): shell

Empennage

+ S_HTP: float

+AR_HTP: float

+ taper_HTP: float

+ LE_sweep_HTP: float

+ HTP_CST_upper_root: array
+ HTP_CST_lower_root: array
+ HTP_CST_upper_tip:array
+ HTP_CST_lower_tip: array
+ root_twist_ HTP: float

+ tip_twist_HTP: float

+ dihedral_HTP: float

+ c_HTP: float

+ b_HTP: float

+ c_elevator: float

+ elevator_defl: float

+ S_VTP: float

+ AR_VTP: float

+ taper_VTP: float

+ LE_sweep_VTP: float

+ VTP_CST_root: array

+ VTP_CST_tip: array

+ c_rudder: float

+ rudder defl: float

2

¢

WingSegment

+ HTP_semi_span(): float
+ HTP_root_chord(): float
+ HTP_tip_chord(): float
+ HTP_position(): position
+ VTP_span(): float

+ VTP_root_chord(): float
+ VTP_tip_chord(): float

+ solid(): solid

+ right_HTP_shape(): shell
+ left_ HTP_shape(): shell
+ VTP_shape(): shell

+ tail_length(): float

+ root_length(); float

+ VTP_x_cog(): float

+ HTP_x_cog(): float

+ c_root: float

+ c_tip: float

+ span: float

+ LE_sweep:float

+ dihedral: float

+ twist_root: float

+ twist_tip: float

+ CST_upper_root: array
+ CST_lower_root: array
+ CST_upper_tip:array
+ CST_lower_tip: array
+ c_hinge: float

+ deflection: float

+ side: string

+ root_airfoil_position(): position
+ tip_airfoil_position(): position
+ wing_segment_shape(): solid

Figure 4.5: Class diagram of the aircraft geometry.
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Figure 4.6: Cosine spaced points for fitted upper and lower surface curves of a NACA0012 airfoil with 0° and 20° control
surface deflection.

An attribute is added to the airfoil class that returns the airfoil thickness. The airfoil thickness of the
VTP root is one of the variables in the Raymer method to estimate the empennage weight described in
subsection 3.2.1. Since the maximum thickness of an airfoil is typically closer to the middle of the airfoil,
100 equispaced points are generated between 0 and 1. The z-coordinate of both the upper and lower
surface is calculated at each point. The local thickness is the difference between the upper and lower
surface z-coordinate at that point. The attribute returns the maximum value of all local thicknesses.

4.2.2. Wing Segment

The airfoils generated in subsection 4.2.1 are used to create wing segments, which, in turn, are used
to create an empennage. A wing segment takes a total of 14 inputs to fully constrain the wing segment
geometry. These inputs include:

* Root chord length

* Tip chord length

* Span

Leading edge sweep angle

dihedral angle

Root twist angle

Tip twist angle

» CST coefficients for the root upper surface
» CST coefficients for the root lower surface
» CST coefficients for the tip upper surface
» CST coefficients for the tip lower surface
Hinge line fraction

 Control surface deflection angle

+ Side

These inputs are also visible in Figure 4.5. Two airfoil instances are created: a root airfoil and a tip
airfoil. The chord lengths and CST coefficients are passed on to the relevant airfoils. The hinge line
fraction and deflection angle are also passed on to both airfoils such that a wing segment is created
where the hinge line is at a constant fraction of the chord and the deflection angle is uniform along the
span. The root airfoil is rotated such that the incidence angle matches the root twist angle. As a result,
the wing segment is positioned such that the origin is at the leading edge of the root airfoil. The tip
airfoil is then positioned such that the required span, leading edge sweep angle, dihedral angle, and tip
twist angle are obtained. The side input simply determines whether it is a left-sided or right-sided wing
by positioning the tip airfoil either to the left or to the right of the root airfoil. A lofted solid is generated
between the root and tip airfoil to obtain the wing segment. An example of such a wing segment can
be seen in Figure 4.7.
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Figure 4.7: Right-sided wing segment.

4.2.3. Empennage

The empennage is made up of three wing segment instances: one for the vertical tailplane and two for
the horizontal tailplane (one for each side). The empennage class has 23 inputs that match the design
variables presented in section 4.1 with the addition of the deflection angle of the elevator and rudder:

* HTP surface area

» HTP aspect ratio

» HTP taper ratio

+ HTP leading edge sweep angle

» HTP CST coefficients for the root upper surface
» HTP CST coefficients for the root lower surface
» HTP CST coefficients for the tip upper surface
« HTP CST coefficients for the tip lower surface
» HTP root twist angle

» HTP tip twist angle

» HTP dihedral angle

* HTP set-back

» HTP height

+ Elevator chord fraction

+ Elevator deflection

* VTP surface area

* VTP aspect ratio

» VTP taper ratio

* VTP leading edge sweep angle

» VTP CST coefficients for the root

* VTP CST coefficients for the tip

* rudder chord fraction

* rudder deflection

Again, these inputs can also be seen in Figure 4.5. The required spans and chord lengths for the inputs
of the wing segments are calculated with Equation 4.1 to 4.3. The empennage is positioned such that
the origin is at the leading edge of the root of the VTP. In order to position the HTP, the local chord of the
VTP at the height of the HTP is calculated as a linear interpolation between the VTP root and tip chord
with Equation 4.13. The local chord length is then used to find the x-coordinate of the HTP root leading
edge from Equation 4.14. The z-coordinate of the HTP root leading edge is found from Equation 4.15.
An example of such an empennage is visible in Figure 4.8.
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Figure 4.8: Example of an empennage where Hyrp and sy p are both set at 0.2, the rudder is deflected 20°.

Clocal = Hurpevrptip + (1 — Hurp) cvrproot (4.13)
zarp = Hurpbyrptan Avrp + sgrpciocal (4.14)
zarp = Hugrpbvrp (4.15)

Depending on whether an APPU propulsor is present, the position of the empennage is determined
by the VTP trailing edge root point, or by the aft-most point of the whole empennage. An attribute, tail
length, returns the overall length. This is the distance between the VTP root leading edge x-coordinate
and the maximum x-coordinate of the trailing edge of the HTP and VTP root and tip. Whichever is most
aft of the four. Another attribute returns the root length. This is essentially the same method as the tail
length attribute, but only the root of the HTP and VTP trailing edges are considered.

The center of gravity of the aircraft is required for the aerodynamic moment and stability & control
coefficients. The center of gravity and the weight of the empennage vary throughout the optimization,
influencing the center of gravity of the aircraft in turn. To adjust the aircraft’s center of gravity, the center
of gravity is calculated based on the method described by Roskam [43]. The HTP center of gravity is
at 42% chord of the leading edge at 38% of the semi-span. The VTP center of gravity depends on the
relative height of the HTP. It is also at 42% chord of the leading edge, but varies between 38% and
55% of the VTP span from the root. It should be interpolated between 38% and 55% based on Hyrp.

4.2.4. Main Wing

The main wing is based on a CAD model that is imported from a STEP file based on the data from
Orlita [44] for the A320 main wing. The main wing is identical for the A320 family, and thus for the A321
and APPU aircraft as well. However, there were two problems with the imported geometry. First of all,
the imported wing geometry had a blunt trailing edge. This is visible in Figure 4.9. Blunt trailing edges
work well with high order solvers, but lower order solvers such as panel method solvers often have a
hard time dealing with them. In addition, some of the edges were created from multiple curves. This
brings its own set of problems when trying to generate a mesh for the aerodynamic solver. For these
two reasons, it has been decided to recreate the geometry of the wing with some minor adjustments.

The original wing is constructed out of three airfoils, one at the root, one at the kink, and one at the
tip. The airfoil curves at each of these locations are found by intersecting the wing with planes at these
locations. This is visualized in Figure 4.10.

The upper and lower surfaces of these airfoils are scaled and repositioned such that their chord length
is 1 and their leading edge at the origin and trailing edge at (1,0,0). Coordinates of the airfoil are cre-
ated by taking 100 equispaced points along both the upper and lower surfaces. These coordinates are
used to find the CST coefficients of a best fit airfoil. This is done with the same method that is explained
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Figure 4.9: Original wing geometry with a blunt trailing edge.

Figure 4.10: Original main wing geometry intersected by planes at the root, kink, and tip.

in subsection 4.1.2. This method does not allow a blunt trailing edge; thus, it will create an airfoil that
has the best match with a sharp trailing edge. Since the main wing only needs to be generated once,
and the CST coefficients are not part of the design vector, the order can be increased to capture more
details of the airfoil. Therefore, the airfoil is generated for different shape function orders. An overlay
of the generated root airfoils for a shape function order of 5 to 7 is visible in Figure 4.11a. It is clear
that the shape is well matched with a sharp trailing edge by the shape functions of degree 6 and 7. Itis
also apparent from Figure 4.11b that the error converges for shape function orders larger than 6. For
these reasons, it has been decided to use a sixth order shape function to generate the airfoils for the
reconstructed main wing.
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(a) Fit of the CST-generated airfoil at the trailing edge. (b) Error convergence with increasing shape function order.

Figure 4.11: Convergence study on the main wing root airfoil.

Once the CST coefficients are known, three instances of the airfoil class described in subsection 4.2.1
are created. The chord is set such that it matches the chord lengths of the original airfoils, and they
are positioned at the same position as the airfoils found from the intersection. A ruled solid is created
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(a) Isometric view of the reconstructed main wing.

(b) Reconstructed wing root with a sharp trailing edge.

Figure 4.12: Reconstructed main wing.

between the root, kink, and tip airfoil to find the reconstructed geometry of the main wing. An isometric
view of the reconstructed main wing can be seen in Figure 4.12a. The root of the reconstructed wing
is visible in Figure 4.12b, where it is clear that the blunt trailing edge has been removed. This whole
process was done for the right main wing. The left main wing was created by mirroring the right main
wing along the zz-plane. An input is created to position the main wing either at the location of the
A321neo main wing position or at the APPU aircraft main wing position, which is moved 1.2m aft with
respect to the A321neo wing position.

4.2.5. Fuselage

Similarly to the main wing, a CAD model of the fuselage of the APPU aircraft was available from a STEP
file. However, upon closer inspection, it appeared that some of the edges of the CAD model consisted
of multiple curves. Just as it was the case for the main wing, this resulted in some issues when trying
to generate a surface mesh for the aircraft. The imported fuselage geometry can be seen in Figure 4.13.

Figure 4.13: Imported APPU aircraft fuselage geometry from STEP file.

To eliminate these edges that consist of multiple curves, the fuselage used in this study has been
reconstructed in a similar way as the main wing, using 21 planes distributed according to a cosine
function along the fuselage axis. The cosine spreading ensures that the density of planes is higher
near the tip and tail of the empennage where there is more curvature in the fuselage outline. The
positioning of these planes is visible in Figure 4.14a. The profiles that result from the intersections
of the fuselage with the planes are shown in Figure 4.14b. When trying to create a lofted solid from
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(b) Intersections of the fuselage with the planes.

(c) Top and bottom point of the intersections.

(d) Reconstructed fuselage.

Figure 4.14: Reconstruction of the fuselage.

the profiles, it became apparent that some of the profiles were oriented upside-down compared to
the others. To solve this issue, the top and bottom point of each profile was taken as is shown in
Figure 4.14c. New profiles that all had the same orientation are created by generating circles through
these points. Since these profiles are the same as the profiles in Figure 4.14b, but all with the same
orientation, a lofted solid is generated that resembles the fuselage of the APPU aircraft. It has fewer
edges than the imported geometry. This can also further facilitate the generation of a mesh. The final
result is visible in Figure 4.14d.

4.2.6. Aircraft

The aircraft class integrates all the subclasses from Figure 4.5. This subsection starts off with a de-
scription of how the geometries of the subclasses are merged to form the aircraft geometry. Afterwards,
some attributes are discussed that are of importance in determining the weight, center of gravity, and
specific fuel consumption of the aircraft. These attributes play an important role in the analysis of the
disciplines.

Geometry

The outer shells of the solids of the empennage, main wing, and fuselage classes are positioned such
that the origin is at the nose of the fuselage. The main wing is already positioned at the location of
the A321neo main wing since it takes its position from the CAD file. As mentioned in subsection 4.2.4,
the position can easily be changed to the main wing position of the APPU aircraft with an input that is
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Figure 4.15: Empennage split into quadrilateral faces.

passed on to the main wing class. The positioning of the empennage is controlled with another input
and depends on the study case. When the propulsor is present in the case, no part of the empennage
should cross the propulsor plane. This is to avoid damage to the empennage in the event of a propul-
sor failure. When the propulsor is not part of the study case, the empennage is positioned such that
there is a small offset between the trailing edge of the root of the VTP and the rear of the fuselage. In
case there is a conventional tail, the root trailing edge of the HTP should not be beyond the fuselage
tail either. As a result, the position of the VTP leading edge is determined by boolean input, APPU
empennage position, and either the tail length, root length, or VTP chord length of the empennage,
which have been discussed in subsection 4.2.3.

With the eye on creating a mesh of the aircraft geometry, it is important to have quadrilateral faces
cover as much area of the shells as possible. Quadrilateral faces enable the usage of a structured
mesh which tends to need fewer cells to capture the same amount of detail as unstructured meshes.
For the main wing, no adjustments need to be made to the geometry since both the upper and lower
surfaces already consist of quadrilateral faces. Only the airfoil at the tips needs an unstructured grid.
For the fuselage, quadrilateral faces are created by splitting the fuselage in longitudinal direction slightly
ahead and behind both the main wing and the empennage. The fuselage section at the main wing is
split vertically above and below the wing such that a structured mesh can be generated at the top and
bottom of the fuselage at this section. The same is done for the bottom of the fuselage section at the
empennage. The fuselage divided into quadrilateral faces can be seen in Figure 4.16a.

For the empennage, quadrilateral faces are created for the VTP by splitting the VTP right above and
below the HTP. This results in a quadrilateral face at the top and bottom at each side of the VTP. If
the configuration is either a conventional tail or a T-tail, the VTP is only split either above or below the
HTP, depending on the configuration. Both sides of the HTP are split outward of the widest point of the
VTP. This is to ensure that the upper and lower surface faces do not contain five edges in case the left
and right side of the HTP touch either in front or behind the VTP. The result is visible in Figure 4.15.
This way a structured mesh will be able to be generated for the majority of the surface area of the
empennage, leaving only the tips and the area where the VTP and HTP merge with an unstructured
grid.

All the shells that make up the aircraft need to be trimmed. For the fuselage, this means that there
needs to be a cut-out for the main wing, VTP, and HTP in case the configuration is a conventional tail.
For the main wing and empennage, this means that the parts of the shells that are inside of the fuselage
are removed. Additionally, there is a cut-out for the HTP in the VTP, and the part of the HTP inside of
the VTP is removed in case the HTP and VTP meet. These trimmed shells are obtained by subtracting
the relevant solids from the shells. The trimmed shells together form a compound that represents an
outer shell of the aircraft geometry that is ready to be meshed. An example of a trimmed fuselage can
be seen in Figure 4.16a. A clear cut-out is visible for the main wing, VTP, and HTP. The compound of
all the trimmed shells that make up the aircraft geometry is shown in Figure 4.16b.

The mesh is required for the aerodynamics discipline which returns the lift, drag, and pitching moment
from FlightStream. An easy way to speed up this process is to create a mesh of only one side of the air-
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(a) Trimmed fuselage for an aircraft with a conventional tail.

(b) Compound of the trimmed shells that make up the aircraft.

Figure 4.16: Trimmed aircraft.

craft and assume symmetric flow since all of the variables of interest are measured in symmetric flight
conditions. In order to obtain a compound of shells that make up the right side of the aircraft, a half-
space solid is subtracted from all the shells that form the aircraft. The result can be seen in Figure 4.17.

Weights & Centers of Gravity

Three aircraft versions are considered in the APPU project. First, there is the standard A321neo ver-
sion that serves as a baseline for the project. Next, there is an A321v3 version; it is an estimate of
what the next generation of the A321 could be based on the current developments in jet engine tech-
nology. Finally, there is the APPU version that incorporates a hybrid propulsion system consisting of
the same main engines of future technology as the A321v3 and a hydrogen-driven propulsor at the
back of the fuselage. This study uses the propulsion system, wing position, and empennage position
of the A321neo and APPU versions to create four different aircraft configurations that are optimized.
The selection of the propulsion system and wing position influences the configuration’s operative empty
weight, center of gravity, and specific fuel consumption. More details about these configurations are
provided in section 5.1. Since the A321v3 version is not used to create these configurations, the re-
mainder of this section focuses solely on the A321neo and APPU versions.

Some attributes are added to the aircraft class to help determine the design and approach weights
and centers of gravity of the aircraft. These are required by the aerodynamics and stability & control
disciplines. The first step is to find the OEW of the aircraft without the main wing and empennage. This
is done by subtracting the HTP, VTP, and main wing weight from OEW as shown in Equation 4.16. The
result is denoted as OEW tyse1q4e, €vEN though masses like the engines are still included. The results
for each aircraft version used in the APPU project are presented in Table A.2. These values for HTP,
VTP, and main wing weight are found from estimates earlier in the APPU project.

OEquselage = OLEW — Warp — Wyrp — Wwing (416)

The center of gravity of the operative empty aircraft without the main wing and tail is found from Equa-
tion 4.17. The original estimates of the APPU study for the centers of gravity, as well as the results for
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Figure 4.17: Compound of the right side of the aircraft.

the center of gravity without the main wing and tail, can be seen in Table A.3.

_xcg,oE  OEW —zcc urp - Wurp —xccvre - Wyrp — 206 wing * Wuwing 417
xca,OEfuselage - OEWf . ( - )
uselage

Next, the empennage weight is found from the weight discipline that uses the Raymer equations to
calculate the HTP and VTP weight. The implementation of the Raymer equations in the weight discipline
is discussed in section 4.3. Two of the inputs of the weight discipline are the tailless OEW and the fuel
weight. The tailless OEW is obtained by subtracting the HTP and VTP weight from the OEW. The fuel
weight is an input of the aircraft class. The OEW of the aircraft with the current empennage geometry
is the sum of the fuselage OEW, the main wing weight, and the empennage weight found from the
Raymer equations, as is shown in Equation 4.18. The center of gravity of the operative empty aircraft
with the current empennage geometry is calculated with Equation 4.19. The estimation of the center of
gravity of the HTP and VTP is explained in subsection 4.2.3. The wing position during the optimization
is determined by an input that selects either the APPU or the A321neo wing position.

OEW = OEWygittess + Warp + Wyrp + Waing (4.18)

TCG,0E usetage " OFW +2ca urp - Wharp + 2cavre - Wyrp + 206G wing * Wuwing

TCG,0E = OEW (4.19)

The design point for this study is at half fuel load. It is the sum of the operative empty weight, the
payload weight, and half the fuel weight as can be seen in Equation 4.20. The approach weight is
considered to be the sum of only the OEW and the payload weight as is shown in Equation 4.21. The
design weight is used for aerodynamic calculations during cruise, while the approach weight is used
for the stability and control derivatives.

quel

Wdes =OEW + Wpayload + (420)

Wapp = OEW + Wayioad (4.21)

The center of gravity of the fuel is dependent on the propulsion system and the wing position. If the
propulsion system is from the A321neo, there is only a main tank in the wing which fully determines
the center of gravity. If the propulsion system is from the APPU aircraft, there is also a hydrogen tank
in the back of the aircraft and the center of gravity of the fuel is a weighted average between the two.
The center of gravity of the main tank in the wing is determined by the wing position. The center of
gravity of the fuel in the case of the APPU version is determined with Equation 4.22. capi., and cappyq
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Figure 4.18: Input and output of the weight discipline.

are the maximum capacity of the kerosene and hydrogen tanks. Their values are 18, 510kg and 832kyg,
respectively. li.. 7o and ly,q,ro are the fuel levels in each tank at take-off. According to estimates
from the APPU projects, a fuel level of i, 7o of 0.7578 is sufficient to cover the mission design range
with a full hydrogen tank, or /5,470 equal to 1.

lker, 7O * CAPRer - TC G ker + lhyd, TO * CAPLyd - TG, hyd (4.22)
lker, 7O * COPRer + lhyd, TO - CAPRyd

TCG,fuel =

The center of gravity at the design point and approach are finally calculated with Equation 4.23 and
4.24, respectively.

Wiue
LCG,0F * OEW + TCa, fuel * f2 L+ TCaG,payload * Wpayload

es — 4.23
rCa,d Waes ( )
x -OEW +x ayload * w, ayloa
TCGapp = CG,0OF CG,payload payload (424)
Wapp

Specific Fuel Consumption

The specific fuel consumption of the aircraft is necessary to calculate the fuel weight from the Breguet
equation in the performance discipline. The specific fuel consumption is dependent on the propulsion
system. If the propulsion system is the one from the A321neo, the specific fuel consumption is fixed at
the specific fuel consumption of its main engines. For the APPU version, a weighted average is consid-
ered between the specific fuel consumption of the main engines and the APPU propulsor. The weighted
average is based on the thrust fraction delivered by each propulsion system during cruise. The specific
fuel consumption for the APPU version is calculated with Equation 4.25. Here, ¢ 4 ppu prop i the thrust
delivered by the APPU propulsor as a fraction of the total thrust. s fcappu prop @and sfcappu,main are the
specific fuel consumption of the APPU propulsor and main engines for the APPU version, respectively.
The specific fuel consumption values for the aircraft in this study are described in Table A.5.

sfecappu = GarPPUprop - SFCAPPUprop + (1 — APPUprop) - SfCAPPUmain (4.25)

4.3. Weight Discipline

A schematic representation of the weight discipline is shown in Figure 4.18. The input of the discipline
is visible on the left, while the discipline output is visible on the right. The inputs of the discipline are
slightly different from those in the Raymer equation. However, all the required variables in Equation 3.2
and 3.3 can be found from these inputs.

First, all inputs are converted from metric units and degrees to British units and radians because the
Raymer equations are designed for British units. There are some variables in Equation 3.2 and 3.3 that
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can be taken directly from the input design variables. These include ARgrp, ARvrp, Hyrp, SuTp,
and Syrp. Other inputs are the parameters of Equation 3.2 and 3.3 that remain constant throughout
the optimization process. Their values can be seen in Table A.1 and A.2. F, is the width of the fuselage
intersection near the HTP described in subsection 4.2.5. The ultimate load factor value, N, is pre-
scribed by EASA for CS-25 aircraft in this weight category [45]. The operative empty weight excluding
the empennage, O EW, .15, i found by subtracting the original empennage weight from the operative
empty weight (OEW). The OEW depends on the propulsion system.

The remainder of the variables in the Raymer equations are calculated from the discipline inputs. First,
bgrp and byrp are found again from Equation 4.1. Then, the root and tip chords of both the HTP and
VTP are calculated from Equation 4.2 and 4.3. The quarter chord sweep angle for the HTP and VTP is
found from Equation 4.26. Here, A is the leading edge sweep angle and b,.,,; is the semi-span. Since
the VTP does not have a mirror wing element at the bottom of the fuselage, the full span is in essence
the semi-span, and thus the full span is used for b,..,,; in Equation 4.26 for the VTP.

%Ctip + tan (A) bsemi — icroot> (426)

bsemi

A./4 = arctan (

The elevator area is determined by Equation 4.27. ¢, is the chord fraction of the HTP included in the
elevator. K, is entirely dependent on c.. if c. = 1, Kypy = 1.143 else Ky = 1.
Se = ceSHTP (4.27)

The next step is to find Ly rp, the distance between wing quarter-MAC and tail quarter-MAC. However,
to get there, the location of the HTP quarter-MAC must first be determined. The HTP MAC and its
y-location are calculated with Equation 4.28 and 4.29, respectively [2].

2 14+ X+ 22

MAC = 3Croot 1 x (4.28)
b1+2A
YMAC = ey (4.29)

The x-location of the HTP quarter-MAC measured from the nose of the aircraft is found from Equa-
tion 4.30. z..,, is the x location of the leading edge of the VTP root. ¢y rp, .., is the local chord of the
VTP at the HTP. It is found from Equation 4.31.

1
TMAC,HTP = ZMACHTP

+tan (Agrp) Ymac,HrP

+ SHTP - CVTPyrp (4.30)
+tan (Avrp) Hurpbyrp
+ Temp

cvrPyrp = Harpevrp,, + (1 — HuTP) CVTP, 00 (4.31)

The input quarter-MAC location of the main wing, zarac,wing, 1S subtracted from x40, mrp to find
Lyrp as shown in Equation 4.32.

LHTP =TMAC,HTP — TMAC,wing (432)

According to Raymer [2], the pitching radius of gyration, K, and yawing radius of gyration, K, of the
aircraft can be estimated by 0.3Lg7p and Lyrp, respectively. The CST coefficients of the VTP root,
CSTvrpy, - CSTyrp,,, are used to find the thickness to chord ratio at the root, (¢/c),...,. An array of
100 airfoil x-coordinates between zero and one is created. The corresponding y-coordinates are cal-
culated based on the CST coefficients. In general, thickness to chord ratio is the maximum difference
between the upper and lower y-coordinates. However, since the VTP has symmetric airfoils, it is simply
twice the maximum y-coordinate.
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Figure 4.19: Input and output of the aerodynamics discipline with the FlightStream solver.

The only variable of the Raymer equations that is still unknown is the flight design gross weight. How-
ever, since this does include the weight of the empennage, there is no way to know the gross weight in
advance. To solve this, an iteration loop is set up. Initially, the empennage weight, W,,,,,, is assumed
to be 0. The flight design gross weight is calculated using Equation 4.33. Now all the variables in
the Raymer equations are known, and the weights of the HTP and the VTP are calculated with Equa-
tion 3.2 and 3.3, respectively. The total empennage weight, W-.,.,,, is found by adding the two together.
The obtained empennage weight is compared with the empennage weight used as input for the flight
design gross weight, We,,,; oia by calculating the relative error shown in Equation 4.34. The iteration
loop is stopped when the error is less than 0.001 or 0.1%. Once the final value of W,,,, is known, it is
converted back to the metric unit kg.

de = OEWtailless + Wemp + quel + Wpayload (433)
|Wemp - Wemp old|

= ’ 4.34

e Worn (4.34)

4.4. Aerodynamics Discipline

Two separate aerodynamics disciplines have been created in order to investigate the attainable fidelity
level of the aerodynamic solver in optimization studies such as this one. The high-fidelity version of
the discipline is based on the FlightStream flow solver, while the low-fidelity version is based on AVL.
First, the implementation of the high-fidelity version is presented, followed by the low-fidelity solver
implementation.

4.41. FlightStream

FlightStream version 24.1 is used for the aerodynamics discipline with the higher fidelity level of the two.
The schematic representation of the aerodynamics discipline with FlightStream is shown in Figure 4.19.
This subsection discusses how the mesh generation is automated for the generated geometries, some
settings that are set to run the simulations as desired, and finally a mesh convergence study and some
issues that were discovered throughout the process.
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(a) Right side empennage geometry (b) Separated edge.

Figure 4.20: Empennage edges automatically separated into categories (fuselage edges in yellow, short edges in red, leading
and trailing edges in green, and airfoil edges in blue).

Mesh

The mesh class takes an aircraft from the aircraft class as an input and automatically applies a mesh
to it. A mesh is generated for a compound of the right side of the aircraft described in subsection 4.2.6
with the Salome library in ParaPy. In order to create a surface mesh with Salome, 1D controls need to
be applied to the geometry edges and 2D controls to the geometry faces.

The first step is to group all the edges where the same 1D controls need to be applied. The same
controls cannot be applied to every edge. For instance, airfoils need to have good curvature resolution,
while spanwise leading and trailing edges need to resolve spanwise lift distribution and have matching
numbers of mesh elements. For the fuselage and main wing, these groups are hard-coded by using the
edge indices. Since their geometry does not change throughout the optimization process, their index
does not vary either. This prevents controls from being applied to the wrong edge, which might result in
bad or even infeasible meshes. This method of indexing cannot be applied to the empennage because
the number of edges does vary throughout the optimization process. The classification of edges in the
empennage happens automatically depending on certain criteria that are met for the edge or not.

Regarding the empennage, the edges are divided into 9 different categories. A separate category
exists for the leading and trailing edges of both the HTP and VTP. Edges that are part of airfoils are
separated, as well as short edges that connect other elements. The three edges at the base of the
empennage that border the fuselage geometry are classified individually such that the controls applied
to the corresponding fuselage edges can easily be copied. The next group of edges that get classified
are short edges. An edge is considered a short edge when its length is less than 10% of the HTP span.
If an edge is longer than the cut-off length, it is passed on to the next criteria. Edges that are straight
and lie completely on the aircraft's symmetry plane are classified as VTP spanwise edges. A difference
is made between leading and trailing VTP edges based on the sweep angle of the edge. If the taper
ratio is limited to values below 1, the sweep angle of the leading and trailing edges cannot be the same.
Edges that are long enough, straight, but do not lie entirely on the aircraft's symmetry plane are HTP
spanwise edges. Again, a differentiation is made between the leading and trailing edges based on the
sweep angle. The edges that do not meet any of these previous criteria are classified as airfoil edges.
The resulting classification of an example empennage is visualized in Figure 4.20.

To classify the faces of the aircraft geometry, two groups are created: quad faces and triangular faces.
Quad faces are faces where a structured grid will be created, and triangular faces are faces where
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Setting Value
quad_dominant False
only_2d False
growth_rate 0.05
fineness ‘"UserDefined’
nb_seg_per_edge 1
nb_seg_per_radius 10
limit_size_by_surface_curvature False

Table 4.1: 2D control inputs for the triangular faces.

an unstructured grid will be generated. An unstructured grid is created on faces that do not have four
edges and have a harder geometry to create a structured grid, such as wing tips and the areas where
wing elements are mounted onto other elements. Similar to the edges, the faces of the fuselage and
main wing are classified based on their index. For the empennage, an automated solution is required
again. The faces where one of the leading edges from both HTP and VTP from the edge classification is
part of the face are classified as quad faces. All others are triangular faces. This results in a structured
mesh on both upper and lower surfaces of wing elements, except at the ’'seams’, and an unstructured
mesh elsewhere.

The 1D controls determine the location of mesh nodes on the edges. On lifting surfaces, except for
the unstructured areas, nodes are positioned on the edges such that their density increases towards
both ends of the edge in both chordwise and spanwise directions. This means that the mesh density
increases towards the leading and trailing edge in chordwise direction and towards the wing tip and
root in spanwise direction. For the main wing, the mesh density also increases at the kink in spanwise
direction. The distance between two consecutive nodes increases exponentially towards the middle
until a maximum distance between two consecutive nodes is reached. At this point, the distance be-
tween consecutive nodes no longer increases but remains constant until it starts decreasing again at
the other side. The distance between nodes at both ends of the edge and the maximum distance be-
tween nodes are determined by inputs as a fraction of the edge length. Separate inputs exist for these
fractions for the chord- and spanwise edges of both the main wing and empennage. Additionally, the
growth rate in chord- and spanwise directions can be set with the inputs as well, resulting in a total of
ten inputs to determine the mesh on lifting surfaces.

The nodes on the fuselage in longitudinal direction are spaced at increasing distances from the nose
and remain at a constant distance between nodes past the cockpit to capture the curvature at the nose
well. The distance between nodes at the nose and the constant distance between nodes past the cock-
pit are controlled by two inputs. A fixed number of nodes is placed on fuselage edges in radial direction.
The number of nodes is set as an input of the mesh class. The remaining 1D controls are imposed
on the short edges of the empennage. Here, nodes are placed at constant intervals. The distance
between two neighboring nodes is set equal to the smallest distance between two nodes on the HTP
leading edge.

The unstructured parts of the mesh are mainly determined by the 2D controls on the faces with an
unstructured mesh. The same 2D controls have been applied to all of these faces. The settings of
these controls can be seen in Table 4.1. Two separate VTK files are written containing all the mesh
edges and nodes: one for the structured grid and one for the unstructured grid. These VTK files are
imported into FlightStream. An example of a mesh can be seen in Figure 4.21. Some more detailed
views of the mesh can be seen in Appendix B.

FlightStream Settings

Table 4.2 shows some of the basic settings for the CFD simulations in FlightStream. The only results
of the FlightStream simulations that are of interest during the optimization process are the lift, drag,
and pitching moment during cruise. Based on these criteria, the sideslip angle is set at zero. Flight-
Stream does not allow users to set a target lift coefficient and calculate the required angle of attack



4.4, Aerodynamics Discipline 47

Figure 4.21: automatically generated mesh on an aircraft with an example empennage design.

Setting Value Unit
sideslip angle 0 °
freestream velocity Verwise MIS
reference velocity Verwise MIs
reference area Swing M2
reference length MACying m
iterations 2000 -
convergence limit 1.10° -
forced run False -
wake size 100 %
moments model pessure -

Table 4.2: FligthStream settings.

automatically, like in many simpler solvers such as AVL. The angle of attack is therefore added to the
design vector, and an equality constraint is used to guarantee that the lift is equal to the weight. The
angle of attack for each FlightStream simulation is set by the value determined by the optimizer. The
freestream velocity and reference velocity are set equal to the cruise speed of the A321neo and APPU
aircraft. The reference area and length are the A321 main wing surface area and mean aerodynamic
chord [46]. The convergence limit is set equal to the default value, which is supposed to be well con-
verged. The maximum number of iterations is set at 2000. It has been found from practice that this is
high enough such that the convergence limit is reached before the maximum number of iterations is
reached. The solver is not forced to run all iterations when the convergence limit has been reached to
reduce the computational time. The wake size is set at 100% of the average surface mesh size. This
is considered fine compared to the default value. It could be increased to increase the computational
speed. The pressure model is used to calculate the aerodynamic moments instead of the vorticity
model. The vorticity model outperforms the pressure model only in specific cases, such as when mod-
eling propellers and rotors with thin mean camber surfaces instead of solid bodies [47].

FlightStream has different compressibility models that can be selected on the basis of the Mach number.
The cruise conditions for this study are at Mach 0.78. FlightStream’s transonic compressibility model
is valid between Mach 0.6 and Mach 1. The cruise conditions are close to the middle of the applica-
ble domain, making it the obvious choice. However, there are also some limitations to the transonic
model. Currently, clean shocks are not captured by the transonic solver. The shocks are smeared in
the pressure distribution. Despite the smeared shocks, the transonic model produces accurate loads
for supercritical transonic flows and is readily applied to subcritical transonic flows. This solver limitation
is expected to be addressed in the near future. An additional drawback of the transonic solver is the
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Property Value Unit
denSity Peruise kg/m3
pressure Peruise P
temperature Terwise K
viscosity feruise  Ns/m?

speed of sound  acpyise MIS

Table 4.3: Fluid properties at cruise altitude.

relatively high runtime and memory usage compared to other models, such as the sub- and supersonic
models [47].

The fluid properties for the FlightStream simulations are obtained from the international standard at-
mosphere at cruise altitude. The fluid properties set during the simulations can be seen in Table 4.3.
The exact values for these properties are given in Table A.4.

Base regions and trailing edges are detected automatically. The trailing edge maximum sweep angle
is set at 35°. The trailing edge bluntness angle is the maximum vector angle between the two mesh
face normal vectors that share a single mesh edge. It is kept at the default value of 140°. The base
region bending angle is set at the default value of 15°. The wake is terminated at the default distance,
which is equal to the length of the geometry downstream of the last mesh face [47].

Mesh Convergence & Issues

In order to study the mesh convergence of the aerodynamics discipline, the lift, drag, and pitching mo-
ment are calculated at different levels of mesh refinement. The plan is to start with a fine mesh in all
directions, increase the size in one direction until the results diverge, and repeat in another direction
until the whole mesh has been done. This should result in values for the mesh class inputs that return
reliable results while keeping the run time to a minimum by making the mesh coarser.

The first direction to be studied is the wing elements in chordwise direction. There are four inputs
that control the chordwise node distribution of the wing elements. There are two inputs for the main
wing and two inputs for the empennage chordwise distribution: the edge fraction at the leading and
trailing edge (they are the same), and at the center chord for both the main wing and empennage. In
order to study the mesh convergence as a function of the chordwise mesh refinement, these inputs
are all varied simultaneously. The result is a mesh with a uniform distribution along the chord that gets
coarser with increasing values for the inputs. Once the critical level has been found for the uniform
distribution in chordwise direction, the spacing at the center chord can be increased while keeping the
spacing at the leading and trailing edges constant until it diverges again. This is because there is less
rounding and variation in the pressure distribution near the center of an airfoil. This would result in a
lower face count and a lower run time.

For the uniform chordwise distribution, the four inputs are varied between 0.01 and 0.05. The most
refined mesh has 100 nodes along the chord for both the upper and lower faces of the wing elements.
The coarsest mesh has 20 nodes in chordwise direction per face. 25 data points are created between
these two extrema. The values of the remaining inputs of the mesh class can be seen in Table 4.4.
These inputs are in accordance with the guidelines for simulations in FlightStream or even more re-
fined than what is advised [47].

The results of the uniform mesh convergence study are visualized in Figure 4.22. As stated before, low
values for mesh edge length fraction correspond to fine meshes and high values to coarse meshes.
Note that the viscous drag component Cp, ,.. is not calculated in the mesh refinement study. Con-
sequently, the total drag Cp,,. would overlap with the induced drag Cp;.4.. on the plot, and is thus
not plotted. The viscous drag is not calculated because all physics are based on the inviscid pressure
distribution in FlightStream. The angle of attack is set at 1 degree during the convergence study. A
non-zero angle of attack is advised for mesh convergence studies [47]. The lift, drag, and pitching
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Input Value
main wing outer span fraction 0.02
main wing inner span fraction 0.04
empennage outer span fraction 0.02
empennage inner span fraction 0.04
fuselage radial nodes 30
fuselage longitudinal distance 0.25

fuselage longitudinal distance at nose 0.05

Table 4.4: Constant mesh class inputs during the mesh refinement in chordwise direction.
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Figure 4.22: Mesh convergence for uniform chordwise mesh refinements.

moment are normalized with respect to their values for the most refined mesh. The lift appears to
be relatively stable throughout the convergence study. This is not the case for the drag and pitching
moment, which do not look stable for any part of the studied domain. The pitching moment fluctuates
between a normalized value of 1 and 1.25. The drag keeps diverging throughout the entire tested do-
main. This issue could possibly be resolved by creating even more refined meshes. However, the run
time of the finest mesh is already higher than an acceptable level for this optimization study. The run
time of the FlightStream simulations is represented with the blue dashed line in Figure 4.22. The scale
for the run time is on the right y-axis. The run time of the finest mesh is above 3,000 seconds, or 50

minutes. If each aerodynamics discipline evaluation takes 50 minutes or more, the total optimization
process could easily take weeks or even months.

There are more issues in the current FlightStream implementation that hinder its usefulness in opti-
mization studies such as this. The first of these issues reveals itself upon taking a closer look at the
pressure distribution of one of the FlightStream solutions. Figure 4.23 shows the pressure coefficient at
the root of the trailing edge for the suction side of the main wing and horizontal tail plane. It is clear that
the pressure coefficient drops significantly to unexpected values at the cell that is closest to the trailing
edge root on the suction side of both the main wing and horizontal tail plane. Such low values are not
expected in these regions. Refining the grid seems to have an adverse effect on the issue, resulting in
an even bigger drop in pressure. The best results were obtained for a chordwise mesh length fraction
of 0.02 at the leading and trailing edges. These are the results shown in Figure 4.23.

Despite the issues mentioned above, a test run of the optimization using FlightStream for the aerody-
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(a) Horizontal tail plane (upper surface).

ure (reference)
0.8

(b) Main wing (lower surface).

Figure 4.23: FlightStream solution for pressure distribution on pressure side of wing elements.
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Figure 4.24: Failed trailing edge detection on the main wing and HTP.

namic analysis has been performed. This test run uncovered some additional issues. The automatic
trailing edge detection did not consistently work as required. The trailing edges of both the main wing
and HTP did not get detected as trailing edges by FlightStream. An example of such a run can be
seen in Figure 4.24. The trailing edge detection failure is apparent from the lack of wake strands prop-
agating from the respective trailing edges. It is worth noting that either both the main wing and HTP
trailing edges got detected or neither, never only one of them. Additionally, the geometry and mesh of
the main wing do not change throughout the optimization process, making it even more peculiar that
the trailing edge on the main wing is not consistently detected. Runs where the trailing edges are not
properly detected result in very low estimates for the lift and induced drag. The issue is not present
constantly, but frequently enough to potentially have a significant influence on the gradient evaluations.

Another issue became apparent after the first iteration of the test run. The estimate of the optimum
after the first iteration results in a design that is unfeasible in reality. The design after iteration one
of the optimization test run can be seen in Figure 4.25. The main issue here is that the mesh class
crashes the entire optimization run. The base of the empennage is positioned very forward, which
causes the split plane at the front of the empennage to be in front of the aft split plane of the wing. As a
result, the fuselage gets split at the wrong location, and the indices of the edges no longer correspond
to the assumed indices in the mesh class for the fuselage. Another issue, although less drastic, with
designs like these is that the Raymer equations to estimate the empennage mass are no longer valid.
Empirical methods, such as the Raymer equations, are based on data from real aircraft. This makes
them only applicable within a domain of realistic designs that are somewhat similar to existing designs.
This design is far from any empennage designs that are out there at the moment, making the use of
the Raymer equations questionable at least. This issue could potentially be solved by applying more
reasonable bounds on some design variables. The very forward position, for instance, is mainly a result
of the high sweep angle, aspect ratio, and surface area of both the HTP and VTP. Reducing the upper
bound on (some of) these design variables could prevent designs such as this one. If still required after
altering the bounds, changes could be made to the mesh class to make it more robust.

After the optimization test run, it has been decided that all of these issues could not be fixed in a
timely manner. Especially since it appears that the run time of individual cases would be too long to be
applicable in this optimization study. Therefore, it is concluded that enhanced panel methods, such as
FlightStream, are not viable within optimization studies run on personal computers such as this one at
the moment.

44.2. AVL

AVL version 3.36 is used for the low-fidelity level aerodynamics discipline. Since AVL is also the tool that
is used for the stability and control derivatives, it makes sense to combine the two disciplines into one
when the low-fidelity aerodynamics discipline is used. Therefore, the stability and control derivatives
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Figure 4.25: Unfeasible estimate for the optimum design after one iteration of the optimization test run.
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Figure 4.26: Input and output of the aerodynamics discipline with the AVL solver.

are also shown as outputs of the AVL aerodynamics discipline in Figure 4.26. First, the conversion of
the aircraft geometry to AVL lattices is presented, followed by the AVL settings for the aerodynamic
performance at the design point. Finally, an expansion on the drag model in AVL is outlined. The
settings for the stability and control derivatives are described in section 4.5. A convergence study for
both the AVL aerodynamics and the stability & control discipline is discussed in section 4.6.

AVL geometry

In AVL, it is common practice to ignore the fuselage and extend the wings to the center line so that
the left and right sides meet [23]. Adaptations must be made to the geometry generated as described
in section 4.2. More particularly, the main wing does not extend to the center line. The main wing is
extended as shown in Figure 4.27a. An airfoil is placed on the symmetry plane. Next, a ruled solid is
created between the root airfoil of the right and left wings and the center airfoil. The center airfoil has
the same shape as the root airfoil but is scaled and positioned such that the sweep angles and dihedral
angles of the leading and trailing edges are constant from the center to the kink in the middle of the
wing on each side. This is accomplished by extrapolating the chord length, leading edge position, and
incidence angle from the kink and root.

AVL requires a flat plate geometry that represents the wing planform and sections that describe the
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(a) Extended main wing to the center line.

(b) AVL vortex lattice.

Figure 4.27: Geometry to AVL model conversion.

mean camber line and incidence angle at different locations as inputs [48]. The VTP, right side of the
HTP, and extended main wing are converted into flat plates. A duplicate is created in AVL to obtain
the left side. Sections are created from the center, root, kink, and tip airfoil of the main wing and the
root and tip airfoil of both the HTP and VTP. Controls are applied to the sections of the HTP and VTP
to be able to investigate the elevator and rudder effectiveness. The location of the hinge line is deter-
mined by the design vector, and the gain is set at 1 for both the elevator and the rudder. The duplicate
sign is set at 1 for the elevator controls such that the left side of the elevator deflects symmetrically [23].

AVL generates a vortex lattice on the wing surfaces. For the main wing and the HTP, a cosine spread-
ing is applied to the lattice in chordwise direction and a negative sine spreading in spanwise direction.
The cosine spreading increases the density of the lattice towards the leading and trailing edge, while
the negative sine spreading increases the density from the center line towards the wing tip. No dense
lattice structure in spanwise direction is necessary at the center line since the main wing and HTP are
duplicated. A cosine spreading is applied in both chordwise and spanwise direction for the VTP since
there is no duplicate present. The resulting lattice can be seen in Figure 4.27b.

AVL Settings

Table 4.5 shows the remaining settings required for AVL. The exact values for this study are presented
in Appendix A. Note that AVL uses the reference span to define roll and yaw moments instead of the
reference chord, such as in the FlightStream aerodynamics discipline described in subsection 4.4.1.
AVL uses the Prandtl-Glauert correction to treat compressibility. The Prandtl-Glauert correction is valid
up to a perpendicular Mach number of 0.7. Transonic flow is likely to occur between Mach 0.7 and
0.8, making the use of the Prandtl-Glauert correction questionable. Beyond Mach 0.8, there is almost
certainly going to be transonic flow, making Prandtl-Glauert invalid. The perpendicular Mach number
can be calculated with Equation 4.35, where M., is the perpendicular Mach number and M is the
freestream Mach number. A is the wing sweep angle [23]. When allowing for a maximum perpendicular
Mach number of 0.7, a critical sweep angle can be found for Mach numbers higher than 0.7. The



45, Stability & Control Discipline 54

Setting Value Unit
Mach number Mc'r'uise -
reference area Swing M2
reference chord MACuing m
reference span buying M

Table 4.5: AVL settings [46].

freestream Mach number in this study is 0.78. This results in a critical sweep angle of 26°. If any
sweep angles in the final design are less than this critical value, the results need to be interpreted with
caution. Since transonic effects are known to occur on the main wing of the A321neo, the resulting
aerodynamic forces and moments are expected to deviate from reality.

Mperp = M cos (A) (4.35)

The angle of attack for the simulation is constrained by the required lift coefficient at the design point.
AVL automatically calculates the required angle of attack to meet this lift coefficient. The lift coefficient at
the design point is calculated with Equation 4.36. The design weight varies throughout the optimization
and is found from Equation 4.20. p.,.;sc and V.,..;s. are the density at cruise altitude and cruise velocity.
Swing IS the main wing surface area that is used as the reference area for AVL. The only results of
interest from the cruise conditions are the drag and pitching moment coefficients. The conditions to
obtain the remaining stability and control derivatives are explained in section 4.5.

2Wdes

2
Pcruise Vcruise Swing

Cr,., = (4.36)

Drag Model

AVL calculates only the induced drag and ignores other forms of drag. This results in theoretically
very efficient aircraft with high lift-to-drag ratios. As a result, the estimates for the fuel load from the
Breguet equation are very low. In order to overcome this issue, a friction drag component is added
to the induced drag to obtain the drag coefficient at the design point, as is shown in Equation 4.37.
Here Cp, ,.. is the induced drag coefficient at the design point from AVL and Cp, is the friction drag
coefficient.

Cp,..=Cp —‘rCDf (4.37)

The friction drag coefficient varies linearly with the wetted surface area, as can be seen in Equation 4.38
[49]. C; is the friction coefficient. S,.: and S,,:,4 are the wetted surface area and the wing reference
area, respectively.

i,des

Cp, =Cy < Swet ) (4.38)
Swing

The value of C; is calibrated such that the required fuel load for the design range is equal to the fuel

load of the A321neo in reality.

4.5. Stability & Control Discipline

AVL version 3.36 is used for the stability and control discipline. As discussed in subsection 4.4.2, AVL is
also the tool that is used for the low-fidelity aerodynamics discipline. The two disciplines are combined
into one when the AVL version of the aerodynamics discipline is used. The inputs and outputs of the
stability and control discipline are shown in Figure 4.28. The conversion of the aircraft geometry to AVL
lattices has already been presented in subsection 4.4.2. This section discusses the AVL settings that
apply for the stability and control derivatives and a mesh convergence study of these derivatives.
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Figure 4.28: Input and output of the stability and control discipline.

4.5.1. AVL Settings

Unlike the drag and moment at the design point, the stability and control derivatives are calculated at
the lowest speed to occur during flight, which is typically at approach. The Mach number at approach
is 0.21 for this study, at which incompressible flow can be assumed. Therefore, the Mach number is
set at 0 for the calculation of the stability and control derivatives since this decreases the computational
time of AVL [23]. The required lift coefficient is calculated with Equation 4.39. Here W,,,, is the aircraft
weight at approach. This is assumed to be the OEW plus the payload weight. The approach speed,
Vapp, @nd density, p,., are given in Table A.4. The air density is taken at ground level. The main wing
surface area, Sying, remains unchanged and can be found in Table A.1. Acy,,, . is the difference in
lift coefficient that is obtained by deploying the flaps at a fixed angle of attack. This is subtracted from
the approach lift coefficient such that the AVL simulations occur at the correct angle of attack. Based
on findings from literature, Acy ;. has been set at 0.6 [50].

2Wapp

CLa =
PP 2
Pgr Vapp S’wing

— Acy,,,. (4.39)

All the stability and control derivatives are calculated at zero sideslip, except for the maximum yawing
moment C,. ... The maximum yawing moment is calculated at the maximum sideslip angle before the
VTP stalls. Based on findings from literature, the maximum sideslip angle has been set at 25° [51].

4.6. AVL Mesh Convergence

A similar mesh convergence study to the FlightStream version of the aerodynamics discipline is per-
formed for the aerodynamics and stability & control discipline based on AVL. First, the effect of the
number of nodes in chordwise direction is considered. The number of nodes on every wing element in
spanwise direction is set constant at 30. The nodes in chordwise direction are varied between 2 and
30. Next, the spanwise direction is investigated by setting the number of nodes on every wing element
in chordwise direction constant at 20. The nodes in spanwise direction are varied between 13 and 41.

4.6.1. Aerodynamics

The normalized induced drag and pitching moment coefficients are plotted in Figure 4.29a along with
the influence of the number of nodes on the run time of a single discipline evaluation. It can be seen
that for 12 nodes in chordwise, both coefficients have converged within 99% of their final value. The
run time is still relatively low at 12 nodes.

The normalized induced drag and pitching moment coefficients for the spanwise variation are shown
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in Figure 4.29b. The induced drag and pitching moment may not seem to converge at first glance, but
upon closer inspection, it can be seen that neither of both varies more than approximately 1.5% from
its final value. The variance throughout the domain could be explained by the kink in the trailing edge
of the main wing. The results may vary depending on how well the nodes align with the location of the
kink. Nonetheless, the results are considered converged throughout the entire tested domain within
98.5%.

4.6.2. Stability & Control

For the stability and control discipline, instead of the drag and pitching moment, the convergence of the
stability and control derivatives is investigated. This time a convergence criterion is set. The criterion
for measures of stability is that the discretization error should be smaller than the effect of changing
HTP and VTP size by 1%. For controllability, it should be smaller than the effect of changing control sur-
face size by 1%. To investigate the stability derivatives, the HTP and VTP surface areas are increased
by 1%. For the control derivatives, the elevator and rudder area are increased by 1%. Throughout
the convergence studies, the hinge line of both the elevator and rudder is located at 70% of the chord.
To increase the control surface area by 1%, the hinge line is relocated to 69.7%. Just like the other
stability and control derivatives, the results of the increased empennage and control surface area are
normalized with respect to the results of the finest mesh. The difference between these results and the
finest results is added and subtracted to and from the finest results to find an upper and lower bound
for each of the stability and control derivatives. The stability and control derivatives are considered
converged when each derivative is within its own lower and upper bound.

The results of the chordwise convergence study are visualized in Figure 4.30a, and Figure 4.30b for
the spanwise convergence study. The lower and upper convergence bounds for each derivative are
represented by the dashed line in the same color as the derivative. The stability derivatives are all
converged for the same number of nodes as is set in the AVL convergence study of the aerodynam-
ics discipline, both in chord- and spanwise direction. The control derivatives appear to require more
chordwise nodes to converge. Convergence only occurs at 20 chordwise nodes. All derivatives are
converged in spanwise direction for the entire tested domain. Based on these findings, combined with
the results of subsection 4.6.1, the final grid is set at 20 nodes in both chord- and spanwise direction
to find a balance between accuracy and computational speed.

4.7. Performance Discipline

The schematic representation of the performance discipline is shown in Figure 4.31. The input of the
discipline is visible on the left, again, while the discipline output is visible on the right. These inputs
need some operations to make them useful for the Breguet range equation.

First, the final weight is calculated as the sum of the operative empty weight without tail, empennage
weight, and payload weight as is shown in Equation 4.40. Note that the Breguet equation is designed
for weights in units of force (V). Although it is technically not correct, weights are expressed in units of
mass (kg) in this study. As a result, the masses are scaled by the gravitational constant, g, to obtain
the final weight in Newtons. Additionally, the specific fuel consumption, sfc¢, also needs to be scaled
by g since Equation 3.25 uses N/Ns as the unit for sfc. Often, like in this study, the specific fuel
consumption is expressed in kg/N's.

Wf =49 (OEWtailless + Wemp + Wpayload) (440)

The performance discipline estimates the fuel load required to cover the mission design range. Equa-
tion 3.25 is reordered so that the result is the initial weight as a function of the design range and the
final weight as is shown in Equation 4.41.

2
W, = (R lips’“’i”g x sfexcp,,. + \/Wf> (4.41)
2 QCLdes

The fuel weight required for the design range is calculated by subtracting the final weight and dividing
by the gravitational constant again, as can be seen in Equation 4.42.
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surface area size by 1%, evaluated with the highest-resolved mesh resolution.
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Figure 4.31: Input and output of the performance discipline.
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(4.42)
The performance discipline inputs can be divided into two categories: parameters that are constant
throughout the optimization and outputs of other disciplines. The values of some of these parameters
depend on the aircraft version at hand and are given in Appendix A. The air density, p, is taken at
cruise altitude for the performance calculations.

The specific fuel consumption depends on the propulsion system. The values for each propulsion
system in the APPU project are presented in Table A.5. The APPU version contains two separate
propulsion systems, the main engines and the APPU propulsor, and thus has two specific fuel con-
sumption values. As explained in subsection 4.2.6, the final specific fuel consumption is the weighted
average between the two based on the thrust fraction delivered by the APPU propulsor.

¢r4., and cp, . are outputs of the aerodynamics discipline, while the empennage weight, W,,,,, is
obtained from the weight discipline described in subsection 3.2.1.

4.8. Constraints

Constraints are used to guarantee that the empennage performs its main functions. As discussed in
subsection 3.2.3, this includes three functions: providing longitudinal and directional trim, stability, and
control. Stability can be divided into two separate categories: static and dynamic stability. Calculating
all the parameters required for the dynamic stability constraints that have been presented in subsec-
tion 3.2.3 is rather computationally expensive. Therefore, it is decided in subsection 3.2.3 to focus
solely on static stability.

The remaining constraints for static stability and control are gathered in four separate sets. These
include longitudinal static stability, lateral directional static stability, trim, and control. The set of con-
straints for longitudinal static stability is shown in Equation 4.43 [24, 28]. As discussed in subsec-
tion 3.2.3, the main requirement for longitudinal static stability is a negative pitching moment slope
with respect to the angle of attack. In addition, the static margin should be within a certain domain to
guarantee both enough longitudinal static stability and maneuverability.

Ci=Cp, <0 (4.43a)
Co=SM.<0.1 (4.43b)
Cs=S.M.>0.05 (4.43c)

Note that the requirement on the static margin is split into two separate inequality constraints. This
is because inequality constraints are considered active by optimization algorithms when their value is
negative. Since the static margin must be within a range with minimum and maximum values, it must
be separated into two inequality constraints. The set of constraints that guarantee lateral directional
static stability can be seen in Equation 4.44 [24].

Cy=Cn, >0 (4.44a)
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Cs=Cp, <0 (4.44b)

Cs=Cy, <0 (4.44c)

As presented in section 4.5, the design point for the stability and control coefficients is at approach.
That is, approach velocity, ground level atmospheric conditions, no fuel load, and full flaps extended.
In order to achieve longitudinal trim, the design pitching moment coefficient should be zero and the
design lift should be equal to the design weight of the aircraft during cruise. The design weight for
these trim constraints is at half fuel load, as presented in Equation 4.20.

The set of constraints that guarantees trim can be seen in Equation 4.45 [4, 24, 25]. The require-
ments for lift equilibrium, as well as maintaining longitudinal and directional trim, are each translated
into an equality constraint. For directional trim, it is important that the aircraft can be trimmed in case
one of the engines fails, as discussed in subsection 3.2.3. As a result, there is a constraint that dictates
that the maximum aerodynamic yawing moment at minimum dynamic pressure should be enough to
counteract the yawing moment created by one engine. The A320neo family uses the LEAP-1A engines.
It is used as the reference engine for the yawing moment, independent of the propulsion system of the
case in this study. The LEAP-1A engine produces a maximum thrust of 35,000lbf or 155,688 N per
engine [52]. The engines on the A321neo are mounted at 5.73m from the center line [46]. This means
that, at maximum thrust and one engine inoperative, a yawing moment, N, gine, Of 892,092Nm is gen-
erated. Note that the design point for maximum yawing moment is different from the design point for
the other trim constraints. The same approach conditions are applied for the maximum yawing moment
as for the stability derivatives, but at a sideslip angle of 25 degrees, as mentioned in section 4.5.

Lges — X
o, = Ldes = Waes _ (4.45a)
Ldes
Cs=Cun,..=0 (4.45Db)
Nmax - Nen ine
Co = —mar__“Tengine o (4.45¢)

Nmaa:

The control that the empennage provides over the aircraft can be measured as the elevator and rud-
der effectiveness. Minimum values that should be met by commercial aircraft have been presented
in subsection 3.2.3. Like the stability derivatives, the control derivatives are calculated at approach
conditions. This results in the final two design constraints that are shown in Equation 4.46 [32, 24].
Note that the units are changed from per radian to per degree.

Cio = Chs;, < —0.0035 (4.46a)

Ci1 = C;, > 0.004 (4.46b)

An additional constraint is introduced to control the absolute height of the HTP. The architecture is
used to optimize multiple aircraft configurations to assess the impact of various design changes. One
of these configurations excludes the use of a conventional empennage. This requirement is enforced by
an inequality constraint, Cyrp, which ensures that the absolute height of the HTP exceeds a specified
minimum. The constraint is defined in Equation 4.47, where Zyrp represents the absolute height of
the HTP and Z g7 p,min denotes the minimum required height. Note that this constraint is not included
in the design structure matrix of Figure 3.9 and 3.10, as only constraints related to trim, stability, and
control are represented there.

Z -7 ;
CHTP _ HTZHTPH’I‘“P,mzn (447)

To prevent division by zero and ensure numerical stability, Cyrp is defined to return a value of 1 when
Zyrp equals zero, thereby satisfying the constraint by default in such edge cases.
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Variable Lower Bound Initial Value Upper Bound Unit
HTP surface area 20 31 40 m?
HTP aspect ratio 3 5 75 -
HTP taper ratio 0.25 0.388 0.7 -
HTP leading edge sweep angle 20 32 40 °
elevator hinge line 0 0.47 1 -
VTP surface area 10 215 30 m?
VTP aspect ratio 1 1.755 25 -
VTP taper ratio 0.25 0.33 06 -
VTP leading edge sweep angle 25 40 50 °
rudder hinge line 0 0.303 1 -
HTP relative height 0 0 1 -
HTP relative set-back 0 0.3 1 -
HTP dihedral -10 5 10 °

Table 4.6: Initial values and bounds for the planform design variables.

4.9. Initial Design & Bounds

The initial design for the optimization can have a big influence on the result with gradient-based opti-
mization algorithms. Therefore, it is important to find a good initial design that preferably meets the
constraints. The APPU project uses the A321neo as the baseline, so it makes sense to use it for the
initial design as it is supposed to be close to the optimum and meet all the constraints. First, the design
variables of the empennage planform and airfoils’ initial values and bounds are discussed in subsec-
tion 4.9.1. Next, a small optimization study is performed to find the initial values for the HTP twist
distribution in subsection 4.9.2. Finally, an additional friction drag coefficient parameter is calculated in
subsection 4.9.3.

4.9.1. Empennage Planform & Airfoils

The initial values for the design variables are mainly based on the actual values for the empennage of
the Airbus A320 family [46]. Some design variables’ initial values are based on measurements done
by hand on technical drawings since more accurate data have not been found. The lower and upper
bounds of the design variables are determined based on an assessment of reasonable and practical
constraints, informed by engineering judgment. The initial values and lower and upper bounds for these
design variables can be found in Table 4.6.

Typically, symmetric airfoils are used for empennage designs. The initial values for the CST coefficients
of all airfoils of the empennage are based on the NACA 0012 airfoil. In order to limit the airfoil design
variables to shapes that are somewhat similar to a traditional airfoil but still offer freedom to the optimizer,
the upper and lower bounds are set at 80% and 120% of the initial value, respectively.

4.9.2. HTP Twist Distribution

The remaining design variables control the twist distribution of the HTP. The twist is determined by two
design variables: twist angle at the root and at the tip of the HTP. Between the root and the tip, the
twist varies linearly. The initial value of the twist angles is found from a separate aerodynamic shape
optimization study where the fuel and empennage weight remain constant. The only two design vari-
ables are the twist angles. The fuel weight is set at 16350kg, which is the fuel left in the tank at the top
of climb for the A321neo. The design point for the study is at half fuel load, so 8175kg is actually in
the tank. The empennage weight is determined by the Raymer equations for the initial values of the
remaining design variables. The objective of the optimization is the induced drag from AVL normalized
with respect to the induced drag for the initial design. Both twist angles are zero for the initial design
and can vary between -5 and 5 degrees. The main constraint that must be satisfied is C8, which states
that the pitching moment at the design point must be zero.

The results of the optimization study can be seen in Figure 4.32. The final values for HTP root and
tip twist are -1.48° and -0.48°, respectively. The pitching moment constraint is well converged; how-
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Figure 4.32: Aerodynamic optimization of the initial twist in the HTP. Empty bars in the bar graph mean that the variables are at
the lower bound and a full bars mean that the variables are at the upper bound. Design variable 1 and 2 are the root and tip
twist, respectively.

ever, the induced drag has to increase more than 2% compared to the initial design in order to meet
this constraint. The reduced twist angles increase the downforce generated by the HTP, which needs
to be made up for by an increase in lift from the main wing. Consequently, the induced drag increases
as well. Additionally, all inequality constraints are met as well, which makes for a good starting point
for the optimizations.

4.9.3. Friction Drag

AVL calculates only the induced drag and ignores other forms of drag. Therefore, a friction drag com-
ponent is added to the induced drag to obtain the drag coefficient at the design point, as described in
subsection 4.4.2. The value of the friction coefficient for this study is set such that the initial design for
the A321neo case results in a required fuel load of 16350kg to cover the design range, which has been
used for the baseline aircraft throughout the APPU project. The first step is to determine the total drag
coefficient required to obtain this fuel load. Therefore, the Breguet equation is reordered to the form
shown in Equation 4.48. The design lift coefficient is determined by the 8175k¢ fuel load at the design
point. The initial weight is the weight at top of climb, including 16350kg of fuel, and the final weight is
at approach, excluding fuel. All weights and the specific fuel consumption are expressed in Newtons.
The values of the remaining parameters are explained in section 4.7.

2CL,,. VWi — /Wy
PSwing SsfcxX R

Cp,..=2 (4.48)
The required total drag coefficient, Cp,, ., to obtain the target fuel load is 0.02402. The induced drag
coefficient, cp,, for the initial design is 0.01399. The friction drag coefficient, Cp,, is found by subtract-
ing the induced drag coefficient from the design drag coefficients, or 0.01003. The wetted surface area
is dependent on the empennage design, as it is found from the total surface area of the faces that make
up the aircraft compound described in subsection 4.2.6. The reference area of the wing is constant at
122.4m?. The friction coefficient for the initial design is found to be 0.001516 and remains fixed at this
value throughout the optimization process.



Results

The method outlined in chapter 3 and chapter 4 is applied to optimize four distinct configurations, aimed
at addressing the research questions. The resulting empennage designs for these configurations are
presented in section 5.1. Subsequently, a comparative analysis of the optimized designs is conducted
in section 5.2 to extract meaningful insights, followed by a discussion in section 5.3. Finally, a series
of validation studies is included in section 5.4 to assess the reliability of different components of the
methodology.

5.1. Configurations

A total of four different aircraft configurations are created to answer the research questions: the opti-
mized A321neo, APPU propulsion, APPU wing and propulsion, and APPU configuration. Three inputs
for the aircraft geometry distinguish these configurations: propulsion system, wing position, and em-
pennage position. An overview of the selected options for each configuration can be seen in Table 5.1.

The selection of the propulsion system influences the OEW, the center of gravity, and the specific fuel
consumption of the aircraft. Two different propulsion systems are used in these aircraft configurations:
the standard propulsion system of the A321neo with the LEAP-1A engines and the hybrid APPU sys-
tem. The APPU system increases the mass of the aircraft and shifts the center of gravity back, but
decreases the specific fuel consumption. The wing position can be set either at the standard A321neo
wing position or at the APPU wing position, which is shifted back 1.2 meters to cope with the shift in
center of gravity. The empennage is either positioned like the empennage on the A321neo or accord-
ing to the APPU requirements. In the case of the A321neo positioning, the empennage is positioned
such that the trailing edge of the VTP, or the HTP in the case of a conventional tail, is located at a fixed
distance from the fuselage tail. The APPU aircraft requires that no part of the fuselage intersects with
the propulsor plane. In the case of the APPU positioning, the most aft point of the empennage lines
up with the propulsor plane. When the APPU positioning is selected for the empennage, a non-zero
minimum empennage is selected in Cyrp such that no structural elements of the HTP intersect with
the hydrogen tank.

The optimized A321neo configuration aims to find an empennage design that is tailor-made for the
A321neo, instead of for an entire aircraft family. The APPU propulsion configuration is used to inves-
tigate the effect of the added weight on the empennage due to the addition of the APPU propulsion

Variable A321 Opt APPUP APPUW&P APPU
Propulsion system A321neo APPU APPU APPU
Wing position A321neo A321neo APPU APPU

Empennage position A321neo A321neo A321neo APPU

Table 5.1: Overview of the different configurations that are analyzed.
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(c) APPU wing and propulsion. (d) APPU.

Figure 5.1: Overview of the final geometry for each optimized configuration.

system. The APPU wing and propulsion configuration is used to inspect the effect of the wing repo-
sitioning on the empennage. The optimal empennage design for the APPU aircraft is found from the
APPU configuration.

5.2. Comparison

A visual representation of the final design for each configuration is given in Figure 5.1. All of the design
variables, except the CST coefficients, can be seen in Table 5.2. For each design variable, the variable
index, initial value, and final value for each of the configurations presented in Table 5.1 are given. The
same information for all of the CST coefficients is given in Table C.1. The convergence history, as well
as some more views of the optimized empennage geometry, are provided in Appendix D for each of
the aircraft configurations.

5.2.1. Surface Area

The surface area of the horizontal tailplane is reduced to the lower bound at 20m? for all of the configu-
rations except the APPU wing and propulsion configuration, where the final value is slightly above the
lower bound at 20.415m?. It is typically not desirable to have final values for design variables close to
their bounds. However, the lower bound for the surface areas is set with the use of AVL in mind. AVL
assumes lift increases linearly with angle of attack and does not model stall. In addition, it considers
only induced drag. Therefore, AVL could predict small wings at very high angles of attack that produce
equal amounts of lift at similar aerodynamic efficiency levels as normal-sized wings at moderate angles
of attack. To avoid this scenario, the lower bound for the HTP surface area is set at 20m?.

A similar reduction is visible for the surface areas of the vertical tailplanes. The VTP surface area
is significantly reduced for all configurations; however, not all the way to the lower bound. Note that the
optimized surface area of the VTP for the APPU propulsion configuration is approximately 3m? larger
than the optimized VTP surface areas for the other configurations. This is due to the additional weight
of the APPU system that is installed in this configuration compared to the optimized A321neo config-
uration. This additional weight is positioned at the rear of the fuselage, causing the center of gravity
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Nr. Variable Initial A321 Opt APPUP APPUW&P APPU Unit
1 HTP area 31.000 20.000 20.000 20.415 20.000 m?
2 HTP aspect ratio 5.000 7.380 5.170 7500 7.500 -

3 HTP taper ratio 0.388 0.372 0.367 0419 0.349 -

4 HTP LE sweep 32.0 33.5 30.4 33.0 20.0 -
5 VTP area 21.500 14.220 17.841 14.978 13.974 m?
6 VTP aspect ratio 1.755 2.008 1.881 2.046 2362 -

7 VTP taper ratio 0.330 0.288 0.300 0.323 0.295 -

8 VTP LE sweep 40.0 334 33.9 33.6 250 °
25 Root twist -1.476 -2.149 -1.260 -2.744 2177 °
26  Tip twist -0.480 -0.214 0.635 -0.542 -1.840 -~
27 Elevator hinge line  0.470 0.393 0.458 0.448 0420 -
28 Rudder hinge line 0.303 0.327 0.299 0.380 0.358 -
29 HTP height 0.000 0.000 0.000 0.000 0174 -
30 HTP set-back 0.300 0.292 0.197 0.387 0217 -
31 Dihedral 5.0 -10.0 -1.633 -10.0 -10.0 ~°

Table 5.2: Initial and final values of the design variables for all configurations.

to shift aft. This results in a decreased moment arm from the vertical tailplane to the center of gravity.
In addition, the main wing is positioned farther forward relative to the center of gravity for the APPU
propulsion configuration because the main wing is not repositioned. This increases the yaw instability.
To cope with this increased yaw instability with a reduced moment arm, the VTP surface area must
be increased. Shifting the main wing aft 1.2m, as is done for the APPU wing and propulsion, and the
APPU configuration, has a stabilizing effect on the yaw instability. Consequently, the surface area of
the vertical tailplane can be reduced again.

For the optimized A321neo configuration, a surface area of 20m? and 14.22m? are found for the horizon-
tal and vertical tailplane, respectively. This corresponds to a reduction of 35.5% and 33.9% in surface
area for the HTP and VTP, respectively. This supports the findings of Morris [6], who also found that
the empennage surface area of a larger aircraft within a family could be reduced significantly without
losing stability.

5.2.2. Twist Distribution

It can be seen in Table 5.2 that the twist at the root of the HTP is more negative than the twist at the tip
for each configuration. This helps create a more elliptical lift distribution, thus reducing the induced drag.
Furthermore, it can be seen from the twist angles that the shift in center of gravity due to the additional
weight of the APPU system reduces the required downforce generated by the HTP. The aircraft’s center
of gravity is in front of the aerodynamic center of the main wing. When the center of gravity shifts aft, the
distance to the main wing’s aerodynamic center is reduced, resulting in a reduced nose-down pitching
moment. Less downforce is required from the HTP to counter the nose-down pitching moment, leading
to less negative twist angles for the APPU propulsion configuration. There is even positive twist at
the root of the horizontal tailplane. Shifting the main wing aft 1.2m reverses this effect, increasing the
required downforce level from the HTP. Due to a reduction in the moment arm of the HTP, the required
downforce level from the HTP for the APPU wing and propulsion, and APPU configuration is slightly
higher compared to the optimized A321neo configuration. Therefore, slightly more negative twist is
required in the HTP for these two configurations.

5.2.3. Empennage Configuration

From the HTP height in Table 5.2, it is apparent that the optimizer aims to position the HTP as low as
possible. The HTP height is zero for all optimized configuration configurations except for the APPU
configuration. A HTP height of zero corresponds to a conventional tail. This is not allowed for the
APPU configuration since this would mean that structural elements of the HTP would intersect the
hydrogen tank. Therefore, a minimum height of 1m was set through the C'yp constraint. The optimizer
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Figure 5.2: Overlay of the empennage planforms of the final design for every optimized configuration and the initial design.

positions the HTP so that this constraint is just met for the APPU configuration, indicating that the
optimizer still tries to position the horizontal tailplane as low as possible or allowed. Therefore, a low
cruciform empennage is found to be optimal for the APPU configuration. The preference to position the
HTP as low as possible is also visible in the HTP dihedral for all optimized configurations, except the
APPU propulsion configuration. The dihedral for the other configurations is at the lower bound of -10°.
By introducing negative dihedral, or anhedral, the overall height of the horizontal tailplane is further
reduced. A more in-depth discussion on the HTP height is provided in subsection 5.3.4.

5.2.4. Planforms

Figure 5.2 shows the optimized planforms of both the horizontal and vertical tailplanes drawn on top of
the initial design. It is visible that the optimized planforms vary strongly from the initial design in some
aspects. There are also some clear differences between the different optimized configurations. All of
the optimized HTP platforms, except for the APPU propulsion configuration, have high aspect ratios.
From Table 5.2 it can be seen that the HTP aspect ratio is even all the way at the upper bound for
some configurations. This indicates that model prefers aerodynamic efficiency over structural weight.
The low aspect ratio observed for the APPU propulsion configuration may be attributed to the reduced
downforce generated by the HTP, which results from the more positive twist angles. Since the HTP
produces less downforce, the reduction in fuel mass due to the increased aerodynamic efficiency is
minimal compared to the other configurations. The increase in fuel mass due to the structural weight
penalty that comes with high aspect ratios outweighs the reduction due to the increased aerodynamic
efficiency. Therefore, the optimizer moves to a lower aspect ratio design for the APPU propulsion con-
figuration. A similar trend is visible for the vertical tailplanes, but less pronounced. All configurations,
except the APPU propulsion configuration, move to higher aspect ratios for the VTP compared to the
initial design. The VTP aspect ratio for the APPU propulsion configuration is slightly higher than the
initial design aspect ratio, but not much. The difference in VTP aspect ratio cannot be explained by a
difference in downforce levels. However, a possible explanation is that the structural weight penalty
becomes too large due to the increased VTP surface area for the APPU propulsion configuration com-
pared to the other optimized designs.

Another disadvantage of high aspect ratio wings, other than the structural weight penalty, is that they
suffer more from friction drag in reality. The increased aspect ratio decreases the mean aerodynamic
chord of the wing element. This in turn, reduces the Reynolds number and lower Reynolds numbers
correspond to higher friction drag coefficients. This effect is ignored in the friction drag model that is
applied in this study. Therefore, it is decided to validate the drag model by investigating the effect of the
aspect ratio on the required fuel load while comparing the current drag model with a flat plate friction
drag model. The flat plate drag model does take the Reynolds number into account. This validation
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study and its results are presented in subsection 5.4.1.

The optimal leading edge sweep angle for the horizontal tailplane does not appear to vary much from
the initial sweep angle for most configurations in Figure 5.2a. Only the heavily reduced leading edge
sweep angle for the APPU configuration’s horizontal tailplane seems to be drastically different from the
initial design. The values for the leading edge sweep angles can also be seen in Table 5.2. For the
APPU configuration, the HTP sweep is reduced to the lower bound of 20°. Such low sweep angles
are atypical for transonic aircraft. Normally, the position of the HTP root is fixed on the tail cone. As
a result, introducing sweep into the horizontal tailplane generally shifts its aerodynamic center aft. For
the APPU configuration, the empennage is positioned such that the trailing edge at the tip of the HTP
lines up with the propulsor plane. Since the location of the tip is constrained, reducing the sweep angles
shifts the root and aerodynamic center of the HTP aft. This increases the tail volume coefficient in turn.
One can see in Figure 5.2a that the trailing edge of the HTP tip for the APPU configuration indeed lines
up perfectly with the propulsor plane. This indicates that the HTP is positioned as far aft as possible
without intersecting the propulsor plane, which is only a requirement for the APPU configuration. The
moderate sweep angle for the other configurations could be the optimizer balancing placing the aero-
dynamic center aft and reducing structural weight.

The leading edge sweep angle of the vertical tailplane appears to be slightly reduced for most opti-
mized configurations in Figure 5.2b. It can be seen in Table 5.2 that the VTP leading edge sweep
angle is reduced from 40° to approximately 33° to 34° for all configurations, except the APPU configu-
ration. This change in sweep angle could be the optimizer balancing the structural benefit of low sweep
with the benefit of positioning the VTP aerodynamic center further aft by increasing sweep. Similarly to
the HTP sweep angle, the VTP sweep angle for the APPU configuration is reduced to the lower bound,
which is 25° for the VTP. This heavy reduction can be explained by the same reasoning as for the HTP
sweep reduction for the APPU configuration. However, the VTP trailing edge does not line up perfectly
with the propulsor plane. This could be either because the optimizer prefers to have the HTP and VTP
staggered, or because the optimizer did not find this optimum within the termination criteria. The results
for the APPU configuration should be treated with caution, as the sweep at the leading edge is below
the 29° critical sweep angle found in subsection 4.4.2. With a taper ratio lower than 1, this means that
the quarter-chord sweep angle is below the critical sweep angle as well. Therefore, transonic flow is
likely to occur at the given sweep angles. Additionally, wings with less sweep are more prone to stall,
which can be critical for the empennage.

5.2.5. Airfoils

Apart from optimizing the planforms of the horizontal and vertical tailplane, the goal of this study is to
optimize the empennage airfoils as well. However, it is not possible to optimize the airfoils of the verti-
cal tailplane with this architecture. AVL is used for the aerodynamic analysis, which neglects the airfoil
thickness and only models the camber line. The vertical tailplane always consists of symmetric airfoils
which have a straight camber line. Therefore, the optimizer was only given the freedom to adapt the
root and tip airfoils of the HTP.

Figure 5.3 shows the camber lines of the optimized airfoils both at the root and at the tip of the horizontal
tailplane drawn on top of the initial design camber lines. The amount of camber is in the range of 0.1%,
which is very little. Therefore, itis possible that these airfoil geometries and camber lines are the results
of random movement of the optimizer around the initial point instead of a true optimum found by the
optimizer. The initial design has NACA0012 symmetric airfoils at both the root and tip of the horizontal
tailplane. As a result, the camber lines for the initial design are straight. The camber lines for the
optimized configurations have more negative camber, or less positive camber, at the root compared to
the tip of the horizontal tailplane. This could help with a better spanwise lift distribution, but is more
likely due to random movement of the optimizer around the initial point. The final values for the HTP
CST coefficient and airfoil geometries for each configuration are presented in Appendix C. Note that the
optimizer does not move to thicker airfoils for the HTP. This is because the Raymer equations consider
only the thickness of the VTP. The thickness of the HTP has no influence on the empennage weight.
Therefore, there is no benefit for the optimizer to increase the HTP thickness.
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Figure 5.3: Overlay of the horizontal tailplane camber lines of the final design for every optimized configuration and the initial

design.

Output Initial A321 Opt APPUP APPUW&P APPU Threshold Unit
W tyel 16,350 15,800 12,890 12,950 13,080 - kg
Wemp 1,364 1,075 1,070 1,130 1,050 - kg
Cr,. 0.600 0.596 0.604 0.605 0.605 - -
Cp,.. 0.0240 0.0232  0.0236 0.0237  0.0239 - -
CiMa, 0.000 0.000 0.001 0.000 0.000 =0 -
Cu, -0.0879 -0.0677  -0.0488 -0.0697 -0.0709 <0 1/°
Cr., 0.0891 0.0852 0.0841 0.0847 0.0853 - 1/°
S.M. 0.987 0.795 0.580 0.822 0.831 [0.05,0.1] -
Cn, 0.00485 0.00422 0.00440 0.00434 0.00434 >0 1/°
CrLs -0.00435 -0.00405 -0.00437 -0.00417 -0.00422 <0 1/°
Cy, -0.00702 -0.00604 -0.00652 -0.00634 -0.00642 <0 1/°
Cn,.. 0.647 0.542 0.553 0.550 0.550 > 0.550 -
Ch;, -0.0589 -0.0457  -0.0425 -0.0476  -0.0513 < —0.0035 1/°
Cns, 0.0221 0.0186 0.0205 0.0190 0.0205 > 0.004 1/°
Qeruise 1.7 1.7 1.6 1.9 1.8 - °
Oapproach 11.7 12.0 12.7 12.9 128 - °

Table 5.3: Disciplinary outputs for initial design and all configurations. The threshold indicates the target range to satisfy the
trim, stability, and control constraints.

5.2.6. Disciplinary Outputs

The results of each discipline for the initial design and the final design of each configuration can be
seen in Table 5.3. Each optimized configuration has an additional element from the APPU aircraft
compared to the baseline. The first configuration is the optimized A321neo. The APPU propulsion
differs by the inclusion of the APPU propulsion system, resulting in a higher mass, shift in center of
gravity, and lower specific fuel consumption. The APPU wing and propulsion configuration implements
the main wing relocation to account for the shift in center of gravity. The APPU configuration adds the
geometrical constraints on the empennage.

The fuel weight is reduced for each configuration compared to the initial design. However, there is a
big drop between the optimized A321neo and APPU propulsion configuration. This is due to the addi-
tion of the APPU system, which has a lower specific fuel consumption compared to the main engines.
This results in lower fuel consumption to cover the design range. The increase in fuel weight between
the different configurations that use the APPU system can be attributed to a decrease in aerodynamic
efficiency. This is the increased downforce level on the HTP for the APPU wing and propulsion con-
figuration, and the less optimal empennage configuration and sweep angles for the APPU configuration.
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Due to the size reduction of the optimized empennages, the empennage weight is significantly re-
duced compared to the initial design. Two things are noteworthy. First, the empennage for the APPU
propulsion configuration is lighter than the empennage for the optimized A321neo and APPU wing and
propulsion configuration despite its larger size due to the increased VTP surface area. This may result
from its moderate aspect ratio compared to the high aspect ratio of the other two configurations. High
aspect ratio wings are slender and their structures are heavier. Secondly, the APPU configuration has
the lightest empennage of all the configurations despite its cruciform tail configuration, which is typically
heavier than conventional tails. This is due to its low sweep angles since adding sweep increases the
structural weight of wing elements.

It can be seen that the design lift coefficients for the optimized configurations are close to the design
lift coefficient of 0.600 for the initial design. However, the lift coefficient for the optimized A321neo
configuration is slightly below the initial design lift coefficient. This reduction is due to the reduction in
fuel weight, which also decreases the aircraft weight at the design point. The lift coefficients for the
configurations with the APPU propulsion system are slightly above the initial value. Their lower fuel
mass is countered by the added mass of the APPU engine and tank, resulting in a heavier aircraft.

From the design pitching moment, it can be seen that the aircraft is very well trimmed at the design
point. The maximum pitching moment coefficient for a configuration is 0.001. This is so small that it
is negligible. The static margin is outside the optimal range for all optimized configurations, which is
between 0.05 and 0.1 [28]. Constraint C, states that the static margin should be less than 0.1. The
constraint is deactivated for the optimization process. Higher static margins correspond to higher sta-
bility. The optimizer has not been able to meet this constraint within the design space. This is also
the case for the initial design. It is decided to omit C> for all configurations, to avoid penalizing the
optimized designs because the initial design is too stable. When Cs is included, the optimizer focuses
solely on trying to get the constraint deactivated and gives up on minimizing the objective. However,
reducing the HTP surface area has a positive effect on Cs. As a result, the optimized designs are closer
to the optimal range compared to the initial design. This supports the decision to remove constraint
Cs. A deeper discussion into the accuracy of these predictions for the static margin is presented in
subsection 5.3.5. All other stability and control derivatives are within the desirable domain for the initial
design and all of the optimized configurations. It is worth noting that the final design for the APPU
propulsion configuration is found to be stable despite the backward shift in the center of gravity without
the repositioning of the wing. A more in-depth discussion on this is provided in subsection 5.3.3.

5.3. Discussion

This section presents an in-depth discussion of several key findings that contribute to answering some
of the research questions. Furthermore, it elaborates on specific aspects of the results that merit
additional clarification or contextual explanation, offering a broader perspective on the implications and
limitations of the study.

5.3.1. APPU System Effect on Empennage Design

The primary objective of this study is to address the central research question: "Which implications does
the inclusion of an APPU system have on the optimal empennage design for a commercial aircraft?” To
evaluate the impact of the APPU system on empennage optimization, the empennage design of the op-
timized A321neo and APPU configurations are compared. Both optimized empennage designs share
certain characteristics, such as high aspect ratios and significantly reduced surface areas for both the
horizontal and vertical tailplanes compared to the baseline. However, notable differences also emerge.
For the APPU-equipped configuration, reduced sweep angles in the empennage are advantageous,
as they shift the aerodynamic center aft as much as possible without the empennage intersecting the
propulsor plane. Additionally, the HTP must be elevated for aircraft equipped with an APPU system to
prevent structural interference with the hydrogen tank. From the perspective of HTP positioning, a low
cruciform empennage is preferable over mid or high cruciform and T-tail empennage configurations to
position the HTP as low as possible.
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The impact of the additional weight introduced by the APPU system is assessed by comparing the em-
pennage designs for the APPU propulsion and optimized A321neo configurations. The APPU-equipped
configuration is heavier, exhibits a more aft center of gravity, and achieves a lower specific fuel flow
compared to the optimized A321neo, due to the integration of the APPU propulsion system. As dis-
cussed in subsection 5.2.4, the aft center of gravity shift reduces the pitching moment generated by the
main wing, thereby decreasing the downforce required from the horizontal tailplane to trim the aircraft.
Consequently, the HTP in the APPU propulsion configuration exhibits a more positive twist distribution
relative to that of the optimized A321neo configuration. An additional effect of the reduced downforce
level is the optimizer’s preference for structural efficiency over aerodynamic efficiency, resulting in a
more moderate aspect ratio. Furthermore, the aft center of gravity results in increased yaw instability,
necessitating a larger VTP surface area to ensure stability and enable trimming in the event of an en-
gine failure. The effect of repositioning the main wing can be seen by comparing the APPU wing and
propulsion configuration. Repositioning the main wing 1.2 meters aft counteracts these aforementioned
effects, leading to more negative twist angles in the HTP and a reduction in the required VTP surface
area.

To investigate the influence of the hydrogen tank and propulsor location on the optimal empennage
design, a comparison is made between the APPU wing and propulsion configuration and the full APPU
configuration. The only difference between these two configurations lies in the geometrical constraints
imposed on the empennage in the latter. Specifically, the empennage must not intersect the propulsor
plane, and the horizontal tailplane must avoid structural interference with the hydrogen tank. When
the empennage is constrained at the rear, as in the APPU configuration with a propeller, reducing the
sweep angles proves beneficial, as it shifts the aerodynamic center of the empennage as far aft as
possible. A more detailed explanation of this effect is provided in subsection 5.2.4. Furthermore, if the
HTP must be raised to avoid interference with components such as a hydrogen tank located in the tail
cone, a low cruciform tail is preferred, as it allows the HTP to be positioned as low as possible while
still meeting structural and spatial constraints.

5.3.2. Airfoil Optimization

The investigation into optimal airfoil geometries for the horizontal and vertical tailplanes yielded limited
results. Firstly, optimizing the VTP airfoils using AVL is not feasible, as the solver only models the
camber line and neglects airfoil thickness. Consequently, optimizing symmetric VTP airfoils, which
inherently have straight camber lines, is ineffective. Similarly, the optimization of HTP airfoils was
unsuccessful. The resulting airfoil shapes closely resemble the initial design, with minor variations likely
attributable to random perturbations rather than genuine optimization, as discussed in subsection 5.2.5.
A potential explanation lies in the airfoil parameterization method: each airfoil is defined by separate
sets of CST coefficients for the upper and lower surfaces, resulting in a dual-parameter definition of the
camber line. This may interfere with the optimizer’s gradient-based search process. Therefore, further
research is required, ideally employing solvers that account for airfoil thickness to enable more accurate
and meaningful airfoil optimization for empennage design. Such solvers could be panel methods or
hybrid approaches combining VLM with airfoil design tools like XFOIL.

5.3.3. Main Wing Repositioning

According to estimates from the APPU project, the main wing needs to be shifted aft by 1.2m to achieve
stability due to the rearward shift in the center of gravity. This study found that the APPU propulsion
configuration, featuring the shifted center of gravity but without repositioning the main wing, is sta-
ble. However, it is premature to conclude that repositioning the main wing is unnecessary. Stability
derivatives in this study are only evaluated at approach conditions. A comprehensive stability assess-
ment across the entire flight envelope would be required to draw definitive conclusions. Furthermore,
an aerodynamic analysis method with a higher fidelity level, particularly one that captures transonic
effects more accurately, is necessary to improve confidence in the stability predictions.

5.3.4. HTP height

All of the optimized configurations have the HTP positioned as low as allowed. This results in a reduc-
tion of the structural weight of the VTP and a reduction in fuel weight as a consequence. However,
it appears that AVL prefers to have the HTP positioned as low as possible from the reduction in dihe-
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dral for all configurations. The dihedral is at the lower bound for all configurations, except the APPU
propulsion configuration, which is coincidentally the configuration where the HTP produces the least
downforce.

In addition, despite having the lowest empennage weight, the APPU configuration does not have the
lowest fuel weight. This indicates that it suffers from reduced aerodynamic efficiency compared to the
other configurations with the APPU propulsion system. This is further supported when looking at the
design drag coefficient in Table 5.3. The design drag coefficient is increased by 2 to 3 drag counts com-
pared to the other configurations equipped with the APPU propulsion system. The relative changes in
lift coefficient are much smaller. This indicates again that positioning the optimizer as low as possible
is beneficial according to AVL. It is unclear at the moment why AVL appears to prefer this positioning,
as the HTP typically operates better further away from the main wing downwash. Therefore, more
research is needed into this effect.

5.3.5. Static Margin

The predictions for the static margin are more likely a systematic error than close estimates for the
static margin of the aircraft in reality. Three potential sources for this error are identified. First, there
could be a constant error in AVL's low-fidelity method. One possible explanation is the reduced tail
effectiveness due to the presence of shocks in reality [53]. Second, Equation 3.11 states that the static
margin should be evaluated at the most aft center of gravity. The static margin is evaluated at approach
in this study, meaning that there is no fuel onboard. Adding fuel shifts the center of gravity aft, therefore
decreasing the static margin. Finally, discrepancies between the AVL results and reality may arise
from inaccuracies in the modeled wing geometry. As detailed information on the airfoil profiles for the
A321neo is not publicly available, the wing model is based on estimates for the geometry. Therefore,
the neutral point can deviate from reality. The observed error is likely a combination of these three
factors. More research is necessary to be able to say how much each of these factors contributes to
the final error.

5.4. Validation

Two separate validation studies are conducted to assess key aspects of the optimization process. First,
the constant friction coefficient drag model is evaluated by comparing it to a more accurate flat plate drag
model across a range of empennage aspect ratios. Second, the vortex lattice method implemented in
AVL is validated against FlightStream’s panel method, which incorporates a transonic compressibility
model.

5.4.1. Aspect Ratio & Drag Model

As discussed in subsection 5.2.4, a validation study is necessary to assess the accuracy of the current
drag model, which assumes a constant friction coefficient. This model is compared to a flat plate drag
model that accounts for the increase in friction coefficient with rising aspect ratio. Both models are
evaluated across a range of aspect ratios for the horizontal tailplane (HTP) and vertical tailplane (VTP)
to examine their influence on the optimizer’s gradient search behavior.

Flat Plate Drag Model

The flat plate drag model decomposes the total drag at the design point into three components, as
shown in Equation 5.1. In this formulation, D,., represents the total design drag force, D; 4.5 the to-
tal induced drag force at the design point, Dy, the total friction drag on the empennage, and Dy, .
the friction drag on the remainder of the aircraft. The term Dy, encompasses friction drag from all
other components of the aircraft — including the main wing, fuselage, and engines — except the em-
pennage. The induced drag coefficient is obtained from AVL within the aerodynamics discipline, and
the total induced drag force is subsequently calculated using the standard drag equation presented in
Equation 5.2.

Ddes = Di,des + Dfe'rnp + Dfa/c (51)
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1
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D ges = §CDi,des PeruiseVeruise Swing (5.2)

The empennage friction drag is decomposed into a component resulting from the HTP and a component
resulting from the VTP. This distinction is necessary because the friction coefficient depends on the
mean aerodynamic chord, which differs between the two tailplanes. However, the same method is
applied to both and is therefore described only once here. To determine the total empennage friction
drag, the friction drag contributions from each tailplane are summed. The friction drag force for each
tailplane is calculated using Equation 5.3, where Dy, , and Stp...: denote the friction drag and wetted
area of the respective tailplane. The friction coefficient c¢; is determined using flat plate theory for
turbulent boundary layers. Cengel and Cimbala [54] provide an empirical correlation to estimate the
friction coefficient for turbulent flow over a flat plate, as shown in Equation 5.4. In this equation, Rerp
represents the Reynolds number for the respective tailplane, computed using Equation 5.5, where
MACTp is the mean aerodynamic chord and pi.,-.;se iS the dynamic viscosity at cruise altitude.

1
Dy = icfpcmisevc%’uiseSTP,wet (5-3)
0.074
Refp
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ReTP — Pcruise Mm % -e TP (55)

The final component of the total drag force is the aircraft friction drag, Dy, .. This component is cal-
ibrated such that the initial design requires a fuel load of 16,350kg to meet the design range. This
calibration approach mirrors the method used to set the constant friction coefficient value in the drag
model applied during optimization. The required drag coefficient is determined using the Breguet range
equation, based on the known lift coefficient, range, and fuel load of the initial design. The total design
drag is then computed using the standard drag equation under cruise conditions. To obtain the cali-
brated value for Dy, , ., the induced drag and empennage friction drag of the initial design are subtracted
from the total design drag. This yields a calibrated aircraft friction drag of 10.6kN. For any new design,
the variable induced drag and empennage friction drag are added to this constant aircraft friction drag
to determine the total drag. The overall drag coefficient is then calculated using the standard drag
equation, as shown in Equation 5.6.

2Ddes

CDges = b}
Pcruise ‘/cruise Swing

(5.6)

Aspect Ratio Sweep

The flat plate drag model is compared to the constant friction coefficient model by analyzing the fuel
load across a range of empennage aspect ratios. The results are presented in Figure 5.4. In the figure,
solid lines represent the constant friction coefficient drag model, while dashed lines represent the flat
plate drag model. The fuel weight is normalized for each configuration relative to the minimum fuel
weight obtained for that configuration using the constant friction coefficient model. It is important to
note that both the HTP aspect ratio (shown on the bottom axis) and the VTP aspect ratio (shown on
the top axis) are varied simultaneously. The range for both aspect ratios extends from their respective
initial values to the maximum optimized aspect ratio observed among all configurations.

From the results obtained using the constant friction coefficient drag model, it is observed that the APPU
propulsion configuration exhibits a neutral gradient, whereas the other optimized configurations display
a clear negative gradient. Since the SLSQP optimization algorithm follows descending gradients, it is
consistent that the optimizer maintains a moderate aspect ratio for the APPU propulsion configuration,
while favoring higher aspect ratio empennages for the other configurations. Furthermore, these find-
ings support Airbus’s selection of a moderate aspect ratio in the initial design, as it exhibits a similarly
neutral gradient to that of the APPU propulsion configuration.
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Figure 5.4: Effect of aspect ratio on the objective function for the constant friction coefficient drag model (solid) and the flat
plate drag model (dashed).

The results from the theoretically more accurate flat plate drag model show lower fuel weights for the
optimized configurations, which can be attributed to reduced friction drag. Since empennage friction
drag is proportional to the wetted area, the significant reductions in surface area for both the horizontal
and vertical tailplanes lead to a notable decrease in friction drag. In contrast, the initial design retains its
original surface areas, which explains why both drag models yield the results for the initial configuration
with its baseline aspect ratios. Despite the offset in absolute fuel load, the gradient trends are consistent
with those observed in the constant friction coefficient model. All optimized configurations, except for
the APPU propulsion configuration, exhibit negative gradients. The initial design and APPU propulsion
configuration, however, show a positive gradient rather than the neutral gradient observed with the
constant friction coefficient model. However, these positive gradients tend to flatten near the lower
bounds of the analyzed domain, suggesting the presence of a local minimum just beyond the tested
range. Consequently, this indicates that the resulting optimized configurations are likely to remain
similar regardless of which drag model is employed.

5.4.2. Cruise Performance & Trim

In order to validate the flight characteristics at cruise, the AVL results for the final design of each con-
figuration are compared with FlightStream simulations. In this case, the mesh is generated manually
using the FlightStream graphical user interface, rather than automatically via ParaPy. The mesh used
to validate the initial design is shown in Figure 5.5. This same mesh is applied to the main wing and
fuselage for the validation of the optimized configurations. Corresponding meshes are generated for
the optimized empennage geometries. These meshes are shown in Figure E.1 of Appendix E.

The same fluid properties used previously in the aerodynamics discipline, as described in subsec-
tion 4.4.1, are applied for the validation of cruise performance and trim. All other FlightStream settings
remain consistent with those listed in Table 4.2, with two exceptions: the convergence limit is reduced
to 1076 to improve numerical accuracy, and the wake size is increased to the default value of 1000%
in order to reduce computational run time. The angle of attack is set equal to the value obtained from
AVL for each configuration to ensure comparability of results. A turbulent boundary layer and viscous
coupling are once again enabled. Additionally, the transonic model is selected to evaluate aircraft per-
formance and trim under cruise conditions. The wake is terminated at the default downstream location.

A comparison between AVL and FlightStream results for the lift, drag, and pitching moment coefficients
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(b) Empennage close-up.

Figure 5.5: Mesh generated in FlightStream to validate the initial design.

Initial A321 Opt APPUP APPU W&P APPU
Solver FS AVL FS AVL FS AVL FS AVL FS AVL
e 1.726 1.726 1.663 1.663 1.583 1583 1.860 1.860 1.825 1.825
CLyos 0.465 0.600 0.450 0.596 0.440 0.604 0468 0.605 0.390 0.605
CDges 0.039 0.024 0.039 0.023 0.035 0.024 0.035 0.024 0.039 0.024
CM,,. -0.061 0.000 -0.021 0.000 0.013 0.001 -0.004 0.000 0.230 0.000

Table 5.4: Lift, drag, and pitching moment comparison at the design point between FlightStream and AVL.



5.4. Validation 75

at cruise for the initial design and each optimized configuration is provided in Table 5.4. As previously
noted, the FlightStream simulations are performed at the same angle of attack as that determined by
AVL to trim the aircraft at the design point. It is observed that the results for the APPU configuration
show relatively larger discrepancies between AVL and FlightStream compared to the other configura-
tions. In particular, the HTP generates significantly more downforce in the FlightStream simulation of
the APPU configuration. This is likely due to a suboptimal mesh where the HTP intersects with the
VTP, leading to local pressure peaks. The mesh on the empennage for the APPU configuration can be
seen in Figure E.1d. Consequently, the APPU configuration in FlightStream exhibits reduced total lift,
increased trim drag, and a pronounced nose-up pitching moment relative to the other configurations.
From the pressure distributions, it appears that the main wing produces less lift for the APPU config-
uration compared to the other configurations. This strengthens the reduction in lift significantly. The
pressure distributions for each configuration can be seen in Figure E.3 and E.4. Given the influence
of the mesh irregularities at the HTP-VTP intersection and the resulting pressure effects, the accuracy
of the FlightStream results for the APPU configuration is questionable. Therefore, this configuration is
excluded from further validation analysis.

For the remaining configurations, FlightStream predicts between 22.5% and 24.5% less lift compared
to AVL. This discrepancy can be partially attributed to the extension of wing elements to the center-
plane in AVL, which artificially increases the effective span and lift. The spanwise lift distribution for the
initial design at cruise, as predicted by both AVL and FlightStream, is shown in Figure 5.6. Although
AVL predicts slightly higher lift along the entire main wing span, it is evident that a significant portion of
the lift in AVL is generated near the fuselage centerline, beyond the physical extent of the wing in the
FlightStream model. Part of the reduced lift observed over the remainder of the wing in FlightStream
can be attributed to the decambering effects introduced by the viscous model. However, FlightStream
has not consistently demonstrated reliability throughout this study, and its lift predictions in these sim-
ulations remain questionable. If a target lift coefficient of approximately 0.6 were to be achieved using
FlightStream, the required angle of attack would likely fall outside a realistic operational range.

Additionally, FlightStream estimates higher drag levels than those predicted by the constant friction
coefficient drag model used during optimization. This suggests that the calibrated friction coefficient
employed in the optimization is underestimated relative to FlightStream’s more detailed viscous mod-
eling. In contrast, discrepancies in the pitching moment coefficients between AVL and FlightStream
are relatively minor, indicating that all configurations, excluding the APPU configuration, are close to
trimmed flight according to FlightStream.

Finally, examining the spanwise downforce distribution on the HTP for the initial design, it is observed
that the AVL predictions align very closely with those from FlightStream. However, the agreement is
less consistent for the optimized configurations, as shown in Figure E.2. This discrepancy is particularly
pronounced for the APPU configuration, where the elevated downforce predicted by FlightStream is
clearly visible, consistent with earlier observations.
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Figure 5.6: Spanwise lift distribution at cruise for the initial design according to AVL and FlightStream.



Conclusion

The primary objective of this study is to investigate how the optimal empennage design for an aircraft
equipped with an APPU system differs from that of an aircraft without such a system. For both con-
figurations, the optimal empennage is characterized by high aspect ratios and significantly reduced
surface areas for the horizontal and vertical tailplanes compared to the baseline. However, notable
differences arise in empennage configuration and sweep angles. For aircraft without an APPU system,
a conventional tail with moderate sweep angles proves to be optimal. In contrast, APPU-equipped
aircraft require a low cruciform tail to accommodate the hydrogen tank in the tail cone and benefit from
reduced sweep angles, which help shift the aerodynamic center aft without intersecting the propulsor
plane.

The A321neo serves as the baseline for this study. Its optimal empennage configuration is found to be
a conventional tail; however, the empennage is over-designed. The horizontal and vertical tailplane
surface areas can be reduced by 35.5% and 33.9%, respectively. The additional weight introduced
by the APPU system shifts the center of gravity aft. As a result, the horizontal tailplane is required
to generate less downforce, leading to more positive twist angles. This reduction in required down-
force causes the optimizer to prioritize structural efficiency over aerodynamic efficiency, resulting in a
more moderate aspect ratio. The vertical tailplane area needs to be increased to compensate for the
increased yaw instability. Repositioning the main wing reverses these effects, resulting in more nega-
tive twist angles and a reduction in vertical tailplane area. The low cruciform empennage configuration
and reduced sweep angles of an APPU-equipped aircraft are direct consequences of the hydrogen
tank and propulsor placement. The horizontal tailplane height is raised to the minimum level needed
to accommodate the hydrogen tank within the tail cone. The sweep angles are reduced to move the
empennage’s aerodynamic center as far aft as possible without intersecting the propulsor plane.

Not all research questions could be fully addressed. The current setup does not allow for effective opti-
mization of airfoil geometries. AVL's modeling of only the camber line makes it unsuitable for optimizing
symmetric profiles like those on vertical tailplanes. Additionally, the horizontal tailplane airfoils showed
limited variation from the initial design, likely due to the dual-parameter CST definition. FlightStream
proved infeasible for use in this study due to long run times and limited mesh robustness. In contrast,
AVL offered better performance for integration into the optimization loop. To make panel codes like
FlightStream viable in future studies, improvements in automated meshing and increased computa-
tional resources are necessary.

Finally, there are some recommendations for future work. Empennage airfoil optimization should be
explored using solvers that account for thickness effects, such as panel methods or hybrid approaches
combining a vortex lattice method with airfoil design tools like XFOIL. It is found that AVL prefers the
horizontal tailplane as low as possible for increased aerodynamic efficiency. It is unclear at the mo-
ment what drives this preference. Therefore, more research is needed into this effect. Three potential
sources for errors in the static margin estimates for this study are identified. How much each of these
factors contributes to the static margin errors should be further investigated.
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Parameters

Throughout the implementation of the method, certain parameters are required that are not controlled
by the optimization algorithm, but remain constant throughout the process. Two aircraft versions are
considered in this study: the standard A321neo and the APPU aircraft. Some general aircraft param-
eters are given in Table A.1. With the exception of the wing mean aerodynamic chord location, these
parameters are valid for both aircraft versions. The wing mean aerodynamic chord location is 22.78m
for the APPU aircraft since the wing is shifted back 1.2m. Table A.2 shows some aircraft and compo-
nent weights that are relevant in the method for each aircraft version. The centers of gravity that are of
interest for the method are given in Table A.3.

Two design points are considered throughout this study: cruise and approach. The corresponding at-
mospheric conditions and freestream velocity at cruise can be seen in the third column of Table A.4. At
approach, ground level atmospheric conditions are considered, as can be seen in the fourth column of
Table A.4.

Finally, the specific fuel consumptions that are required for the performance discipline are given in
Table A.5. It is estimated that 17.1% of the thrust would be delivered by the APPU propulsor during
cruise and the remainder by the main engines. This results in a total sfc of 1.262 - 10~5kg/N s for the
APPU version, according to the weighted average.

Parameter Symbol Value Unit
Wing span buwing 3391 m
Fuselage width at HTP F, 1.37 m
Wing mean aerodynamic chord MAC ying 429 m
Ultimate load factor Tult 3.75 -
Range R 7,400,000 m
Wing surface area Swing 122.4 m?
Single engine thrust Tengine 155,688 N
Wing mean aerodynamic chord location 2y 4¢,wing 2158 m
Engine location from center line Yengine 573 m

Table A.1: General aircraft parameters [46, 52].
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Weight A321neo APPU Unit
OEW 50,674 53,123 kg
Whrp 1,189 986 kg
Wyrp 415 409 kg
OEW pyselage 33,366 36,024 kg
OEWtailless 49,069 51 ,727 kg
Wpayload 25,000 25,000 kg

Table A.2: Aircraft and component weights [46, 55].

Center of Gravity A321neo APPU Unit
TCG,0FE 20.53 2176 m
TCG,HTP 42.60 4260 m
TCG, VTP 4213 4213 m
TCG,wing 20.67 21.89 m
TCG,0Efyseiage 19.41 2090 m
TCG, ker 19.075 20.295 m
TOG, hyd N.A. 40.16 m
TC@G, paylaod 19.722 19.722 m

Table A.3: Aircraft and component

centers of gravity.

Condition Symbol Cruise Approach Unit
Altitude h 11,277.6 0 m
Freestream velocity V 2334 71 mls
density p 0.410 1.225 kg/m?
pressure P 26,218. 101,325 Pa
temperature T 222.8 288.15 K
viscosity m 1.467-10° 1.812.10° Ns/m?
speed of sound a 299.2 340.3 m/s
Mach number M 0.78 0.21 -
Table A.4: Flight Conditions [56, 46].
Propulsion System Symbol Value Unit
A321neo SfCneo 1.573.10° kg/Ns
APPU main engines  sfcappu,main 1.425.10° kg/Ns
APPU propulsor sfcapruprop 47171 0% kg/Ns
APPU total sfcappu 1.262:10° kg/Ns

Table A.5: Specific fuel consumption for different propulsion systems [46, 57].



Automatic Mesh Overview

Figure B.1 Provides some more detailed close-ups of the automatically generated mesh shown in
Figure 4.21.
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HTP Airfoil Optimization Results

Table C.1 shows the initial and final values for the CST coefficients for each configuration. It can
be seen that the optimizer did not change the coefficients a lot. The maximum variance in a single
CST coefficient for one of the optimized designs compared to the initial design is approximately 5%.
However, most optimized coefficients do not vary more than 1% from their initial value. This is also
visualized in Figure C.1 where the optimized airfoils both at the root and at the tip of the horizontal
tailplane are drawn on top of the initial design airfoils. One can see that there appears to be little to no
change from the initial design in the airfoil geometry for both the horizontal tailplane root and tip for any
of the configurations.

Nr. Variable Initial A321 Opt APPUP APPUW&P APPU Unit

9  CSTurp,, 0.169 0.161  0.169 0170 0175 -
10 CSTurp,, 0.158 0152  0.162 0.160 0.165 -
11 CSTyurp,, 0.130 0.128  0.132 0.130 0.138 -
12 CSTurp,, 0.159 0.157  0.161 0.161 0.157 -
13 CSTurp,, 0.168 0.168  0.171 0173 0173 -
14 CSTyrp,, 0.158 0.155  0.160 0.161 0.158 -
15 CSTurp,, 0.130 0129  0.130 0130 0.130 -
16 CSTurp,, 0.159 0.157  0.159 0.153 0.159 -
17 CSTurp,, 0.168 0.168  0.168 0.170 0.167 -
18  CSTurp,, 0.158 0.158  0.159 0.157 0.157 -
19  CSTurp,, 0.130 0129  0.130 0128 0134 -
20 CSTyrp,, 0.159 0.158  0.160 0.162 0.166 -
21  CSTurp,, 0.168 0.161  0.164 0.169 0.165 -
22 CSTurp,, 0.158 0.152  0.155 0.154 0151 -
23  CSTyrp,, 0.130 0125  0.129 0127 0132 -
24  CSTyrp,, 0.159 0.154  0.159 0.156 0.159 -

Table C.1: Initial and final values of the CST coefficients for all configurations.

85



86

y/c[-]

y/c[-]

0.3 —— initial
——- A321 Opt
-:=== APPU P
0.2 -w=+ APPU W&P
....... APPU
0.1
°0 C >
_01 4
0.0 0.2 0.4 0.6 0.8 1.0
x/c [-]
(a) HTP root airfoil.
0.3 — initial
——- A321 Opt
-:=- APPU P
0.2 -w=+ APPU W&P
------- APPU
0.1
1 C >
-0.1 1
0.0 0.2 0.4 0.6 0.8 1.0

x/c [-]
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Figure C.1: Overlay of the horizontal tailplane airfoils of the final design for every optimized configuration and the initial design.



Convergence History & Geometries

The termination criteria for the four different optimization cases remain constant between different con-
figurations, with one exception. The objective tolerance is set at 1-10 for all configurations except the
APPU configuration, where it is set at 5-104. section D.4 provides a deeper insight into the reasoning
behind this. The constraint tolerance is set at 1.10- for each configuration, and the step size for the
gradient search is set at 5-1072.

All the constraints in this study are presented in Table D.1. C5 and C'; are not plotted in the constraint
convergence histories in this appendix. C is not plotted because it only applies to FlightStream as AVL
can match a target lift coefficient. An explanation for omitting C- is provided in subsection 5.2.6.

Name Constraint

Cy Cnm, <0

Cy S.M.<0.1

Cs S.M. > 0.05

Cy Cn, >0

Cs CrL, <0

Cé Cy, <0

C Ldei;‘/:/des -0
Cs Cm,., =0

Cy  Dmesgenaie >

Cio Ch;, < —0.0035
Ci1 CNM > 0.004

ZurPp—ZHTP,min

CHTP ZHTP.m,i,n

Table D.1: Overview of all the constraints.

D.1. Optimized A321neo

The first configuration is the optimized A321neo configuration. It has the same mass (excluding the em-
pennage), specific fuel consumption, wing position, and empennage position as the standard A321neo.
A summary of the optimization process for the baseline aircraft can be found in Figure D.1. The ob-
jective, which is the normalized fuel weight, decreases steadily until it stagnates at 0.966. This corre-
sponds to a reduction in fuel consumption of 3.4%. The final values for the design variables are shown
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in the bar graph at the bottom of Figure D.1. The bar graph represents the final values for the design
variables with respect to the upper and lower bounds. These bounds are presented in subsection 4.9.1
and 4.9.2.
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Figure D.1: Summary of the optimization process for the optimized A321neo configuration. Empty bars in the bar graph mean
that the variables are at the lower bound and a full bars mean that the variables are at the upper bound. The index of each
design variable can be seen in Table 5.2 and C.1.

The convergence of the constraints throughout the optimization process is visualized in Figure D.2.
The equality constraint Cs, which states that the pitching moment at trim should be zero, is plotted in
Figure D.2a. The inequality constraints are plotted in Figure D.2b. A description of the constraints can
be found in Table D.1. From the numbers of constraints violated at each iteration in the summary of
Figure D.1 and the convergence of the constraints in Figure D.2, it is clear that all the requirements for
stability and control are met with the final design. In addition, the constraint violations throughout the
optimization process remain relatively low.
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(a) Equality constraints. (b) Inequality constraints.

Figure D.2: Constraint values throughout the optimization process for the optimized A321neo configuration.

A visual representation of the final design of the optimized A321neo configuration is given in Figure D.3.
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(a) Side view. (b) Rear view.

(c) Top view.

Figure D.3: Resulting geometry for the optimized A321neo configuration.

D.2. APPU Propulsion

The second configuration investigated is called the APPU propulsion configuration. The difference with
the optimized A321neo configuration is the inclusion of the APPU propulsion system. As a result, the
mass, excluding the empennage, and the specific fuel consumption are equal to the tailless OEW and
specific fuel consumption of the APPU aircraft. The summary of the optimization process for the APPU
propulsion configuration is shown in Figure D.4. The normalized fuel weight plotted in the top-left graph
is reduced from 0.813 to 0.788. This is a relative reduction of 3.1%. Note that the objective value does
not start at 1 for the initial design. This is due to the reduced specific fuel consumption of the APPU
propulsion system, which results in a lower fuel load for the initial design. However, the fuel mass is
still normalized with respect to the fuel mass for the initial design with the A321neo propulsion system.
A graphic representation of the final values for the design variables is given by the bar graph at the
bottom of Figure D.4.

The constraint convergence for the APPU propulsion configuration can be seen in Figure D.5. The
equality constraint on the pitching moment at cruise is plotted in Figure D.5a, while the remaining in-
equality constraints are plotted in Figure D.5b. The definition of each constraint is given in Table D.1.
The number of constraint violations and the maximum violation at each iteration of the optimization pro-
cess are shown in the two middle graphs of Figure D.4. It can be seen that the aircraft is not trimmed
for the initial design. This is caused by the shift in weight and center of gravity as a result of the change
in the propulsion system. The optimizer is able to trim the aircraft after one iteration.

The final design of the empennage for the APPU propulsion configuration is visible in Figure D.6.

D.3. APPU Wing & Propulsion

The third configuration is the APPU wing and propulsion configuration. It differs from the APPU propul-
sion in the main wing position. The main wing is repositioned 1.2m aft to cope with the shift in center
of gravity. The optimization summary for the APPU wing and propulsion configuration is shown in
Figure D.7. The normalized fuel weight is minimized from 0.814 for the initial design to 0.792 for the
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Figure D.4: Summary of the optimization process for the APPU propulsion configuration. Empty bars in the bar graph mean
that the variables are at the lower bound and a full bars mean that the variables are at the upper bound. The index of each
design variable can be seen in Table 5.2 and C.1.
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Figure D.5: Constraint values throughout the optimization process for the APPU propulsion configuration.

final design, corresponding to a reduction of 2.7%. Note that the function value is increased in the first
iteration to bring the number of constraint violations down to zero. A bar graph with the final values for
the design variables is shown at the bottom of Figure D.7.

The convergence history of the constraints is shown in Figure D.8 with the pitching moment equality
constraint plotted in Figure D.8a and the inequality constraints plotted in Figure D.8b. The definitions
of all the constraints are given in Table D.1. The number of constraint violations and the maximum
violation are presented in the optimization summary in Figure D.7. The only constraint violated at the
initial design is the equality constraint on the pitching moment which is negative instead of zero. This
means that the aircraft is not trimmed at the initial design, but pitches nose down. The only inequal-
ity constraint that is violated during the optimization process is Cy, which states that the aerodynamic
yawing moment at the maximum sideslip angle during approach should be strong enough to counter
a one engine inoperative situation. No constraints are violated for the final design, indicating that the
aircraft meets all the stability and control requirements that have been set.
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(a) Side view. (b) Rear view.

(c) Top view.

Figure D.6: Resulting geometry for the APPU propulsion configuration.
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Figure D.7: Summary of the optimization process for the APPU wing and propulsion configuration. Empty bars in the bar
graph mean that the variables are at the lower bound and a full bars mean that the variables are at the upper bound. The index
of each design variable can be seen in Table 5.2 and C.1.

The final empennage design for the APPU wing and propulsion configuration is visualized in Figure D.9.
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Figure D.8: Constraint values throughout the optimization process for the APPU wing and propulsion configuration.

(a) Side view. (b) Rear view.

(c) Top view.

Figure D.9: Resulting geometry for the APPU wing and propulsion configuration.

D.4. APPU

The final configuration is the full APPU configuration. Compared to the APPU wing and propulsion con-
figuration, it takes the geometrical constraints on the empennage due to the installation of the APPU
system into account. These geometrical constraints on the empennage imply two limitations. First,
the empennage is positioned such that no part of the empennage intersects with the propulsor plane.
Second, the minimum height for the HTP in Cyrp is set to 1m instead of Om, as is the case for the
other configurations. The summary of the optimization process can be seen in Figure D.10. The nor-
malized fuel weight is reduced from 0.813 for the initial design to 0.800 for the final design. This is a
relative reduction of 1.6%. After two iterations, all constraint violations have been eliminated and the
optimizer starts looking for more optimal designs. Notice that the optimizer needed approximately two
to three times as many iterations as for the other three configurations. This is because of the lower
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objective tolerance of 5-10* for this configuration compared to the objective tolerance of 1-10 for the
other configurations. This lower objective tolerance is required to prevent the optimization process from
terminating after the second iteration.
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Figure D.10: Summary of the optimization process for the APPU configuration. Empty bars in the bar graph mean that the
variables are at the lower bound and a full bars mean that the variables are at the upper bound. The index of each design
variable can be seen in Table 5.2 and C.1.

The constraint convergence at each iteration of the optimization process is plotted in Figure D.11. The
only equality constraint, Cs, is plotted in Figure D.11a. It states that the pitching moment coefficient
should be zero at cruise. The remainder of the constraints are plotted in Figure D.11b. The definition
of each of the constraints in Figure D.11 is given in Table D.1. Looking at the number of constraint vio-
lations in Figure D.10, it can be seen that the optimizer is having more trouble eliminating the violations
compared to the other configurations. A maximum of three constraint violations is recorded at multi-
ple iterations. These violations include the pitching moment constraint Cs, the maximum aerodynamic
yawing moment constraint Cy, and the constraint on the HTP height Cyrp. However, the magnitude
of the violations appears to decrease with additional iterations, and no constraint violations are present
at the final design. This indicates that the aircraft meets all the stability and control requirements that
have been set for this study, as well as the minimum height of the HTP.

The final design of the APPU configuration can be seen in Figure D.12.
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Figure D.12: Resulting geometry for the APPU configuration.



(d) APPU.

FlightStream Validation

Figure E.1 shows the different FlightStream meshes for the optimized configurations. A suboptimal

mesh is present at the HTP-VTP intersection for the APPU configuration.

E.1. Empennage Mesh
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(c) APPU Wing & Propulsion.

Figure E.1: Empennage meshes on optimized geometries generated in FlightStream.
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E.2. Spanwise Lift Distribution

Figure E.2 shows the spanwise lift distributions for the optimized configurations. It is evident that Flight-
Stream predicts more triangular lift distributions on the HTP, whereas AVL produces more elliptical
distributions. The increased downforce level on the HTP for the APPU configuration is also clearly
visible and remains consistent with discrepancies noted in subsection 5.4.2.
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Figure E.2: Spanwise lift distribution at cruise for the optimized configurations according to AVL and FlightStream.

E.3. Pressure Distribution

Figure E.3 and E.4 present the top and bottom views of the pressure distributions for the different config-
urations. The elevated downforce on the HTP of the APPU configuration is again visible. Additionally,
the upper surface of the main wing in this configuration exhibits less negative pressure coefficients
compared to the other configurations, resulting in a reduction in lift generated by the main wing.
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Figure E.3: Top view of the pressure distribution from FlightStream simulations at cruise for each configuration.
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Figure E.4: Bottom view of the pressure distribution from FlightStream simulations at cruise for each configuration.
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