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Abstract
Ensuring the trustworthiness of autonomous systems and artificial intelligence is an important interdisciplinary endeavour. 
In this position paper, we argue that this endeavour will benefit from technical advancements in capturing various forms 
of responsibility, and we present a comprehensive research agenda to achieve this. In particular, we argue that ensuring the 
reliability of autonomous system can take advantage of technical approaches for quantifying degrees of responsibility and 
for coordinating tasks based on that. Moreover, we deem that, in certifying the legality of an AI system, formal and compu-
tationally implementable notions of responsibility, blame, accountability, and liability are applicable for addressing potential 
responsibility gaps (i.e. situations in which a group is responsible, but individuals’ responsibility may be unclear). This is a 
call to enable AI systems themselves, as well as those involved in the design, monitoring, and governance of AI systems, to 
represent and reason about who can be seen as responsible in prospect (e.g. for completing a task in future) and who can be 
seen as responsible retrospectively (e.g. for a failure that has already occurred). To that end, in this work, we show that across 
all stages of the design, development, and deployment of trustworthy autonomous systems (TAS), responsibility reasoning 
should play a key role. This position paper is the first step towards establishing a road map and research agenda on how the 
notion of responsibility can provide novel solution concepts for ensuring the reliability and legality of TAS and, as a result, 
enables an effective embedding of AI technologies into society.

Keywords Trustworthy autonomous systems · Human–agent collectives · Multi-agent responsibility reasoning · Human-
centred AI

1   Introduction

To develop and effectively deploy trustworthy autonomous 
systems (TAS), regulatory bodies are clear in suggesting 
that the behaviour of such systems should be monitored and 
controlled, such that potential violations of legal norms and 
societal values are avoided (Office for Artificial Intelligence 
2020; European Commission: The High-Level Expert Group 
on AI 2019). Confirming the need to focus on human-cen-
tred artificial intelligence (AI), the academic community 
argues that it is crucial to coordinate the behaviour of AI 

systems (Bryson and Winfield 2017; Rahwan et al. 2019), 
to ensure their compatibility with our social values (Russell 
2019; Ramchurn et al. 2021), and to design verifiably safe 
and reliable human–agent collectives (Jennings et al. 2014; 
Abeywickrama et al. 2019). Despite such a general agree-
ment, we still face sociotechnical challenges for embedding 
autonomous systems in society and, in particular, for ensur-
ing their reliability and legality. This work highlights these 
challenges, motivates their importance for safe and trustwor-
thy practice of AI, and argues that addressing challenges in 
ensuring the reliability and legality of autonomous systems 
benefits from formal responsibility reasoning methods.1

The need for ensuring trustworthiness of autonomous 
systems is known and well-argued in the literature (Muru-
kannaiah et al. 2020; Dignum 2019). However, as long as 
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we remain at an abstract level and merely discuss how TAS 
ought to behave (i.e. without clear instructions on potential 
ways to ensure trustworthiness), the gap will not be bridged 
and challenges for the practice of AI, and its embedding in 
society, will remain unsolved. Following Ramchurn et al. 
(2021), we argue that, to ensure trustworthiness in the design 
and development of TAS, we require novel operational tools 
to represent and reason about reliability and legality as two 
facets of trustworthiness in autonomous systems.2 In con-
trast to purely technical engineering-oriented perspectives 
on reliability as coherence of the system behaviour with 
its design goals, e.g. by Birolini (2013) and O’Connor and 
Kleyner (2012), we understand reliability of autonomous 
systems in relation to society as their context of application 
and, in turn, as a sociotechnical notion. This calls for meth-
ods that are, on one hand, expressive enough to capture the 
sociotechnical nature of TAS and, on the other hand, com-
putationally implementable. To address this gap, we argue 
that responsibility reasoning enables addressing open prob-
lems in assuring the reliability and legality of autonomous 
systems.3 The notion of responsibility and the use of formal 
methods to represent and reason about responsibility can 
play a key role, as they connect the social requirements and 
technical capacities of TAS. Responsibility models can act 
as a formal apparatus to model and reason about legality of 
behaviours and ethical consequences (social requirement of 
TAS) (Constantinescu et al. 2021; Yeung 2018), and as com-
putational tools for reliable coordination of tasks in multi-
agent settings (technical capacities of TAS) (Dignum 2019; 
Ramchurn et al. 2021; Yazdanpanah et al. 2020)

The rest of the paper is structured as follows: we first 
elaborate on conceptual connections between responsibil-
ity and autonomy, and discuss how responsibility reason-
ing supports the design and development of trustworthy 
autonomous systems (TAS). Then, in Sects. 3 and 4, we 
discuss how technical advancements in computational 
responsibility can address open challenges in ensuring the 
reliability and legality of autonomous systems. To that end, 
for each challenge, we discuss its importance, show the gap 
in existing work, and motivate the relevance and potential 

of responsibility reasoning methods for bridging the gap. 
Building on this foundation, Sect.  5 focuses on the devel-
opment of concrete research themes in an underdeveloped 
research area on responsibility research in autonomous 
systems. In Sects. 6 and 7, we conclude this position paper 
by showing how the proposed line of research relates to 
neighbouring domains and summarising its potentials for 
a safe and trustworthy embedding of autonomous systems 
in society.

2   Conceptual analysis: responsibility 
in and for TAS

There are various links between the notion of responsibility 
and the concept of autonomy (in autonomous systems). In 
principle, the relation between autonomy and responsibil-
ity (for a particular outcome) is as follows.4 Responsibility 
necessitates autonomy, as this is defined only for an agent 
with a level of autonomy (Braham and van Hees 2012; 
Champlin 1994). From the other side, autonomy is about 
the capacity of an entity to manifest its agency via perform-
ing actions, either communicative or physical (Searle 1989, 
1995), and thereby causing change in the environment to 
maximise its utility or reach its goals in an environment 
(Rao and Wooldridge 1999; Bratman 2007; Georgeff et al. 
1998; Dastani et al. 2003). Then focussing on the causal 
account of the notion of responsibility, agent A causing 
change and reaching outcome O in the environment indi-
cates “A’s responsibility for O”. The concept is also related 
to blameworthiness, but this is distinct from responsibility. 
In particular, “A is blameworthy for O” if A acted knowingly 
(Chockler and Halpern 2004). For instance, using the exam-
ple by Chockler and Halpern (2004), an underaged person 
can be responsible for killing her dad because of playing 
with a pistol but not necessarily blameworthy as she might 
not be knowledgeable about the harm that a pistol can cause.

Complementary to this, in multi-agent settings, the line of 
research on strategic responsibility and action-state seman-
tics (Bulling and Dastani 2013; Yazdanpanah and Dastani 
2016) focuses on the strategic capacities of agents or groups 
of agents with respect to eventualities in prospect. Here, the 

2  We follow Ramchurn et al. (2021); Jennings et al. (2014) and see 
trustworthiness in autonomous systems as a multifaceted concept. 
This work focusses on reliability and legality as two facets of trust-
worthiness in autonomous system and discusses how responsibil-
ity reasoning can contribute to these two aspects in Sects.  3 and 4, 
respectively.
3  As presented in Ramchurn et  al. (2021), establishing trustwor-
thy autonomous systems requires focussing on other aspects such as 
verifiability, security, safety and functionality but, in this work, we 
mainly focus on how responsibility reasoning methods can support 
reliability and legality of TAS as they directly relate to two forms of 
forward- and backward-looking responsibility, respectively (van de 
Poel, 2011).

4  Among various form of responsibility—first distinguished by Hart 
(1968) and further discussed by van de Poel (2011)—we are nei-
ther focussing on a particular form nor introducing a novel notion of 
responsibility. Our aim is to show how different notions of respon-
sibility can support addressing challenges in the design and devel-
opment of trustworthy autonomous systems. This is a call to the AI 
community to explore the capacities of the rich literature on respon-
sibility reasoning for addressing issues that are key to the widespread 
and socially acceptable deployment of autonomous systems.



AI & SOCIETY 

1 3

agents’ responsibility is formulated in terms of pre-condi-
tions as an ex ante notion.

On the other hand, Santoni de Sio and van den Hoven 
(2018) argue that, ultimately, it should be humans that are to 
remain in control of, and thus responsible for, relevant deci-
sions. However, it is important to realise that humans are not 
always in a position to reason about, and understand, what 
part in a system they are expected to ‘take over control of’ 
and at which appropriate moment. This is where responsi-
bility reasoning research is necessary to decide who, and to 
what extent, is responsible for the long-term behaviour of, 
or a specific decision made by, an AI system. By enabling 
AI-based autonomous systems to reason about potential 
responsibility-related issues (in prospect), they can minimise 
harmful consequences and ensure ethical and trustworthy 
behaviours. Such an expectation is unlikely from agents 
that are purely focussed on maximising efficiency-oriented 
indicators and that ignore different types of responsibility 
(from being accountable to legally liable) in their automated 
decision-making process.

Against this background, this position paper focuses 
on elaborating how different dimensions and notions of 
responsibility, as a sociotechnical concept (Yazdanpanah 
et al. 2021a), relate to, and can address, interdisciplinary 
challenges in the design, development and deployment of 
trustworthy autonomous systems.5 Our aim is not to develop 
a comprehensive philosophical account of responsibility 
challenges in autonomous systems but to focus on mapping 
some known challenges to sociotechnical approaches and to 
provide a research agenda on how sociotechnical notions of 
responsibility, responsibility quantification and the computa-
tional account of blameworthiness, accountability and liabil-
ity contribute to addressing these challenges. To that end, 
and due to the interdisciplinary nature of the open challenges 
presented here, we avoid going into the philosophical details 
and controversies. Neither do we delve into the specific tech-
nical requirements behind computational solution concepts. 
Instead, we redirect interested readers to the relevant litera-
ture throughout the discussion. Indeed, our main aim is to 
establish the research agenda on responsibility research for 
TAS by articulating the challenges to which responsibility 
reasoning methods have the opportunity to contribute.

To do so, the paper (1) identifies challenges in TAS reli-
ability and legality; (2) presents the type of responsibility 
models, theoretical frameworks and hypotheses that could 
lead to significant advances (theoretical, operational, etc.) 
and steps towards solutions for identified challenges; (3) 
explains related questions about responsibility in the field 

of AI; and (4) discusses how this research agenda relates to 
other neighbouring scientific domains.

3   Responsibility research for reliability 
of TAS

In principle, the forward-looking perspective on the notion 
of responsibility—in contrast to the backward-looking view 
(van de Poel 2011)—is focussed on eventualities as poten-
tial situations that may be materialised in future and analy-
ses how individual agents or agent collectives can or ought 
to affect such state of affairs in future (van de Poel 2011). 
For instance, consider how we might use responsibility to 
determine roles while planning a picnic. We say Alice is 
responsible for transportation and Bob is for preparing food. 
Hart (1968) refers to this form as task/role responsibility. 
Such a notion of responsibility is also applicable for ensur-
ing the reliability of TAS. To that end, ascription of respon-
sibilities needs to take into account the abilities of agents 
involved and their potential to complete tasks we allocate 
to them. If Alice is the name of an autonomous vehicle that 
is going to take care of transportation, we need to make 
sure that it is capable of completing the task in view of cir-
cumstances in the environment and in the presence of other 
agents. Roughly speaking, for a reliable TAS, we require 
effective responsibility ascription methods that are able to 
reason about the requirements and potentials of human and 
artificial agents as well as barriers in their environment. In 
this section, we elaborate on TAS challenges that call for 
novel responsibility reasoning research and discuss desirable 
requirements to be met.

3.1  Responsibility degrees as a base for resilience 
reasoning

Moving from AI systems in the lab towards real-life autono-
mous systems, e.g. in transportation and healthcare, reli-
ability of the systems and their ability to handle potential 
failures are key for social acceptance. Society will not accept 
the integration of autonomous vehicles unless they show 
the capacity to perform reliably and in a fault-tolerant man-
ner—e.g. see the EU Commission’s proposal to establish 
harmonised regulations on artificial intelligence, the “AI 
Act” (European Commission 2021; European Parliament, 
2021). Although system designers and manufactures ought 
to aim for optimal performance, they should also take into 
account how their systems handle failures. Are we putting 
in place resilience-ensuring mechanisms, e.g. by integrating 
some backup measures, such that a failure in one part of the 
system does not lead to a significant damage in the perfor-
mance of the whole system?

5  The initial ideas developed in this article were presented at the 
International Conference on Autonomous Agents and Multiagent Sys-
tems, AAMAS’21 (Yazdanpanah et al., 2021b).
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One should never expect that all the components in an 
autonomous system behave as expected, and so one has 
to put in place overarching methods to ensure reliability 
and resilience. For this, we can rely on formally verifiable 
responsibility reasoning methods (Chockler and Halpern 
2004; Yazdanpanah and Dastani 2016; Naumov and Tao 
2020). Following Chockler and Halpern (2004), we deem 
that the notion of responsibility can be a base for conceptu-
alising resilience and agree with Vardi’s call on the need for 
methods capable of analysing the tradeoff between efficiency 
and resilience in sociotechnical systems and for developing 
comprehensive models of resilient human–AI partnerships 
(Vardi 2020; Ramchurn et al. 2021).

In brief, resilience of a system increases if the agents’ 
degree of responsibility (for their task) is partial and no indi-
vidual agent has full responsibility meaning that they share 
responsibility to complete a task with some other agents. 
For instance, imagine a three-member multi-agent software 
system in which only agent A has the full responsibility with 
respect to updating a block/value (task responsibility). It 
means that, if A fails, no one is able to correct the problem. 
If the system was designed such that at least two (coordi-
nated) agents were responsible for updating the block/value, 
we would have some level of inefficiency, but responsibili-
ties would be distributed. In such a coordinated system, one 
can guarantee a certain level of resilience against potential 
failures. We propose further investigation on how differ-
ent formalisations of the notion of responsibility—e.g. the 
causal notion of Chockler and Halpern (2004) or the stra-
tegic notion of Bulling and Dastani (2013)—can be of use 
in different domains to ensure the resilience of autonomous 
systems.6 Then the main idea is to use responsibility degrees 
as a measure of resilience in autonomous systems7. And 
enabling resilience, in turn, promotes fault tolerance and 
reliability of autonomous systems and their trustworthiness 
from the users’ point of view.

In some contexts, we face a more complex situation where 
control is shared: two or more agents may simultaneously be 
exerting control of the system. This is what Flemisch et al. 
(2016) call shared control in human–machine teams. One 
should realise that, in future, it is likely that various active 
agents in a system may be designed/owned by different 
teams, for different objectives. This form of heterogeneity 
makes it more challenging to create a functional but resilient 
design. We formulate this challenge as the need for practi-
cal and provably sound degrees of responsibility to ensure 
system reliability and fault tolerance.

3.2   Accountability reasoning for task coordination

As discussed earlier, ensuring reliability and resilience, 
especially in heterogeneous teams, requires some form of 
coordination. Accountability reasoning, as a task-related 
form of responsibility (Yazdanpanah et al. 2021a) for failing 
to deliver an allocated task, can be applied to addressing the 
task coordination challenge in TAS. The challenge and open 
problem are due to the need for operational accountability 
ascription and task coordination methods in the organisa-
tional context of TAS. Here, the main idea is to allocate tasks 
to agents that are able to deliver them and are, in addition, 
accountable for doing so. This ensures a more reliable task 
coordination process in autonomous systems and promotes 
users’ trust in how a TAS handle complex tasks.

Acting in a coordinated manner will be particularly chal-
lenging in human–agent teaming. In human–agent collec-
tives, where human and artificial agents collaborate towards 
ensuring goals, it is crucial to put in place mechanisms 
for balancing the two decision-making types in what Jen-
nings et al. call flexible autonomy (Jennings et al., 2014). 
In essence, flexibly autonomous systems allow “agents to 
sometimes take actions in a completely autonomous way 
without reference to humans [type 1], while at other times 
being guided by much closer human involvement [type 2]”. 
In specific cases, e.g. in the aviation industry, where we have 
mature autopilot systems, the resilience of the human–agent 
system may be improved by allowing (some) agents to take 
over control from humans in the loop. In particular, we can 
argue that, in cases where an agent is more knowledgeable 
(i.e. has a higher level of observability), it is reasonable to 
allow the agent to lead the operation. Then the main problem 
is to understand.

This issue also relates to the notion of “interdepend-
ency” in co-active design (Johnson et al. 2014). In principle, 
Johnson et al. (2014) argue that in collaborative AI systems 
where humans and artificial agents form hybrid intelligence 
and act as a team, activities of participating actors are inter-
dependent. Here, interdependence refers to the set of rela-
tionships used to manage dependencies. By engaging in such 
relationships, the context of the activity now encompasses 

6  Discussing technical differences of these formalisations is beyond 
the scope of this position paper but, in brief, Chockler and Halpern 
(2004) model responsibility for an already materialised outcome 
using causal networks and how a set of events contributed to causing 
the outcome in question. The formalisation that Bulling and Dastani 
(2013) put forward is rooted in strategic agent-oriented logics (dis-
tinguishable from event-oriented perspective of Chockler and Halp-
ern (2004)) and models responsibility in terms of the agents’ capac-
ity to avoid an outcome. Both of these approaches allow reasoning 
about responsibility of agents for materialised outcomes (retrospec-
tively) while the latter is also expressive for modelling responsibil-
ity of agents for possible outcomes (prospectively). See Dastani and 
Yazdanpanah (2022) for a detailed analysis of different computational 
perspectives on responsibility modelling in AI systems
7  See Yazdanpanah and Dastani (2015) for methods to quantify 
group responsibility in multiagent settings. who is, and to what extent 
they are, accountable for the outcome of such decisions that are made 
under flexible autonomy.
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all parties involved as a single joint system and these rela-
tionships then define what is pertinent for common ground. 
Such forms of interdependency complicate assigning tasks 
and then accountability to individual actors. As a remedy, 
the co-active design method is proposed to enhance a reli-
able way of designing systems for such collaborations with 
features that enable (1) additional monitoring (to enhance 
mutual observability) functionalities, (2) agents taking over 
tasks from other team members (to improve resilience), (3) 
team members informing and directing other actors (to sup-
port mutual directability) based on insights in upcoming 
complications and (4) actors knowing how the collaborat-
ing actors work (to establish mutual predictability). Using 
this approach, it will be clear who is accountable for what 
task, at what stage of delivery, and give assurances to the end 
users that: “in a trustworthy autonomous system, if a failure 
occurs, accountability will not be voided and who to account 
for it can be determined at every point of operation”.

Another suggested way forward is to employ multi-agent 
organisation (MAO) models (Ferber et al. 2003; Horling 
and Lesser 2004; Santoni de Sio and van den Hoven 2018; 
van der Waa et al. 2020) and develop accountability ascrip-
tion methods for human–agent autonomous systems. Such 
methods are expected to be expressive to reason about task 
coordination, delegation, and shared control in TAS (Nor-
man and Reed 2000; Flemisch et al. 2016; Yazdanpanah 
et al. 2020).

3.3   Responsibility research for legality of TAS

In the generic sense of the term, responsibility is commonly 
understood as a backward looking notion with focus on 
reasoning about who should account for or be seen blame-
worthy for a situation. For instance, imagine a multi-agent 
system with three autonomous vehicles, two pedestrians, and 
one human-driven vehicle. After the occurrence of a crash in 
which some of these agents are involved, backward-looking 
responsibility reasoning is concerned with individuals or 
groups of agents who caused the crash, knew about ways 
to avoid it, or intentionally orchestrated the situation (e.g. 
by disrupting the communication system of the vehicles). 
While each of these groups are somehow responsible, they 
are responsible in different ways. An agent may be respon-
sible as its actions caused a situation but not blameworthy 
if it did the act with no knowledge of the consequence (Hart 
1968). The other form of responsibility is responsibility as 
liability. In essence, one is liable for a consequence if they 
found to be responsible for violating a regulative norm, e.g. 
for going over the speed limit where an established norm 
regulates the speed limit and determines a sanction for vio-
lating the norm. Note that, in this work, we abstract from 
contextual differences in various legal systems and how 

liability reasoning differs in the criminal and tort law, e.g. 
with respect to intentionality.

Here, backward-looking responsibility reasoning methods 
can be used as decision support tools for automated liabil-
ity determination in TAS. To be specific, we focus on their 
applicability for (1) addressing the so-called responsibil-
ity voids (Santoni de Sio and Mecacci 2021), defined as 
situations in which a collective is known to be responsible, 
but determining individuals’ degree of responsibility is not 
straightforward, and (2) developing sanctioning mechanisms 
that are applicable as a means to ensure the reliability of new 
forms of artificial autonomy.

3.4   Quantified degrees to address responsibility 
voids

Responsibility voids are well-studied situations in moral 
philosophy (Braham and van Hees 2011). If we allow agent 
groups to take an intentional stance, e.g. following Brat-
man (1993), then we face situations where a group is found 
to be responsible. How to distribute this responsibility and 
attribute it to individuals in the group (partially) can be a 
challenge in cases where the causal links between agents’ 
actions and the outcome are unclear, or when the distribu-
tion of knowledge among the agents is not fully known to 
the reasoner. For instance, imagine a scenario, adapted from 
McLaughlin (1925), where a traveller’s water canteen is poi-
soned by one enemy and then emptied by another one. We 
refer to both fellow travellers as enemies to clarify that their 
actions were intentionally aimed at harming the traveller 
in question. The traveller dies of thirst in the middle of the 
desert. For a judge who is reasoning about the case, it is 
clear that the two enemies are responsible as a collective 
but the extent and the degree of responsibility of each is not 
clear. In this case, the traveller would die even if one enemy 
avoided doing his respective action. Considering counter-
factual dependence as a necessity for building causal rela-
tion, and, in turn, considering causal relation as a necessity 
for seeing one responsible for an outcome, neither of the 
enemies is responsible for the death. This is a stranded case 
of the so-called responsibility void (Braham and van Hees 
2011), where linking collective to individual responsibility 
is a challenge.

Handling responsibility voids is even more challenging 
in mixed human–agent collectives (Jennings et al. 2014) 
with flexible autonomy in place. These are teams in which 
artificial agents sometimes make decisions with complete 
autonomy and sometimes operate under more control from 
humans. For instance, imagine a healthcare scenario where 
human surgeons are performing an operation in collabora-
tion with semiautonomous robots. For some tasks, as a part 
of the complex task of performing the whole surgery, robots 
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act with full autonomy, while for other parts of the process, 
humans are in control. Then, if the operation results in a 
failure, who is, and to what extent are they responsible for 
it? Does the answer differ from cases where a single surgeon 
handles the whole procedure? We formulate this challenge 
as the need for effective tools to distribute collective-level 
responsibilities into quantitative individual-level degrees of 
responsibility.

This motivates developing tools for ascribing responsibil-
ity to interconnected human–agent teams and then to assign 
degrees of responsibility to team members, considering that 
they may have acted in an asynchronous and uncoordinated 
manner. As the performance of such teams may involve con-
voluted processes, an act may be safe at a point in time but 
eventually forces the system to face an inevitable failure in a 
later stage. This necessitates developing tools to monitor and 
manage the history of events and keeping track of respon-
sibility trails at each stage, e.g. using provenance tracking 
methods (Ramchurn et al. 2016).

As we are faced with dynamic degrees of autonomy in 
TAS, we require contextualised methods that are able to 
ascribe responsibility dynamically. A way forward is to 
capture resource and cost dynamics (Alechina and Logan 
2020). Using such cost-aware methods, one can formulate 
degrees of responsibility based on agents’ control over the 
resources. In other words, responsibilities differ as the abili-
ties of agents (to cause or avoid harm) differs with respect 
to the control they had over different resources in different 
time periods.

3.5   Liability reasoning in view of new forms 
of autonomy

Over centuries, we established various measures to avoid, 
or nudge people to reduce, the violation of regulative norms 
and social values in societies. This includes mechanisms to 
impose sanctions on those liable for violating a norm. For 
instance, in the context of traffic law, if a vehicle is found 
to be the cause of an accident, the driver who is control-
ling the vehicle will be liable for the damage and face some 
sanctions. However, by giving more autonomy to artificial 
systems (such as autonomous vehicles), one cannot see them 
as object-like tools that merely follow instructions. To effec-
tively reason about liabilities in view of these new forms of 
autonomy, we need context-aware blameworthiness reason-
ing tools as a basis for effective liability measures to ensure 
the legality of TAS.

An autonomous vehicle is not receiving direct instruc-
tions. Thus, when collisions occur, a judge cannot simply 
apply “Qui facit per alium, facit per se”, who acts through 
another does the act himself (Conard 1948; Norman and 
Reed 2010) to see the owner as the only liable agent. Note 
that we are not motivating the idea to see an artefact as liable 

but to articulate the challenge of reasoning about liabilities 
when the only de facto agent who is in full control of the 
vehicle is not the driver. The control is shared; thus, it is rea-
sonable that any involved agent with a degree of autonomy 
takes a degree of liability if a failure occurs. This makes the 
process of liability reasoning complex as, in each and every 
case, the judge should take into account not only the motives 
and abilities of the drivers, but also those of the manufactur-
ers of some key elements of the involved vehicles, designers 
of decision-making components and infrastructure-related 
entities.

It is clear that introducing new forms of autonomy, the 
level of automation and the involvement of numerous (semi)
autonomous entities in each and every case result in cum-
bersome legal procedures. Note that declaring that the use 
of a particular system is legal is different from determin-
ing if a particular (legal-to-use) system caused an illegal 
behaviour. In principle, deriving whether using a product 
is legal depends on (and can be derived from) what a gov-
erning jurisdiction has chosen to declare legal. However, 
determining whether a particular autonomous system or an 
autonomous component of a human–AI system caused an 
illegal behaviour is not a straightforward procedure given 
new forms of non-human autonomous agents (Chesterman 
2021). A government could legislate that all autonomous 
systems are now legal (or illegal), but that is not sufficient 
without providing scalable methods to monitor their behav-
iour and tools able to distinguish sanctionable components 
for a liable behaviour. Capturing all actions and communica-
tions among components of autonomous systems will be an 
inefficient and resource-intensive task. To avoid that, formal 
methods for responsibility reasoning can be an important 
tool, as they allow identifying minimal features that are nec-
essary to be recorded for reasoning about different forms of 
responsibility (Yazdanpanah et al. 2021a). For example, if 
a crash among a couple of autonomous vehicles occurs, the 
main source for reasoning about liable bodies are log files 
and records stored in those vehicles and on the cloud. At that 
point, we require techniques to analyse such a large dataset, 
to use a formal responsibility reasoning method (rooted in 
the normative theory that the legal authorities are using), 
and to decide who is to what extent sanctionable for the 
crash in an automated manner. We argue that, for effective 
deployment of autonomous systems, it is neither effective 
nor efficient to rely on non-automated resource-consuming 
judiciary processes. Otherwise, we will automate transporta-
tion and manufacturing, but require much more capacities, 
in human labour, time and judiciary expertise, to judge each 
and every incident of failure. This is not an attempt for full 
automation of the judiciary system, but, in contrast, a pro-
posal to capture the capacities of non-human agents, inte-
grate them with social values and develop human-centred 
legal decision support tools for TAS.
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As a way forward, we call for the integration of human-
dependent behaviour enforcement methods (e.g. imposing 
limitations on resources) with mechanisms and coordination 
measures that are applicable to artificial agents. To that end, 
the literature on normative multi-agent systems (Boella et al. 
2006) offers methods for incentive engineering and norm-
aware mechanism design (Castelfranchi 1998; Bulling and 
Dastani 2016), techniques for sanction-based enforcement 
(Dell’Anna et al. 2020) and models for integrating social 
norms and ethical values into the governance of socio-
technical systems (Singh 2013). Such techniques provide 
a base for effective liability measures in view of new forms 
of autonomy in TAS. This perspective defends the idea of 
imposing sanctions, not to merely punish the agents, but 
with the overarching goal to nudge the behaviour of autono-
mous agents, and in turn the behaviour of the collective, 
towards contextual human-centred values.

4  Concrete research directions

In this section, we elaborate on three concrete domains of 
responsibility research with the potential to contribute to 
addressing the highlighted challenges. In each domain, we 
highlight open problems and solution concepts that relate 
to challenges we already discussed, and depict a research 
approach to support TAS.

4.1   Developing responsibility‑aware agents

In human societies, being responsible is conditioned on the 
capacity to reason and judge the consequences, as well as the 
awareness and knowledge of forward-looking responsibili-
ties that an individual ought to fulfil over time, e.g., as tasks 
and roles ascribed to her (Hart 1968). Such an awareness 
is also necessary to justifiably ascribe backward-looking 
blame, liability, and consequently punishment to agents. If 
we are expecting artificial agents to behave in a responsible 
way, it is natural to ensure that they are able to reason about 
different forms of responsibility.

We see the ability to reason about responsibilities as a 
meta-reasoning capacity. Here, meta-reasoning refers to the 
capacity of agents to reflect on their own reasoning (Cox and 
Raja 2011). While being able to analyse inputs and flexibly 
choose an optimal action with respect to the agent’s goals 
defines it to be intelligent (Wooldridge and Jennings 1995), 
we see responsibility reasoning as a meta-level capacity 
that requires the agent to be self-aware and possess (par-
tial) situation awareness (Dennis and Fisher 2020; Stanton 
et al. 2017). This enables the agent to be aware of and rea-
son about its own responsibilities and the responsibilities 
of other human/artificial agents in the environment. For 
instance, imagine an autonomous vehicle with the goal to 

reach to its destination as early as possible but also in view 
of responsibilities that may be assigned for its actions if 
harm is caused. The basic idea is that artificial agents would 
take into consideration the potential costs of being treated 
as accountable, e.g. to capture the risk that the performance 
of autonomous vehicles will not be evaluated only based on 
reaching to their destination as early as possible but may 
be discounted if harms for which they are accountable will 
emerge. This, in turn, will make the artificial agents more 
prudent, i.e. to prefer less risky conducts or to invest in strat-
egies designed to reduce uncertainties.

In this way, a responsibility-aware agent would be able 
to reason about the consequences of its available actions 
not only in view of its own goals but also with respect to its 
degree of responsibility for potential consequences. Note 
that, similar to human agents, such reasoning will be based 
on the agent’s limited knowledge and observability. Here, 
explainability of AI systems and opening the black boxes 
(Dubljevic´ and Racine 2014) is key for reliable responsi-
bility reasoning. In other words, the behaviour of AI agents 
should be interpretable—albeit to an extent that supports the 
privacy of entities they represent. Following Dignums’ pro-
posal for the so-called social agents (Dignum and Dignum 
2020), we envisage responsibility-aware agents operational 
in a social context to weigh their available actions according 
to responsibilities. This way, in addition to a traditional deci-
sion-making unit for evaluating the optimality of actions—
merely with respect to the agent’s goals—artificial agents 
require a meta-level unit to represent and reason about their 
degree of responsibility under different eventualities. By 
enriching agents with such a responsibility reasoning unit, 
the procedure of responsibility verification and evaluation of 
consequences will be integrated into agents’ decision mak-
ing and ascription of utility to available actions. Then, a 
responsibility-aware agent can update the utility attached 
to each action in view of responsibilities (e.g. by reason-
ing about the extent to which it will be seen as responsible 
for the violation of an established norm and the amount of 
sanction attached to such a violation). Further calculation of 
utility of the consequences can be the basis for the agent’s 
decision.

4.2   Developing responsibility reasoning tools 
operational under norm conflict

As discussed by Yazdanpanah et al. (2021a), ascribing liabil-
ity in autonomous systems is conditioned on the violation 
of norms and socially established values. This raises the 
challenge of how to determine liability when adhering to 
one norm results in the violation of another norm. When an 
agent violates a norm, e.g. by performing a prohibited act, 
they will be seen as a responsible agent for the violation 
and consequently liable for the caused harm only if they 
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had another option available. This is known in the literature 
on moral philosophy as the avoidance potential condition 
(Braham and van Hees 2012). In other words, if one had no 
option other than doing X, they can be seen as the cause of X 
but not morally responsible and liable for X and what doing 
X implies (in a social context). For instance, an autonomous 
vehicle with the option to swerve to a side and avoid a crash 
with a pedestrian can be seen as responsible if the crash 
occurs. Here, the vehicle is violating the norm that collid-
ing with pedestrians is prohibited by the traffic law. The 
challenge arises when the agent’s potential to avoid violat-
ing a norm results in the violation of another norm. What 
if swerving aside results in hitting another pedestrian? In 
principle, the vehicle has the potential to avoid hitting only 
one of the pedestrians by hitting the other one. Reasoning 
about the extent of responsibility of such an artificial agent 
is an open problem that requires computational methods for 
evaluating the importance and priority of norms and devel-
oping responsibility reasoning tools that are operational 
under norm conflicts.

Norm conflicts are dilemmatic situations where an 
agent’s compliance with one norm results in the violation 
of another (Michael and Anderson 1987). Such situations are 
not limited to conflicts between similar norms with explicit 
regulations (like our pedestrians’ case). The conflict can be 
between norms with different natures, e.g. the moral norm to 
deliver your tasks and the norm to comply with traffic regu-
lations. While, in human societies, we expect individuals to 
be able to reason about such tradeoffs and make decisions to 
the best of their ability, AI-based agents require tools to rea-
son about such aspects. Without such tools, they may simply 
prioritise the delivery of an insignificant task over the com-
pliance with a social norm and cause harm. Such conflicts 
may also occur in relation to preserving the privacy of users. 
For instance, an autonomous vehicle may rightfully follow 
its owner’s instruction and opt to keep some information, 
e.g. about its internal states and plans, private. This way, it 
complies with the norm to preserve the privacy of its user. 
However, such a conservative behaviour may avoid others 
from reaching the information required for avoiding a col-
lision. Such forms of norm conflicts are well studied in the 
legal context (Vranes 2006). However, how moral and legal 
principles for handling norm conflicts can be tailored to 
incorporate new forms of autonomy is still an open problem.

For instance, imagine an autonomous vehicle with a pas-
senger on board who urgently requires medical attention. 
Through the journey to the hospital, the vehicle is forced to 
choose between (in this case) two options: to keep its speed 
below the safe limit (which increases the chance of arriving 
late and causing harm to its passengers) or going above the 
speed limit (which violates safety norms). In this case, both 
options are normatively undesirable as they violate estab-
lished norms that expect the vehicle to avoid causing harm to 

the best of its ability. As discussed in Bonnefon et al. (2016), 
re-solving such situations and understanding how to ascribe 
responsibilities to the agents involved are crucial for ensur-
ing the reliability and safety of AI systems, and accordingly 
their embedding in society.

To address norm conflicting situations as a base for a 
justifiable responsibility ascription, we aim to develop norm 
ranking tools, rooted in argumentation theory (Modgil and 
Luck 2008) and value-aware norm selection methods (Serra-
mia et al. 2018).8 This way, we can formulate responsibility 
quantification techniques that capture not only one norm but 
a ranked set of norms. Note that the aim is not to establish 
a unique ranking but to consider various normative theo-
ries and provide a set of rankings. Indeed, the intention is 
not to work on developing novel normative ethics but to 
allow formalising them in a computer-interpretable language 
and enable AI systems to reason about and decide about 
responsibilities.

Thinking of a future in which AI technology is embed-
ded in our society, establishing agents’ avoidance potential 
is not only about the physical actions available to them, but 
also concerns what they knew at what time and what sorts 
of communicative actions were available to them. One can 
imagine that the knowledge of the predicament and norms is 
distributed, and any agent (partially) aware of the situation 
had the chance to contribute to avoiding the harm, and thus 
deserves a degree of liability. This calls for further investiga-
tions on how distributed situation awareness (Stanton 2016) 
relates to responsibility reasoning under norm conflict. To 
that end, formal behaviour verification techniques in com-
puter science can be used to evaluate if and why a rule (or 
a set of rules) was violated by an autonomous AI system, 
and whether (given the limitations of the system and uncer-
tainties in the environment) they could avoid the violation. 
We argue that, to make TAS legally align with rules and 
regulations, such a verification step needs to precede the 
responsibility ascription phase.

4.3   Developing hybrid responsibility 
learning‑reasoning tools

Moving from theoretical responsibility reasoning tools 
towards real-life applications necessitates capturing vari-
ous forms of uncertainty within the responsibility ascription 

8  For related computational methods to support representing and 
reasoning about norm conflict in multi-agent settings, see compu-
tational techniques rooted in deep learning and contract theory for 
identifying norm conflicts (Aires et al., 2017; Aires and Meneguzzi, 
2017), agent-based computational methods for resolving norm con-
flicts (Kasenberg and Scheutz, 2018; Kollingbaum and Norman, 
2004) and their application for handling inconsistencies in norm-reg-
ulated virtual organisations (Vasconcelos et al., 2007).
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process. Such uncertainties are not only on the side of 
agents, to whom we are aiming to ascribe responsibility, but 
also on the side of the “judging” agent who aims to ascribe 
responsibilities. Note that following the idea to integrate a 
responsibility reasoning unit into AI agents, as discussed 
earlier, an agent may play both roles: of being the actor who 
takes responsibility and also the judge who reasons about 
her own responsibilities as well as responsibilities of others.

The presence of uncertainties motivates the development 
of responsibility ascription tools operational under imper-
fect information. In other words, AI agents need to be able 
to reason about responsibilities given their own uncertain 
understanding of the world. In dynamic multi-agent set-
tings, the knowledge agents have about their environment, 
their own abilities and abilities of others is in most cases 
imperfect. This includes not only their knowledge about 
the consequence of the actions they perform, but also their 
understanding of established norms and sanctions attached 
to violating norms. Note that an agent’s knowledge affects 
different forms of responsibility differently. For instance, 
knowledgeably causing harm is crucial for liability ascrip-
tion but not necessary for causal responsibility (Hart 1968).

In dynamic settings, human agents have the capacity to 
learn about norms, and norm changes (Castelfranchi 2015), 
as the multi-agent system evolves and accordingly ought 
to reason about their responsibilities (e.g. for normatively 
undesirable situations). To have a smooth and effective 
embedding of AI into society, we need to enable AI agents, 
as well, to integrate their dynamic understanding and learn-
ing about the world into their responsibility reasoning pro-
cess. To capture such dynamics and model hybrid9 notions 
of responsibility, we propose the integration of norm-learn-
ing methods, e.g. Dell’Anna et al. (2020), with frameworks 
that allow combining symbolic and sub-symbolic features 
of the environment (Zhang et al. 2020). Such an integration 
allows learning and reasoning about the world in a dynamic 
fashion and formulating hybrid learned-reasoned notions of 
responsibility.

5  Positioning: complementary research 
avenues

In this section, we position our suggested research agenda 
and elaborate on relations to proposals focussed on neigh-
bouring domains. Our research agenda relates to recent 
proposals focussed on social agents (Dignum and Dignum 

2020), ethical multi-agent systems (Murukannaiah et al. 
2020) and the application of formal verification for ethical 
autonomous systems (Dennis et al. 2016). In the following, 
we elaborate on relations, differences and points where these 
neighbouring domains complement our approach to address 
challenges for establishing trustworthy autonomous systems.

In principle, Dignum and Dignum (2020) argue that the 
agent technology needs to incorporate social aspects, as an 
intrinsic component, to remain relevant for solving real-life 
problems. They argue for the importance of novel agent 
architectures that are aware of social values and have the 
capacity to reason about agents’ goals in view of the agents’ 
social relations. This follows the theory that sees intelligence 
as a social phenomenon defined, understood, and exhibited 
by an agent in relation to its society (Epstein and Axtell 
1996). Practically, what goals an agent selects to commit to 
follows its preferences and, in turn, such preferences reflect 
norms and values that the agent adopted from its surround-
ing social context. Our proposal to enable agents to reason 
about responsibilities and to use responsibility reasoning 
as a means for ensuring the reliability and legality of TAS 
focuses on a specific aspect of Dignum and Dignum’s social 
agents as being responsibility-aware agents. We argue that 
being aware of responsibilities of the agent itself as well as 
responsibilities of others (as discussed in Sect.  5) is a key 
step towards developing social agents. For instance, task and 
role relations are key in forming and maintaining agent soci-
eties where forward-looking responsibility notions, in terms 
of what an agent is able to deliver strategically, is a reliable 
notion for allocating tasks and organisational roles to agents 
(Yazdanpanah et al. 2020)

In a related research agenda on ethical multi-agent sys-
tems, Murukannaiah et al. (2020) argue that addressing ethi-
cal concerns related to the behaviour of AI systems requires 
multi-agent modelling of what ethicality means for a society 
of agents, methods to analyse such a notion in the multi-
agent context and finally tools to elicit it. Their focus on 
the need for methods to determine what is ethical (e.g. in 
terms of the behaviour of a sociotechnical system or a situ-
ation that may occur as a result of collective decisions in a 
multi-agent system) provides an input and is necessary for 
ascribing responsibilities in TAS. As discussed, ascribing 
responsibility to an agent is always in relation to a state of 
affairs. For instance, agent A or a group of agents G may be 
responsible for the occurrence of situation S or behaviour 
B. Then understanding whether S or B are ethically undesir-
able is crucial to determine whether the responsible agent 
A or agents involved in the responsible group G are to be 
sanctioned or seen as liable. To that end, the line of research 
suggested by Murukannaiah et al. (2020) is key for what we 
called liability reasoning in view of new forms of autonomy 
(in Sect.  4) and contributes to ensuring the legality of TAS.

9  Here, hybrid refers to cases in which learned norms are generated 
by a combination of observations and formal methods that are given 
a-priori. The hypothesis that justifies this research is that it is neces-
sary to build the cognitive capacity of an artificial agent to evaluate 
its own degrees of responsibility and plan actions accordingly.
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Finally, from a methodological point of view, reasoning 
about responsibilities in TAS requires verifiable techniques 
rooted in formal methods and system verification. The 
approach suggested in Dennis et al. (2016) uses a cogni-
tive model of agents and provides a method for task plan-
ning such that the AI system preserves some given ethical 
principles. Despite computational complexity issues (that 
are common for cognitive agent models), their approach is 
applicable for determining the ethicality and reliability of 
safety-critical systems, such as aircraft fleet or connected 
autonomous vehicles. It complements our suggestion to 
apply responsibility reasoning for ensuring the reliability of 
TAS. They consider the fact that an agent may not be able 
to avoid an ethically undesirable action and use a ranking of 
ethical principles to resolve this issue. This is an interesting 
approach that abstracts from the norm-level or action-level 
rankings, and focuses on a ranking on the high-level princi-
ples. We argue that ensuring the reliable and legal behaviour 
of TAS requires a more granular ranking (on the norm-level 
as suggested earlier) mainly because even within a principle, 
agents may need to prioritise among their personal norms 
(e.g. as values to preserve), organisational norms (e.g. as 
task to deliver) and social norms (e.g. as regulations to fol-
low). Another point of commonality is with our concern to 
ascribe responsibilities based on the concept of avoidance 
potential. We propose that Dennis et al.’s verification tools to 
reason about the ethicality of AI systems’ behaviour can be a 
base for reasoning about liabilities, as they can be integrated 
with logic-based methods, e.g. in Naumov and Tao (2020); 
Alechina et al. (2017), for reasoning about responsibilities.

6   Conclusion

The presented work highlights open challenges in reasoning 
about responsibility in autonomous systems and discusses 
how various notions of responsibility relate to reliability and 
legality of such systems. We presented three research themes 
focussed on the development of (1) responsibility-aware 
agents, (2) tools for responsibility reasoning under norm 
conflict and (3) hybrid responsibility learning-reasoning 
methods.

Developing responsibility-aware agents supports the idea 
that agents need to integrate potential responsibilities into 
their decision-making process. This promotes more prudent 
action choices, and supports trustworthiness of autonomous 
systems from the users’ point of view. Furthermore, to deter-
mine liabilities in real-life situations where norms and social 
values may conflict with one another, developing responsi-
bility reasoning tools—operational under norm conflict—
allows effective ascription of sanction and penalties to the 
involved agents. This ensures that, even under such norm 
conflicts, wrong-doing can be addressed in TAS and will be 

penalised proportionally. Finally, to capture inherent uncer-
tainties in different application domains, developing hybrid 
responsibility modelling tools allows combining data-driven 
models with logic-based techniques and, in turn, ensures that 
responsibilities will not be voided in TAS even in the case 
of high uncertainties.

In addition, we elaborated on methods and technical 
approaches that are applicable for investigating these open 
lines of research and linked them to related research ave-
nues. Crucially, we argued that responsibility research has 
the potential to contribute to the interdisciplinary endeavour 
on ensuring trustworthy autonomous systems and, in turn, 
to support an effective embedding of artificial intelligence 
technologies into society.
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