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alysis to bias reaction pathways in
out-of-equilibrium systems†

Michelle P. van der Helm, Tuanke de Beun and Rienk Eelkema *

Catalysis is an essential function in living systems and provides a way to control complex reaction networks.

In natural out-of-equilibrium chemical reaction networks (CRNs) driven by the consumption of chemical

fuels, enzymes provide catalytic control over pathway kinetics, giving rise to complex functions. Catalytic

regulation of man-made fuel-driven systems is far less common and mostly deals with enzyme catalysis

instead of synthetic catalysts. Here, we show via simulations, illustrated by literature examples, how any

catalyst can be incorporated in a non-equilibrium CRN and what their effect is on the behavior of the

system. Alteration of the catalysts' concentrations in batch and flow gives rise to responses in maximum

conversion, lifetime (i.e. product half-lives and t90 – time to recover 90% of the reactant) and steady

states. In situ up or downregulation of catalysts' levels temporarily changes the product steady state,

whereas feedback elements can give unusual concentration profiles as a function of time and self-

regulation in a CRN. We show that simulations can be highly effective in predicting CRN behavior. In the

future, shifting the focus from enzyme catalysis towards small molecule and metal catalysis in out-of-

equilibrium systems can provide us with new reaction networks and enhance their application potential

in synthetic materials, overall advancing the design of man-made responsive and interactive systems.
Introduction

Regulation of chemical processes by catalytic activity is crucial
to life. Metabolic pathways rely heavily on enzymes to catalyse
individual reaction steps and control complex reaction
networks. In contrast, deregulation of enzymes in signal
transduction pathways can have severe consequences for cells
and their organisms by generation of oncogenic signals and the
onset of cancer, e.g. for tyrosine kinase in acute myeloid
leukemia.1,2 Much of the complex functions in living systems
are encoded in out-of-equilibrium (bio)chemical reaction
networks (CRNs) and require an input of chemical fuel, which is
oen a high-energy bond molecule, like the phosphoanhydride
bond in ATP (adenosine triphosphate) and GTP (guanosine
triphosphate).3–7 Examples of such fuel-driven systems in
biology include the actin and microtubule protein lament
assembly which make up the cytoskeleton, histone acetylation
to regulate gene transcription and ribosomal protein biosyn-
thesis with aminoacyl-tRNA synthetases.8 All these biological
examples combine a fuel-driven system with catalysis to achieve
highly dynamic behaviour and control vital cellular processes.
niversity of Technology, Van der Maasweg
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At the basis of the above systems are out-of-equilibrium
CRNs, reaction networks consisting of at least two competing
reactions (product formation and degradation). Essential
properties of such systems are dictated by reaction kinetics
rather than thermodynamic stability and the products can only
be sustained in the presence of enough chemical fuel. The
transient state of the system will start to disintegrate when the
chemical fuel is depleted, whereupon it converts back to the
thermodynamic equilibrium state of the starting building
blocks. As in the biological examples above, the reaction
kinetics of the forward and backward reaction can be regulated
by catalysis, which in turn can have a large impact on the
behavior of the system. To illustrate this, in this work, we show
the kinetic modelling of a generalized fuel-driven system, where
catalysts are introduced to alter reaction kinetics, allowing
pathway biasing in an out-of-equilibrium system and shiing
between out-of-equilibrium steady states. Both batch and ow
systems are investigated, as well as feedback mechanisms. The
modelling results are illustrated using relevant literature
examples of catalytic out-of-equilibrium systems. Furthermore,
we conclude this article with directions for future research in
this eld. Noteworthy, we focus on the impact of catalysis on
reaction pathways governing these fuel-driven reaction
networks and less on the behaviour, function or application of
the transient product. For the latter we refer to a comprehensive
review from our group with the Boekhoven group,6 two other
reviews on application and design from the Boekhoven
© 2021 The Author(s). Published by the Royal Society of Chemistry
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group,9,10 a review from the Klajn group,11 a perspective from the
Prins group12 and a recent review from the Hermans group.13
Catalytic network regulation in fuel-
driven batch and flow systems

The majority of man-made fuel-driven systems makes use of
batch-wise fuel additions. A key control factor in these systems
is the supply of fuel. The amount of fuel added typically changes
the yield and lifetime of the transient product. With lifetime we
mean here the duration that the transient product is present in
signicant amounts, in other words the time it takes to bring
the system back to the thermodynamic equilibrium state. This
lifetime is directly affected by the presence of fuel. Since life-
time is not easily quantied, we calculate the half-life of the
active product and the t90, the time it takes to regenerate 90% of
the starting material (or have 10% of the product remain).
Although batch-wise additions have been mostly studied so far,
studying continuous supply of fuel can be very interesting.
Continuous chemical fuel supply can give rise to unusual
features, like oscillations, bistable switching or chaotic behav-
iour.5,14 Besides the fuel, introducing catalysts in an out-of-
equilibrium CRN to alter the reaction kinetics of the forward
or backward reaction can provide additional control elements.
Numerical simulations of reaction networks are not new,5,15 we
now apply this concept to elucidate the role of catalysis to bias
reaction network paths. Thus, in the current work, we estab-
lished two kinetic models (which are available as ESI†) based on
a minimalistic reaction network (Scheme 1), to be able to
compare the inuence of catalysis in batch and ow fuel-driven
systems. In this CRN, reactant (R) is converted into product (P)
by supplying chemical fuel (F1) and concomitantly generating
waste (W1). This formation reaction is catalysed by catalyst C1
with rate constant kcat1 and an uncatalysed background reaction
with constant k1. P is unstable and only transiently formed and
degrades again with reagent (F2), generating back reactant R
together with waste (W2). The degradation reaction is catalysed
by catalyst C2 with rate constant kcat2 and an uncatalysed
Scheme 1 Generic fuel-driven CRN, where both formation and degradat
supplying fuel (F1) and concomitantly generating waste (W1), catalysed b
reagent (F2), generating R and waste (W2), catalysed by C2.

© 2021 The Author(s). Published by the Royal Society of Chemistry
background reaction with constant k2. We assume that the
reactions are rst order in catalyst C1 and C2 and not take into
account any intermediate reaction steps, so only use the
essential rate determining steps (kcat).
Batch and CSTR non-equilibrium systems

Numerically solving this CRN in batch-mode gives rise to
proles of concentration over time of all species. Fig. 1A–D
shows the concentration proles as a function of time, when the
concentrations of C1 and C2 are kept equal. In the batch-mode
the fuel supply is nite and hence the non-equilibrium state is
of temporary nature, resulting in a transient prole of product P
and reactant R (Fig. 1B). Fuel (F1) and waste (W1) are quickly
interconverted into each other (Fig. 1C), whereas reagent (F2)
and waste (W2) interconversion is slightly delayed (Fig. 1D),
because the backward reaction only kicks in from the moment
product P is formed. Corresponding reaction rate and conver-
sion plots are given in Fig. 1E and F. At the start of the fuel cycle
the forward reaction dominates over the backward reaction
resulting in the net formation of product P (Fig. 1E). The
backward reaction reaches its maximum rate when the
concentration of product P is at its maximum. But as product P
is consumed again the backward reaction also quickly slows
down.

Changing the concentrations of C1 and C2 gives rise to
maximization of conversions and lifetime of transient product
P, as is apparent from Fig. 2A and B (for individual plots at
different catalytic conditions see ESI Fig. S1–S6†). Increasing
the C1 concentration leads to an increase in the maximum
conversion of R, whereas the opposite holds true for C2 and
a decrease in the maximum conversion is observed. Bringing
one of the catalyst concentrations to zero results in prolonged
lifetime of P (with no C2) (ESI Fig. S5†) or hardly any generation
of P (with no C1) (ESI Fig. S6†). Furthermore, the half-lives of the
active state P change upon catalyst variation (Fig. 2C and D).
The half-life values (Fig. 2C) are dened as the time it takes
when the maximum conversion is reduced by half. The corre-
sponding values of half the maximum conversion are provided
ion pathways are catalysed. Reactant (R) is converted into product (P) by
y C1. P is unstable and only transiently formed and degrades again with

Chem. Sci., 2021, 12, 4484–4493 | 4485
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Fig. 1 Numerical modelling output in batch-mode: (A) concentration of all species as a function of time. (B) Concentration of reactant R and
product P as a function of time. (C) Concentration of fuel F1 and wasteW1 as a function of time. (D) Concentration of reagent F2 and wasteW2 as
a function of time. (E) Reaction rates for product P formation and degradation as a function of time. (F) Conversion plot of reactant R. Initial
conditions: [F1]¼ 10mM, [W1]¼ 0mM, [F2]¼ 10mM, [W2]¼ 0mM, [R]¼ 5mM, [P]¼ 0mM, [C1]¼ 0.1mM, [C2]¼ 0.1mM and rate constants kcat1
¼ 10 mM�2 h�1, k1 ¼ 0.1 mM�1 h�1, kcat2 ¼ 10 mM�2 h�1, k2 ¼ 0.1 mM�1 h�1. N.B. in multiple out-of-equilibrium CRNs reagent F2 is the solvent
(e.g. water). Then, the rate equation becomes independent of the F2 concentration.
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in Fig. 2D. Increasing concentrations of both C1 and C2 reduce
the half-life of P (Fig. 2C). Without either one of the catalysts
present the half-lives are much larger, 4.84 h (only C1) and
10.34 h (only C2) (data not shown in plot). Overall, addition of
the catalysts increases the rates and with that the decay of
product P. Interestingly, when we look at the t90 (time to recover
90% of reactant R) in Fig. 2E, changing the concentration of
catalyst C2 seems to have more impact on the outcome of the
t90. Increasing catalyst C2 from 0.1 to 0.9 mM brings the t90
almost to zero, while variations in C1 have little inuence on the
same t90 value. This observation is in contrast with the
dependencies we found for the half-lives (Fig. 2C), where
a changing C1 concentration gives a larger change in the half-
life value. Noteworthy, when we switch off the uncatalysed
4486 | Chem. Sci., 2021, 12, 4484–4493
background reactions (ESI Fig. S7†) the behaviour of the half-
life and t90 for varying catalysts concentrations remains
almost unaltered, suggesting this is a general phenomenon.

Several experimental systems with behaviour that is broadly
described by this batch model, have been reported in the liter-
ature. This catalytic regulation to alter lifetimes and maximum
conversions mostly been realized using enzyme catalysis. For
instance, Ulijn and co-workers already in 2013 introduced
a non-equilibrium CRN where a-chymotrypsin catalyses both
the formation and degradation of a transient hydrogel.16 The
backward reaction was very sensitive to the protease concen-
tration, while the forward reaction showed little change upon
changing the catalyst concentration. Only the maximum gelator
conversion was slightly changed by using a lower catalyst
© 2021 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0sc06406h


Fig. 2 Numerical modelling output in batch-mode: (A) variation of catalyst C1 concentration from 0.1–1 mM. (B) Variation of catalyst C2
concentration from 0.1–1 mM. (C) Half-lives of the active state (P) for varying catalysts concentrations: C1 0.1–1 mM and C2 0.1–1 mM. (D) Half
value of maximum conversion (after maximum) for varying catalysts concentrations: C1 0.1–1 mM and C2 0.1–1 mM. (E) Time (t90) to get back to
90% of reactant R (or 10% left of product P) for varying catalysts concentrations: C1 0.1–1 mM and C2 0.1–0.9 mM. N.B. the first data point in
panels (C, D and E) coincide for C1 and C2. Conditions: [F1] ¼ 10 mM, [W1] ¼ 0 mM, [F2] ¼ 10 mM, [W2] ¼ 0 mM, [R] ¼ 5 mM, [P] ¼ 0 mM, [C1] ¼
0.1–1 mM, [C2] ¼ 0.1–1 mM and rate constants kcat1 ¼ 10 mM�2 h�1, k1 ¼ 0.1 mM�1 h�1, kcat2 ¼ 10 mM�2 h�1, k2 ¼ 0.1 mM�1 h�1.
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concentration. Hence, using just one catalyst for both forma-
tion and degradation seems to come at the cost of limited
control over individual reaction pathways. Next to proteases and
esterases,17, (de)phosphorylating enzymes are popular catalysts
in out-of-equilibrium systems.15,18–22Using different enzymes for
each path, for instance a kinase and phosphatase couple,
increases the level of control. Yet, using enzymes as catalysts
still faces major bottlenecks, such as limited long-term stability
under operational conditions and inhibition by generated waste
products. It is worth discussing that in contrast to the reaction
systems described above with two catalysts and two signicant
background reactions, enzyme catalysed CRNs oen have little
to no background reaction and the enzymes are essential to
make and break the transient product. In such a scenario, with
near zero rate background reactions, the simulated scenario
would still give similar concentration proles for equal
amounts of catalysts C1 and C2 (Fig. S8†). However, when also
the level of catalyst C2 is brought to zero the backward reaction
no longer takes place and the conversion of reactant R into
product P is the nal equilibrium state (Fig. S9†). In zero-rate
background reaction scenarios, the catalysts have complete
control over the behaviour of the system.

Compared to using biocatalysis, up to date only a few
examples of metal catalysis, organocatalysis and acid/base
catalysis have been reported.23–25 As an illustrative example,
Das and co-workers introduced a catalytic histidine moiety in
© 2021 The Author(s). Published by the Royal Society of Chemistry
a self-supporting hydrogel, exhibiting fuel-driven transient
stability and cooperative catalysis.26 The transient hydrogel was
generated by esterication of the carboxylic end group of lipid
functionalized histidine amphiphile precursors using a water-
soluble carbodiimide as chemical fuel in combination with
a p-nitrophenol nucleophile. A cooperative catalytic effect was
realized by the proximity of the imidazole group of histidine,
boosting the ester hydrolysis rate in the assembled state and
consequently the disassembly of the gel state. Overall, this
approach shows much resemblance with the enhanced GTPase
activity of microtubules in living systems. The analogy to
microtubules is also exemplied in follow-up works where the
system shows designed negative feedback from the assembled
structure, even harnessing temporal regulation of cross-
b amyloid network electronic properties.27,28 Although this
example from Das relies on organocatalysis, it is distinctly
different from the simulation described here, because the
catalyst (i.e. the histidine moiety) is integrated in the transient
product. In that way, precise and predictable control over the
yield of the transient product with the catalyst concentration is
not straightforward, although it does show fascinating feedback
control (vide infra).

Thus, with (two) catalysts participating in a non-equilibrium
CRN it is obvious that a higher degree of control can be achieved
over the maximum conversion and lifetime (i.e. half-lives and
t90) than with the fuel alone. The catalytic regulation is of
Chem. Sci., 2021, 12, 4484–4493 | 4487
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kinetic origin by alteration of the forward and backward reac-
tion rates. Yet, in batch-mode when the fuel reservoir is
exhausted the system reaches its equilibrium again and only the
supply of new fuel can bring the system in a non-equilibrium
state. Compared to these batch systems, supplying fuel in
a continuous manner can give rise to a higher degree of control
and for prolonged time.

Here, we demonstrate this by modelling the same reaction
network (Scheme 1) in a continuous stirred tank reactor (CSTR).
The catalyst concentrations can be varied to achieve different
non-equilibrium steady states. Fig. 3 illustrates the concentra-
tion proles of all species, when both catalysts are supplied in
equal amounts. For product P and reactant R a non-equilibrium
steady state is reached at around 1 h (Fig. 3B). Steady state
Fig. 3 Numerical modelling output in CSTR: (A) concentration of all spec
as a function of time (solid lines) and their steady states (dashed lines). (C)
and their steady states (dashed lines). (D) Concentration of reagent F2 a
(dashed lines). (E) Reaction rates for product P formation and degradation
[F1] ¼ 10 mM, [W1] ¼ 0 mM, [F2] ¼ 10 mM, [W2] ¼ 0 mM, [R] ¼ 5 mM, [P]
h�1, k1 ¼ 0.1 mM�1 h�1, kcat2 ¼ 10 mM�2 h�1, k2 ¼ 0.1 mM�1 h�1 and res

4488 | Chem. Sci., 2021, 12, 4484–4493
proles of both fuel and reagent (F1 and F2) are reached around
1 h as well, whereas the waste products (W1 andW2) reach their
steady state some time later around 4 h (Fig. 3C and D). Because
the fuel is supplied in a continuous fashion there is a contin-
uous net formation of product P (Fig. 3E), which results in
a continuous conversion around 30% (Fig. 3F).

Altering the catalyst ratios for this CSTR system changes the
steady states levels of the various species. Supplying high
amounts (1 mM and 0.1 mM) of either catalyst results in a fast
establishment of the non-equilibrium steady states (ESI Fig. S10
and S11†), while lower catalyst concentrations (0.1 mM and 0.01
mM) extend the time to reach steady state (ESI Fig. S12 and
S13†). Increasing [C1] relative to [C2] brings the steady state
conversion above 40% (ESI Fig. S10† – C1 1mM and C2 0.1 mM)
ies as a function of time. (B) Concentration of reactant R and product P
Concentration of fuel F1 and waste W1 as a function of time (solid lines)
nd waste W2 as a function of time (solid lines) and their steady states
as a function of time. (F) Conversion plot of reactant R. Inlet conditions:
¼ 0 mM, [C1] ¼ 0.1 mM, [C2] ¼ 0.1 mM, rate constants kcat1 ¼ 10 mM�2

idence time s ¼ 1 h.

© 2021 The Author(s). Published by the Royal Society of Chemistry
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or at 60% (ESI Fig. S12† – C1 0.1 mM and C2 0.01 mM).
Lowering [C1] relative to [C2] brings the conversion around 12%
(ESI Fig. S13† – C1 0.1 mM and C2 0.01 mM) or even below 10%
(ESI Fig. S11† – C1 0.1 mM and C2 1 mM).

Additionally, the catalyst concentrations can be altered in
situ (Fig. 4). An increase in catalyst C1 results in an upregulation
of the forward reaction and hence an increase in the steady state
level of product P (red/orange line – Fig. 4A). Conversely,
increasing C2 results in a downregulation of the net formation
rate and a decrease in the steady state level of P (red/orange line
– Fig. 4B). Over the course of the reaction up and down-
regulation of C1 or C2 can be performed sequentially to create
a temporary up or downregulated steady state of P (Fig. 4C and
D). Interestingly, the sequential up and downregulation
resembles the onset of a chemical signal, which terminates
again when the catalyst is removed from the reaction cycle. In
this way, catalytic regulation can provide a high degree of
control over the system.

In the literature, examples of continuous ow fuel-driven
out-of-equilibrium chemical reaction networks are less
common.5 Hermans and co-workers used an enzyme catalysed
approach with a fuel-driven out-of-equilibrium systems based
Fig. 4 Numerical modelling output in CSTR system with in situ catalyst c
and reactant R (blue line) as a function of time (solid lines) and their ste
constant. (B) Concentration of product P (red/orange line) and reactant
(dashed lines). C1 ¼ 0 mM constant and C2¼ 0 mM, 0.1 mM (50 h). (C) Co
a function of time (solid lines) and their steady states (dashed lines). C1
Concentration of product P (red/orange line) and reactant R (blue line) as
¼ 0 mM constant and C2 ¼ 0 mM, 1 mM (20 h), 0 mM (160 h). Inlet cond
5 mM, [P] ¼ 0 mM, rate constants kcat1 ¼ 10 mM�2 h�1, k1 ¼ 0.1 mM�2 h�

© 2021 The Author(s). Published by the Royal Society of Chemistry
on ATP-fuelled phosphorylation to switch between right-handed
and le-handed helix conformations of a peptide-
perylenediimide supramolecular polymer.15 They could ach-
ieve various non-equilibrium steady states in a membrane
reactor with a continuous ow set-up. Switching between steady
states was also realized with regulation of the amount of fuel,
but not with the catalysts, as xed concentrations of enzymes
were compartmentalized inside the reactor.

In continuous ow systems, in general not only the catalyst
concentrations can be tuned, but also the residence time is an
important design criterion. A shorter residence time decreases
the time needed to reach the steady states (ESI Fig. S14†), while
for longer residence times the steady states are reached later
(ESI Fig. S15†). However, because of the non-equilibrium
nature, there is an optimal residence time for reaching
a maximum level of the product steady state. In Fig. 5 the steady
state concentration of product P is plotted versus the residence
time. For a system without backward reaction, increasing the
residence time will keep increasing the steady state concentra-
tion (blue symbols – Fig. 5A). Yet, for a non-equilibrium system,
where the product is also degraded at the same time, an
optimum in residence time is observed (red/orange symbols –
oncentration change: (A) concentration of product P (red/orange line)
ady states (dashed lines). C1 ¼ 0 mM, 0.1 mM (50 h) and C2 ¼ 0 mM
R (blue line) as a function of time (solid lines) and their steady states
ncentration of product P (red/orange line) and reactant R (blue line) as
¼ 0 mM, 1 mM (20 h), 0 mM (160 h) and C2 ¼ 0 mM constant. (D)
a function of time (solid lines) and their steady states (dashed lines). C1
itions: [F1] ¼ 10 mM, [W1] ¼ 0 mM, [F2] ¼ 10 mM, [W2] ¼ 0 mM, [R] ¼
1, kcat2 ¼ 10 mM�2 h�1, k2 ¼ 0.1 mM�1 h�1 and residence time s ¼ 1 h.
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Fig. 5 Residence time variation vs. the steady state concentration of product P: (A) uel cycle with equal catalysts concentrations (red symbols) vs.
no backward reaction present (blue symbols). (B) Fuel cycle with varying catalysts concentrations: equal catalysts concentrations C1 ¼ C2 ¼
0.1 mM (blue symbols), catalyst C1 1 mM > catalyst C2 0.1 mM (red symbols) and catalyst C2 1 mM > catalyst C1 0.1 mM (yellow symbols). Inlet
conditions: [F1]¼ 10mM, [W1]¼ 0mM, [F2]¼ 10mM, [W2]¼ 0mM, [R]¼ 5mM, [P]¼ 0mM, [C1]¼ 0.1/1mM, [C2]¼ 0.1/1 mM, rate constants kcat1
¼ 10 mM�2 h�1, k1 ¼ 0.1 mM�1 h�1, kcat2 ¼ 10 mM�2 h�1, k2 ¼ 0.1 mM�1 h�1 and residence time variation from s ¼ 0–10 h. N.B. for no backward
reactions, the rate of the catalysed and uncatalysed backward reactions were set to zero.

Scheme 2 Generic fuel-driven CRN with (un)catalysed formation and
degradation reactions and an additional procatalyst activation by
product P. Product P catalyses the formation of catalyst C2 and waste
W3 from procatalyst proC2. Product P is thus responsible for an
acceleration of its own degradation.
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Fig. 5A). The height of this optimum can be altered accordingly
by changing the catalyst ratios (Fig. 5B).

Feedback regulation

Biasing of pathways in a CRN using two separate catalysts offers
a high level of control under batch and ow conditions. Yet,
inclusion of additional feedback elements can make the system
even more adaptive. Feedback loops are a powerful strategy in
cell regulation and used in, amongst others, gene transcription
processes and maintenance of protein concentrations levels. A
negative feedback speeds up the response to an activating input
and steady state levels can be reached more quickly. This way,
feedback elements are useful for the protection of cells from
perturbations and make them robust towards environmental
changes.8 Incorporation of feedback elements in synthetic
materials can mimic cellular homeostasis and ultimately have
a huge impact on biomedical designs, such as medical
implants.29–31

Functionalities like oscillations and bifurcations, oen
found in non-equilibrium systems, are in essence composed of
simpler network motifs combined with positive and negative
feedback loops.7,32 A classic example of a bistable system and
the basis of some oscillatory systems is an autocatalytic reaction
in a CSTR.33,34 Due to the inherent non-linearity the system
shows hysteresis in the reactant efflux vs. feed rate.35 Illustrative
examples of oscillatory CRNs with integrated feedback elements
come from the hands of Semenov, Huck and Whitesides.5,36

Specically, Semenov and Whitesides designed a system based
on thiol chemistry, whereas Semenov and Huck used enzyme
activation and inhibition to arrive at a dynamic oscillatory
system. Both systems feature an autocatalytic reaction (positive
feedback) and an inhibition reaction (negative feedback) in
a CSTR.

Here, to illustrate how a simple feedback loop can be
incorporated in this generic fuel-driven CRN, we add an addi-
tional reaction step (Scheme 2 – reaction in maroon colour).
Instead of having both catalysts C1 and C2 from the beginning
4490 | Chem. Sci., 2021, 12, 4484–4493
in the reaction mixture, we introduce an inactive procatalyst37–39

for C2, which can be converted into the active catalyst C2 and
a waste product (W3). This activation is catalysed by product P
itself. In this way, product P is responsible for an acceleration of
its own degradation, which creates an extra negative feedback
element. In Fig. 6 the concentration proles over time are given
for all the species (A), the catalyst species (B), reactant R and
product P (C), fuel F1 and waste W1 (D) and reagent F2 and
waste W2 (E). Catalyst C2 is generated from proC2 (Fig. 6B) and
both species reach a steady state around 2 h. Because of the
increase in C2 over time, product P (and reactant R), show(s)
a bump in the concentration prole. At rst the concentration
of P increases rapidly because its degradation is limited due to
a low C2 concentration. However, as more P is generated also
more C2 is generated and hence the concentration of P starts to
© 2021 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Numerical modelling output in CSTR with procatalyst activation by product P: (A) Concentration of all species as a function of time. (B)
Concentration over time of the catalyst species: C1, C2 and proC2. (C) Concentration of reactant R and product P as a function of time (red and
blue solid lines) and their steady states (red and blue dashed lines). The light blue and yellow line represent the scenario without feedback
(without proC2, but 0.25mMC2 from the start), while the dark blue line and dark red line give the outcome of the scenario without feedback and
without C2 (0 mM from the start). (D) Concentration of fuel F1 and waste W1 as a function of time (solid lines) and their steady states (dashed
lines). (E) Concentration of reagent F2 andwasteW2 as a function of time (solid lines) and their steady states (dashed lines). Inlet conditions: [F1]¼
10 mM, [W1] ¼ 0 mM, [F2] ¼ 10 mM, [W2] ¼ 0 mM, [R] ¼ 5 mM, [P] ¼ 0 mM, [C1] ¼ 0.1 mM, [C2] ¼ 0 mM, [proC2] ¼ 0.5 mM, [W3] ¼ 0 mM rate
constants kcat1 ¼ 10 mM�2 h�1, k1 ¼ 0.1 mM�1 h�1, kcat2 ¼ 10 mM�2 h�1, k2 ¼ 0.1 mM�1 h�1, k3 ¼ 1 mM�1 h�1 and residence time s ¼ 1 h.
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drop again, aer which it reaches a steady state. As such,
a simple catalytic activation step can change the behaviour of
the system signicantly and introduce a catalytic negative
feedback of the product on its own production.
Perspective and outlook

Catalysis is extremely important in biological processes and
regulates many non-equilibrium biological CRNs. In these
natural systems, catalysis is performed by enzymes. Recently,
examples of man-made fuel-driven non-equilibrium CRNs have
been growing in number. Incorporation of catalysis in such
systems is not trivial, especially because of the high degree of
complexity including many simultaneous chemical reactions
and reactive chemical functionalities. Nonetheless, several
examples of articial non-equilibrium systems with enzyme,
transition metal, organocatalysis and acid catalysis have been
developed in recent years.15–21,23–26,40,41 The majority of these
examples exploit enzyme catalysis to regulate maximum
conversion and lifetime. Only a small number of transition
metal and organocatalytically regulated out-of-equilibrium
systems is reported to date. Expanding nature's toolbox by
using articial catalysts, such as transition metals, simpler
small molecule organocatalysts or even acid/base catalysis
could signicantly boost the application potential of this eld.
Especially organocatalysts can be easily modied and applied in
© 2021 The Author(s). Published by the Royal Society of Chemistry
so materials or bulk polymer materials,42,43 although they do
oen suffer from low activity and high background reactivity.
Transition metal catalysts generally outperform organocatalysts
when it comes to activity and on/off-ratios. Incorporation of
catalysis in materials could open up a new type of matter with
a more dynamic character. As a proof of principle, we showed
here, using a kinetic model, how two general catalysts can
inuence the behavior of a fuel-driven non-equilibrium CRN.
Altering catalysts' levels in a batch system results in varying
maximum conversion and lifetime (expressed in half-life and
t90 values, where both parameters respond differently to
changes in either catalyst concentration). Alternatively, the
same system in a CSTR can switch between different non-
equilibrium steady states depending on the catalysts' ratios.
In situ up and downregulation of catalysts' concentrations gives
a temporary rise in the product steady state. Additionally, the
system can be designed with a negative feedback element,
altering the concentration over time prole.

Having demonstrated that catalytic regulation in a fuel-
driven non-equilibrium CRN provides a high degree of control
in the simulated system, the next step would be to nd chemical
reactivity, especially catalysts, that can be used for the design of
catalytic non-equilibrium CRNs. Moreover, coupling catalysis to
a dissipative CRN containing assembling products could give
rise to unusual assembly behaviour and feedback.26–28,44 Here,
instead of using enzymes, with limited operational stability and
Chem. Sci., 2021, 12, 4484–4493 | 4491
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high specicity, it would be recommended to start exploring
small molecules and metal catalysts. This way organocatalysis
in combination with metal catalysis in non-natural systems can
play similar roles as enzymes in nature and provide new systems
with a high degree of control and an adaptive character. Ulti-
mately, a better understanding of such systems and the asso-
ciated chemistry can bring us closer to the design of man-made
signal responsive and interactive materials.29–31,45
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10 B. Rieß, R. K. Grötsch and J. Boekhoven, The design of
dissipative molecular assemblies driven by chemical
reaction cycles, Chem, 2020, 6(3), 552–578.

11 S. De and R. Klajn, Dissipative Self-Assembly Driven by the
Consumption of Chemical Fuels, Adv. Mater., 2018, 30(41),
1706750.

12 G. Ragazzon and L. Prins, Energy consumption in chemical
fuel-driven self-assembly, Nat. Nanotechnol., 2018, 13, 882–
889.

13 N. Singh, G. J. Formon, S. De Piccoli and T. M. Hermans,
Devising Synthetic Reaction Cycles for Dissipative
Nonequilibrium Self-Assembly, Adv. Mater., 2020, 32(20),
1906834.

14 G. Lebon, D. Jou and J. Casas-Vázquez, Understanding non-
equilibrium thermodynamics, Springer, 2008, vol. 295.

15 A. Sorrenti, J. Leira-Iglesias, A. Sato and T. M. Hermans, Non-
equilibrium steady states in supramolecular polymerization,
Nat. Commun., 2017, 8, 15899.

16 S. Debnath, S. Roy and R. V. Ulijn, Peptide nanobers with
dynamic instability through nonequilibrium biocatalytic
assembly, J. Am. Chem. Soc., 2013, 135(45), 16789–16792.

17 L. Heinen, T. Heuser, A. Steinschulte and A. Walther,
Antagonistic enzymes in a biocatalytic pH feedback system
program autonomous DNA hydrogel life cycles, Nano Lett.,
2017, 17(8), 4989–4995.

18 S. Maiti, I. Fortunati, C. Ferrante, P. Scrimin and L. J. Prins,
Dissipative self-assembly of vesicular nanoreactors, Nat.
Chem., 2016, 8(7), 725.

19 C. Pezzato and L. J. Prins, Transient signal generation in
a self-assembled nanosystem fueled by ATP, Nat. Commun.,
2015, 6, 7790.

20 S. Dhiman, A. Jain and S. J. George, Transient helicity:
fuel-driven temporal control over conformational
switching in a supramolecular polymer, Angew. Chem., Int.
Ed., 2017, 129(5), 1349–1353.

21 S. Dhiman, A. Jain, M. Kumar and S. George, Adenosine-
phosphate-fueled, temporally programmed supramolecular
polymers with multiple transient states, J. Am. Chem. Soc.,
2017, 139(46), 16568–16575.

22 A. Mishra, D. B. Korlepara, M. Kumar, A. Jain,
N. Jonnalagadda, K. K. Bejagam, et al., Biomimetic
temporal self-assembly via fuel-driven controlled
supramolecular polymerization, Nat. Commun., 2018, 9(1),
1295.

23 C. S. Wood, C. Browne, D. M. Wood and J. R. Nitschke, Fuel-
controlled reassembly of metal–organic architectures, ACS
Cent. Sci., 2015, 1(9), 504–509.

24 M. P. van der Helm, C.-L. Wang, B. Fan, M. Macchione,
E. Mendes and R. Eelkema, Organocatalytic control over
a fuel-driven transient esterication network, Angew.
Chem., Int. Ed., 2020, 59, 20604–20611.

25 N. Singh, B. Lainer, G. J. Formon, S. De Piccoli and
T. M. Hermans, Re-Programming Hydrogel Properties
using a Fuel-driven Reaction Cycle, J. Am. Chem. Soc., 2020,
142(9), 4083–4087.
© 2021 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0sc06406h


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
Fe

br
ua

ry
 2

02
1.

 D
ow

nl
oa

de
d 

on
 4

/1
2/

20
21

 9
:0

1:
29

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
26 S. Bal, K. Das, S. Ahmed and D. Das, Chemically Fueled
Dissipative Self-Assembly that Exploits Cooperative
Catalysis, Angew. Chem., Int. Ed., 2019, 58(1), 244–247.

27 S. P. Afrose, S. Bal, A. Chatterjee, K. Das and D. Das,
Designed Negative Feedback from Transiently formed
Catalytic Nanostructures, Angew. Chem., Int. Ed., 2019,
131(44), 15930–15934.

28 S. Bal, C. Ghosh, T. Ghosh, R. K. Vijayaraghavan and D. Das,
Non-Equilibrium Polymerization of Cross-b Amyloid
Peptides for Temporal Control of Electronic Properties,
Angew. Chem., Int. Ed., 2020, 59, 13506–13510.

29 P. A. Korevaar, C. N. Kaplan, A. Grinthal, R. M. Rust and
J. Aizenberg, Non-equilibrium signal integration in
hydrogels, Nat. Commun., 2020, 11(1), 1–10.

30 X. He, M. Aizenberg, O. Kuksenok, L. D. Zarzar, A. Shastri,
A. C. Balazs, et al., Synthetic homeostatic materials with
chemo-mechano-chemical self-regulation, Nature, 2012,
487(7406), 214–218.

31 M. M. Lerch, A. Grinthal and J. Aizenberg, Homeostasis:
Viewpoint: Homeostasis as Inspiration—Toward
Interactive Materials, Adv. Mater., 2020, 32(20), 2070159.

32 B. Novák and J. J. Tyson, Design principles of biochemical
oscillators, Nat. Rev. Mol. Cell Biol., 2008, 9(12), 981–991.

33 A. I. Hanopolskyi, V. A. Smaliak, A. I. Novichkov and
S. N. Semenov, Autocatalysis: Kinetics, Mechanisms and
Design, ChemSystemsChem, 2021, 3, e2000026.

34 A. J. Bissette and S. P. Fletcher, Mechanisms of autocatalysis,
Angew. Chem., Int. Ed., 2013, 52(49), 12800–12826.

35 G. Koper and W. Hendriksen, Non-equilibrium Molecular
Self-assembly, in Experimental Thermodynamics Volume X:
Non-equilibrium Thermodynamics with Applications, Royal
Society of Chemistry, 2016.

36 S. N. Semenov, L. J. Kra, A. Ainla, M. Zhao,
M. Baghbanzadeh, V. E. Campbell, et al., Autocatalytic,
bistable, oscillatory networks of biologically relevant
organic reactions, Nature, 2016, 537(7622), 656–660.
© 2021 The Author(s). Published by the Royal Society of Chemistry
37 C. Maity, F. Trausel and R. Eelkema, Selective activation of
organocatalysts by specic signals, Chem. Sci., 2018, 9(27),
5999–6005.

38 F. Trausel, C. Maity, J. M. Poolman, D. Kouwenberg,
F. Versluis, J. H. Esch, et al., Chemical signal activation of
an organocatalyst enables control over so material
formation, Nat. Commun., 2017, 8(1), 879.
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