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Abstract

Thrust Optimised Parabolic (TOP) contoured nozzles, with large area-ratios, are commonly employed in
rocket propulsion systems as they feature an excellent thrust-to-weight ratio, making their design versatile
enough to be operated under a broad range of altitudes. A significant shortcoming to this design, however,
is that, during the startup and shutdown transients of a Liquid Rocket Engine (LRE), and to a lesser extent
also of a Solid Rocket Motor (SRM), the internal nozzle flow progresses through a series of overexpanded flow
states - commonly referred to as Free Shock Separation (FSS) and Restricted Shock Separation (RSS). These
have been documented to produce critical loads associated with asymmetric flow separation and Shock Wave
- Boundary Layer Interaction (SWBLI). Nozzle wall deformations, and their aeroelastic coupling to the flow,
have also been found to greatly contribute to exacerbate the vibroacoustic loading at which payload and ve-
hicle structures are subjected to when the engine is operated at off-design conditions. Ignition and lift-off
phases, in fact, produce the highest amounts of acoustic energy. Yet, historically, the intricate nature of the
different flow states that characterise ignition, combined with a limited understanding of supersonic jet noise
phenomena, has made empirical noise prediction approaches difficult to be compiled in reliable and versa-
tile methodologies. Advancements in the understanding of the phenomenology of jet noise and in computer
technologies has led to promising results in recent numerical studies aimed at characterising the acoustic en-
vironment around launch pads. However, these, together with a number of improved empirical models, still
assume full-flowing conditions, thereby placing little emphasis in accounting for the increased noise levels
occurring during startup. In this context, experimental investigations in a laboratory environment still rep-
resent an important tool for rocket noise studies. Nevertheless, the few that have been conducted in the past
have all employed thick-walled metal nozzles in which structural vibrations are absent and fluid-structure
interactions suppressed.

Given the importance of understanding how the interaction between the developing flow and the vibrating
nozzle walls has an effect on supersonic noise generation and propagation, this thesis work aims at proving
that the acoustic loading of TOP contoured nozzles during startup and shutdown operations is greatly de-
pendent on nozzle compliancy. This is demonstrated by means of cold flow tests on a stiff-walled aluminium
nozzle, which serves as a baseline test case, and on a urethane-based compliant walled nozzle, both featur-
ing the same TOP contour and having equal gasdynamic properties. Test are conducted under comparable
flow conditions and test parameters are measured by means of acoustic and optical techniques. Simultane-
ous recordings are performed and include the nozzle-wall deformation, by means of stereoscopic tracking
of tracers on the nozzle lip, the imprint of the near-field acoustic signature, by means of arrays of pressure-
microphones, and Schlieren imaging of the jet plume. Measurement data allows for a Fourier decomposition
of the nozzle lip displacement and of the acoustic pressure field in azimuth. Reconstruction of the instanta-
neous plume development enables the identification of the main flow structures responsible for noise gener-
ation.

Comparison of results between the two test articles highlights a different spectral content and directivity
pattern. Correlation between the structural displacements and the acoustic signal, together with the use of
Dynamic Mode Decomposition (DMD), quantitatively aids the investigation of how Fluid Structure Inter-
actions (FSI) have an impact on the generation of an aeroelastic tone at 180 Hz. Findings suggest that its
production is the result of the periodic thickening and thinning of the shear layer owing to the heightened
flapping motion of the nozzle lip preceding RSS transition, driven by an intensified shock foot instability. The
outcome of this work offers a clearer understanding on the noise generation mechanisms in rocket engines
during transient operations, while providing crucial validation data for Computational Aero Acoustics (CAA)
and FSI simulations on similar nozzles.
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1
Introduction

Launch vehicles, commonly referred to as rockets, are one of the most complex systems that humans have
been able to envision and create. In order to escape Earth’s gravity, they all rely on a propulsion system to pro-
duce momentum. Chemical propulsion systems typically consist of a propellant feed system, a combustion
chamber and an exhaust nozzle. The purpose of this latter component is that of converting the propellants’
internal energy into kinetic energy, accelerating the gases as much as possible before reaching the nozzle’s
exit plane, thereby producing thrust. These principles are neatly expressed in two equations that form the
foundation of rocket theory:

∆V = ve ln
mi

m f
(1.1) F = ṁve +

(
pe −pa

)
Ae (1.2)

With the objective of maximizing the rocket’s ascent velocity∆V , and neglecting aerodynamic drag, two main
design principles can be deduced from Equation 1.1, commonly referred to as the Tsiolkovsky equation: first,
the exhaust velocity ve of the combustion gases ought to be maximized - this is also advantageous to produce
high thrust, as seen in the momentum term of Equation 1.2. Second, as the ∆V is proportional to the ratio of
initial and final mass, it can be inferred that a launch system should, therefore, lose as much mass as possible
through propellants expulsion and, most importantly, should be left with as little mass as possible. This is
why, when designing a rocket, one of the main requirements concerns the minimization of structural mass.
A few final considerations on thrust refer to the second term of the thrust equation (Equation 1.2): first, as-
suming nominal operations, pe remains constant and is a parameter given by the thrust chamber design; on
the other hand, as rockets move through the atmosphere, the ambient pressure pa decreases, and therefore
the pressure term is not constant: it can be positive during underexpanded operations, null during optimum
expansion, and negative during overexpanded operations. It can be shown that maximum thrust is achieved
during optimal expansion, that is, when pe = pa . Furthermore, according to the Ideal Rocket Theory, in the
context of momentum flux from the nozzle exit, it is desirable to expand the gases to the lowest possible pe

in order to achieve the highest possible ve :

ve =
√√√√ 2γ

γ−1
·R ·Tc ·

[
1−

(
pe

pc

)(γ−1/γ)
]

(1.3)

A direct consequence of designing thrust chambers for low exit pressures is that engines operating at sea
level experience overexpanded flow states, which lead to the formation of shock and expansion waves. What
is even more relevant in the context of this research effort is that, during the startup phase of liquid propellant
engines, the pressure in the combustion chamber, due to the turbopump system still accelerating to achieve
the required pressure head, is ramping from ambient to the nominal operating pressure defined by the design
Nozzle Pressure Ratio (NPR). Albeit for just a few seconds, this causes the exhaust gases to expand to pres-
sures which are lower than the design pe , which might result in flow separation given by the extreme adverse
pressure gradients experienced by the flow at the shock front (Frey and Hagemann, 1999). Asymmetric flow
separation is, in fact, at the basis of violent vibroacoustic loads generation. In some occasions off-axis forces
generated as a result of unsteady flow separation have caused catastrophic consequences: some notable ex-
amples are, for instance, that of the J-2S engine which was torn from its gimbal structure (Nave and Coffey,
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1973), or that of the Space Shuttle Main Engine (SSME) for which fatigue cracks and rupturing of the nozzle’s
coolant feed lines were identified; similar issues have also been reported on the Japanese LE-7A (Watanabe
et al., 2002) or the European Vulcain engines (Hagemann et al., 2003).

These engines have one relevant thing in common: they all utilize high area ratio nozzles with TOP contours;
these nozzles are commonly employed in many modern day launch vehicles owing to, not only their high
reliability, but mainly their performance: they feature an excellent thrust-to-weight ratio, making this design
versatile enough to be operated under a broad range of altitudes (Rao, 1958). A significant shortcoming to this
design, however, is that during startup and shutdown operations, the internal nozzle flow progresses through
a series of flow states (FSS, RSS and End Effect Regime (EER)) that are known to produce critical loads both
structurally and acoustically, on the vehicle itself, as well as on the surrounding environment.

Figure 1.1: TOP contoured nozzles of the Space Shuttle Columbia’s three RS-25s engines, following the landing of STS-93 (Courtesy:
NASA)

As a matter of fact, another direct consequence of the intricate nature of the different flow states that char-
acterise ignition concerns the high intensity acoustic loading that the rocket experiences while still on the
launch pad. Rocket launches, in fact, generate huge amounts of acoustic energy during all phases of sub-
orbital flight. However, ignition and liftoff phases have been documented to be those inducing the highest
amounts of Vibroacoustic Loading (VAL) due to main engines startup, even more than during transonic and
Max-Q phases.

Figure 1.2: Space Shuttle vibroacoustic loading data compiled by Himelblau et al. (2001)
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These elevated acoustic levels do not just represent a threat for the surrounding environment, but are es-
pecially critical for the payload that the launcher carries. As documented by Onoda and Minesugi (1997),
in fact, Overall Sound Pressure Level (OASPL) measured inside the payload bay of the Japanese MV solid
launcher can reach up to 144 dB. Similarly, during static fires of the Saturn V first-stage engines, an approxi-
mate OASPL of 204 dB was recorded, making it one of the loudest sounds ever generated (Lubert et al., 2022).
Even though satellite components are designed to withstand highly energetic broadband waves, acoustic lev-
els of this kind are still responsible for 60% of first day failures (Griffin et al., 2000), and it is estimated that
a 40% satellite mass increase is typically required just to survive the launch environment (Henderson et al.,
2003).

The most straightforward solution to avoid catastrophic structural failures or environmental sound pollution
would be to design a rocket nozzle that can withstand vibroacoustic loads. This, however, is not a simple
task, as there are a number of different parameters that have an effect on VAL, including jet parameters, noise
mitigation practices, launch pad and vehicle geometry, and so forth. During overexpanded operations, then,
geometric and plume physics parameters are even harder to gauge. In fact, the intricate nature of SWBLI
makes it very difficult to predict said loads for a specific nozzle design, and not always sub-scale tests can
give an accurate representation of the vibroacoustic characteristics observed in full scale engines. Further-
more, considering the financial burden of performing field testing, only a few are typically carried out, at the
later stages of the design process, when not many changes are still possible. Therefore, given the large VAL
uncertainty on both vehicle and payload, design optimization is extremely challenging, and, historically, all
of these difficulties have often practically translated into the choice of adopting high safety margins, which,
however, result in an increased overall launch vehicle mass (Lubert et al., 2022).

Great uncertainly also arises from the difficulty of characterising jet noise. As far as acoustic prediction is
concerned, in fact, the recent pioneering work of Seiner and Yu (1981), Zaman et al. (2002), Raman (1999)
and many more, has shown how supersonic jets behave rather differently compared to their subsonic coun-
terpart. Together with turbulence mixing noise, additional noise generation mechanisms can be identified
in supersonic jets operating at off-design conditions, that include shock-associated noise and resonance.
Overall, rocket plumes and supersonic jets share many similarities. Nevertheless, the acoustic radiation phe-
nomena of rocket plumes are substantially different from those of other supersonic jets, such as afterburning
turbojets, due to the extreme conditions at which rockets typically operate, thus often making prediction ap-
proaches difficult to be compiled in reliable methodologies.
For over 50 years, the work of Eldred (1971), published in the NASA SP-8072 report, has represented the foun-
dation for the prediction of launch vehicles acoustics, and it is still being used today in noise preliminary
analyses. It was compiled as a mean to gather existing data from the Apollo programs, but a few major short-
comings that arose from wrong assumptions and a limited understanding of jet noise during those years,
were revealed early on when gross disagreements where found between the predictions and the measured
data of the SSME (Lubert et al., 2022).

The recent development of the next generation of launch vehicles, such as the European Ariane VI and VEGA
or NASA Space Launch System (SLS) has revived interest in the topic. This time, given the performance im-
provements of supercomputers, the design of launch pads based on the prediction of the acoustic environ-
ments surrounding it, was possible through numerical studies (Casalino et al., 2012). Nevertheless, regard-
less of the current limitations of this type of analyses, these studies have mostly focused on predicting noise
propagation and interaction with launch pad structures and, together with a number of improved empirical
models (Plotkin et al., 2009, McInerny and Ölçmen, 2005), they all assume full-flowing or adapted flow con-
ditions, placing little emphasis in predicting transient ignition noise.

Some recent efforts, both numerically and experimentally, have recognised the need for a comprehensive
characterisation of the ignition transient; yet they have primarily focused on assessing the nature and mag-
nitude of the side loads that develop during the different overexpanded nozzle flow states (Baars et al., 2012,
Baars and Tinney, 2013, Wang et al., 2014, Östlund et al., 2004, Zhao et al., 2013). On the other hand, only
slim efforts have been made to study the acoustic signature emitted during the ignition transient of TOP con-
toured nozzles, as listed in Table 1.1. From these studies, it has emerged that various noise sources are present
in the noise spectra of overexpanded rocket nozzles undergoing FSS and RSS states, as well as the EER. These
can be traced back to supersonic jet noise sources, with a predominance of Broadband Shock Noise (BBSN)
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at steeper angles and turbulent mixing noise at shallower angles to the jet axis. Nevertheless, regardless of
their specific research objectives, all these studies share some commonalities, that bring about a number of
limitations in the results that they provide. Apart from the study of Tinney et al. (2017), they all employ thick
walled metal nozzles in which structural vibrations are suppressed, and, as such fluid-structure interactions
are absent.

Table 1.1: Summary of previous cold flow acoustics studies on sub-scale TIC/TOP contoured nozzles during overexpanded operations

Study Contour Material r∗ [mm] ϵ NPR @ FSS –>RSS
Unsteadiness

frequency [kHz]
Source

1 TIC/TOP Aluminum 19.04 38 30 0.1 - 30 Donald et al. (2014)
2 TOP AL-6061-T6 6.35 30.29 24 0.1 - 20 Canchero et al. (2016a)
3 TOP AL-6061-T6 6.35 30.29 24 - Canchero et al. (2016b)
4 TOP AL-6061-T6 6.35 30.29 24 0.1 - 20 Rojo et al. (2016)
5 TOP Polyurethane 6.35 30.29 24 0.1 - 20 Tinney et al. (2017)
6 TIC/TOP Acrylic glass 10 20.48 24 0.1 - 3 Stark et al. (2019)

In this sense, Rojo et al. (2016) have given a preliminary demonstration that to be able to fully characterise
the acoustic loads in a laboratory environment, such that consistent parallels can be drawn with full scale
studies, compliant walled nozzles ought to be used, in place of the more traditional thick-walled ones, in
order to account for aeroelastic effects. Yet, the only existing experimental study that was performed using a
compliant walled nozzle consisted in taking single-point measurements from a condenser-type microphone
placed at the nozzle base (Tinney et al., 2017). These measurements, however, cannot detect the direction
of the approaching sound waves and, if not coupled with synchronised recordings of the unsteady structural
dynamics and of the developing flow, they cannot provide detailed information on what are the sources of a
possibly different acoustic signature.

(a) Nozzle test stand (b) Fully instrumented TOP contoured stiff nozzle

Figure 1.3: Fully anechoic chamber and high-speed jet lab at The University of Texas at Austin used for TOP contoured nozzles
environmental testing by Donald et al. (2012)

To the best of the author’s knowledge, research on the combined effect of FSI on the acoustic imprint of rocket
nozzles during transient operations has not been performed. Therefore, aiming to fill this research gap, full
advantage of the ASCENT nozzle test rig, situated in the High Speed Laboratory of the Delft University of
Technology is taken to further investigate the acoustic signature of lab-scale overexpanded compliant walled
rocket nozzles during cold flow operations. This research represents a valuable asset to further understand
what impact structural vibrations have in sound production, and which are the effects on jet noise given by
a deforming nozzle structure, thereby offering valuable information to be used in noise prediction models,
as well as numerical studies, which traditionally only account for jet noise sources in full-flowing conditions,
and employ stiff structures.

1.1. Problem statement
Having defined the necessary background, the research objective of the current work is summarised as fol-
lows:
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Identify the dominant vibroacoustic features of stiff and compliant walled sub-scale TOP contoured
rocket nozzles during transient startup and shutdown operations, to assess which role different flow

regimes play in sound production and radiation and what impact fluid-structure interactions have on the
noise generated by a supersonic overexpanded jet.

Based on the overall objective, the thesis work aims at answering the following research question:

Which effects does aeroelasticity have on the vibroacoustic loads generated during the transient startup
and shutdown of TOP contoured rocket nozzles?

This question can be further broken down into multiple detailed sub-questions:

• What does the acoustic signature of compliant and stiff walled nozzles look like during overexpanded
flow operations?

– What is the evolution with NPR of the acoustic pressure field radiated by the two nozzles during
transient startup and shutdown operations? How do their acoustic power spectra differ in terms
of emitted energy?

– Which noise components (turbulent mixing noise, BBSN, resonance) can be recognised in their
spectra and how is the flow responsible for their generation?

– At which NPRs are the highest acoustic levels reported during transient tests and for which of the
two nozzles?

• How do the vibrations of a compliant nozzle affect its acoustic radiation compared to a stiff nozzle
during overexpanded flow operations?

– Which are the natural frequencies at which the employed test articles naturally resonate?
– What is the azimuthal mode composition of the structural vibrations for the compliant walled

nozzle during transient and steady test runs? How does the activity of the structural azimuth
modes vary with NPR and which modes are dominant in the considered range? At which frequen-
cies are structural oscillations the highest?

– What is the azimuthal mode composition of the radiated acoustic field for the two nozzles? At
which frequencies is an increased acoustic activity revealed?

– What effects do flow asymmetries have on noise propagation?
– How and at which frequencies do flow-structure interactions affect the acoustic field? How is the

flow responsible for a different acoustic pressure field?
– In the presence of aeroelastic tones, what is their noise producing mechanism?

1.2. Research methodology
In relation to the objective presented, the experimental work will practically comprise a series of different
types of investigations which, in turn, combine a number of measurement techniques, each of which will
serve as a tool to understand selected aspects of the acoustic-fluid-structure problem.

Table 1.2: Direct outputs per measurement system

Measurement system Variables measured
Accelerometers + hammer Frequency response function

Total pressure sensor Total pressure in settling chamber (NPR)
Microphone array Acoustic pressure

Lip tracking Compliant nozzle lip displacement
Schlieren Density gradients (shock locations, shear layer development)

The test articles that are going to be subject of the investigation comprise a stiff walled aluminium nozzle,
which serves as a baseline test case, and a urethane-based compliant walled nozzle. They both feature the
same TOP contour and have equal gasdynamics properties. First, using accelerometers and a hammer tip,
which provide a measure of the structure’s frequency response function, Ground Vibration Testing (GVT) is
performed on both articles in order to characterise their modal behaviour and infer on their natural frequen-
cies and resonant properties. Next, at the core of the research, two distinct cold flow test campaigns are
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conducted using the ASCENT nozzle test rig situated in the High Speed Laboratory of the Delft University of
Technology. The rig allows to perform steady and transient startup and shutdown ramps by taking advantage
of compressed air stored in a pressure vessel outside of the facility. In both occasions, a setup that allows for
the simultaneous recording of data from a number of systems is put in place. First, as a preliminary quantifi-
cation of the acoustic field and nozzle deformation, a line array of microphones located at the side of the jet,
and a stereoscopic lip tracking system are employed, respectively. The former detects acoustic pressure fluc-
tuations and allows for the determination of the main noise mechanisms and acoustic waves directivity; the
latter, only used when testing the compliant walled nozzle, allows for the measurement of the instantaneous
displacement of its lip, by means of a non-intrusive full field optical technique, which uses the Iterative Parti-
cle Reconstruction (IPR) algorithm (Wieneke, 2012) for the reconstruction of the unsteady nozzle dynamics.
By performing transient ramps, it is possible to obtain a full overview of the acoustic signals in relation to the
instantaneous NPR, by means of a joint time-frequency analysis (Torrence and Compo, 1998), that allows for
extraction of the spectral energy content from the acoustic pressure fluctuations. At the same time, given the
azimuthal spatial configuration of the nozzle lip tracers, decomposition of the wall vibration in terms of time-
dependent Fourier-azimuthal mode coefficients is achieved by spatially Fourier transforming the markers
fluctuation in azimuth. In this way, specific fluid-structural phenomena and NPRs of interest are identified.
Finally, the last campaign consists in employing, again, a similar configuration for the lip tracking system.
However, this time, the microphones are placed azimuthally around the jet plume, to allow for an analo-
gous spatial reconstruction of the acoustic signal in azimuth. Additionally, images of the flow are acquired
using Schlieren photography (Settles, 2001), such as to qualitatively observe the development of the plume
during both fixed and transient test runs, and to quantitatively infer on flow discontinuities. Finally, based
on the results obtained from this configuration, correlations of the structural and acoustic modes, together
with a comparison between the stiff and compliant nozzle cases, will quantitatively highlight the impact that
aeroelasticity has on noise directivity and spectral signature.

1.3. Report outline
An overview of the contents of the present report is hereby presented. First, from literature findings, chap-
ter 2 and chapter 3 give an overview of the main theoretical principles upon which the current thesis work is
based. Specifically, the former illustrates the foremost flow phenomena that are responsible for the height-
ened dynamic loads on the nozzle structure during the ignition transient. The latter provides a timely review
of the current state-of-the-art in supersonic jet noise and launch vehicle acoustics while also offering insights
into the inherent difficulties of jet noise prediction. This is followed, in chapter 4, by a thorough description
of the experimental methodology that has been employed to achieve the outlined objective. In particular,
test articles, facilities, setup of the measurement systems and their working principles are detailed. Given the
large amount of data gathered during testing, chapter 5 summarises the main processing strategies that have
been implemented to obtain usable information from the measured variables and outlines the theoretical
frameworks employed to extract meaningful results from each typology of data. Next, chapter 6 presents the
results of the experimental investigation: the discussion consists in comparing the findings with the exist-
ing literature and in critically assessing the observations made, while highlighting the main advances on the
topic. Finally, in chapter 7, conclusions are summarised, research questions answered and indications for
future research investigations given.



2
Flow separation in rocket nozzles

It has been vastly demonstrated that for NPR values lower than nominal, different flow and shock patterns
can develop inside nozzles. These flow states can occur in both SRMs and LREs, but are more prolonged in
the latter due to the longer time needed for the turbine to produce the required pressure head in order for the
nozzle to flow full (Donald et al., 2012). Full flowing conditions correspond to the situation when the inter-
nal flow structure is no longer changing with increasing back pressure as the incipient separation point has
reached the nozzle lip. Broadly, two categories of flows can be identified: flows featuring FSS and flows fea-
turing RSS, whose occurrence largely depends on the nozzle contour that is being used (Frey and Hagemann,
1999, Nave and Coffey, 1973).

In light of this, a preliminary overview of commonly employed nozzle contours is given in section 2.1. Next,
FSS and RSS flows are introduced and discussed in section 2.3 and 2.4, respectively. To better complement
this subject, a review of SWBLI is also given. Finally, an overview of the dynamic loads that such regimes
cause on the engine’s structure is given in section 2.5. This summary will aid the interpretation of the results
obtained in the current work that are going to be further discussed in subsection 6.2.1.

2.1. Nozzle contours
In practical applications, the need for highly performing rocket engines has spurred interest to design various
nozzle shapes, to obtain the best compromise between thrust production and weight.

Even if, in a design optimization, many constraints
shall be considered - manufacturing techniques, over-
all dimensions, cooling requirements, and many more
- nozzle weight reduction remains, in fact, one of the
primary objectives: heavy nozzles are hard to fabricate
and handle and cause significant loads and power re-
quirements on the TVC system. For these reasons, a
reduction in length is typically deemed appropriate.
The issue with this, however, is given by the difficulty
to minimize efficiency losses, which, in a rocket engine
are, broadly, of three kinds: viscous drag losses are due
to viscous forces at the nozzle wall which act against
the main flow direction. Kinetic losses are due to the
difficulty to reach chemical equilibrium given the high
velocity of the combustion gases that are readily accel-
erated out of the combustion chamber.

Figure 2.1: Length comparison for various types of nozzles (Rao,
1961)

Divergence losses, finally, are due to the incorrect alignment that the exhaust flow has with respect to the
nozzle axis. The flow, instead of travelling straight as a 1-D flow, has a radial component, not involved in

7
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thrust production. Overall, the efficiency is a combination of the three:

ηnozzle = ηdi v ·ηki n − (1−ηvi sc )

Length reduction mainly conflicts with minimising the divergence losses, while drag and viscous losses greatly
benefit from a shortening of the nozzle. In conclusion, great part of the past 50 years of research has focused
its efforts on finding optimal contours that, even with constrained lengths, are able to deliver high thrust:
practically, lengths can be reduced if a suitable way to expand the flow immediately downstream of the throat,
while using the remaining contour to only turn the flow to achieve uniform axial flow, is found (Rao, 1961).

Given the subsonic velocities in the convergent part of rocket nozzles, their design is relatively simple and
mainly determined by the combustion chamber requirements. The main precaution is taken to minimize
pressure losses and that is generally obtained through a rounded and smooth curvature, which is able to
keep the flow attached. Greater complexity and accuracy, on the other hand, are required for the design of
the divergent part of the nozzle. Many different contours have been designed, including plug and annular
nozzles; however, given their relevance in this research effort, only Truncated Ideal Contour (TIC) and TOP
nozzles are going to be treated here. TIC nozzles, in fact, were employed, for instance, in the Viking and RD-
0120 engines, but they have also been extensively used during experimental campaigns (Frey and Hagemann,
1999, Donald et al., 2012, Martelli et al., 2010); the TOP contour, on the other hand, is the one typically used
in large area-ratio nozzles, such as the Vulcain and the SSME.
In the following sections an overview of the most commonly employed nozzle contours is given, together with
their associated design techniques. Finally, details on the type of flow they are able to generate given their
internal characteristics are discussed.

2.1.1. Truncated Ideal Contour Nozzles
Contrary to conical nozzles, which tend to register high thrust losses given the large flow divergence at the exit
plane, ideal contour nozzles are designed in such a way to turn the flow closer to the axial direction, thereby
reducing thrust losses.

Their profile is obtained by using the Method Of Characteristics (MOC); as shown in Figure 2.2, the initial
expansion in the divergent section occurs along the circular arc TN, which also represents a solid boundary
onto which the non-slip condition is applied. The line TO, instead, defines a constant Mach number line.
In this way, the kernel TNKO is entirely defined by the throat conditions. Finally, the last characteristics NK,
together with the Mach number at K, are determined by the specific design criteria for the exit flow. In order
to complete the contour, that is, line NE, a series of control surfaces P i E i are defined such that the mass flow
across N i P i equals that across P i E i , until an axial flow is obtained.

In order to obtain an axial flow, consid-
erable lengths are necessary, which makes
these ideal contour nozzles heavy. Further-
more, the thrust contribution of the last
portion of the nozzle is negligible, or worse,
it might even give a negative contribution
when the friction forces outweigh the pres-
sure forces. For this reason, the nozzle is
effectively truncated and, typically, in the
industry, the method proposed by Ahlberg
et al. (1961) is employed: it allows to graphi-
cally select the optimum contour for a given
number of design parameters (C f ,ϵ...).

Figure 2.2: Ideal contour nozzle (Huzel and Huang, 1967)

2.1.2. Thrust Optimized Parabolic Contour Nozzles
Rao (1958) proposed a skewed-parabola approximation of the Thrust Optimised Contour (TOC) nozzles; this
was done not only to further simplify the approach to design nozzles, but also to optimise the contour for
greater thrust generation. Given a certain nozzle efficiency and length fraction it is possible to select the
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optimum expansion ratio. Then, given ϵ, the initial circular arc angle θN and the final parabolic contour
angle θE follow accordingly. The contour NE is finally obtained from the parabola equation:( y

r∗ +b
x

r∗
)2

+ c
x

r∗ +d
y

r∗ +e = 0

What makes TOC and TOP contours drastically different is the presence, in the latter, of an internal shock
upstream of the last left running characteristic line. It forms due to a geometrical discontinuity between the
throat circular arc and the divergent parabolic contour: because the compression waves form and coalesce
before the last characteristic line, they have an impact on the nozzle wall properties, yielding a higher wall
pressure at the exit, and proving as an effective solution for flow separation in sea-level operated engines.

2.2. Shock wave - Boundary layer interactions
Before detailing the mechanisms that characterise FSS and RSS flows, an overview of SWBLIs is warranted.
As pointed by Baars et al. (2012), in fact, nozzles with wall-separated flows feature an internal shock system
that can be associated with SWBLIs. Also Martelli et al. (2020) argue that the wall pressure spectra obtained
in their computational efforts on an overexpanded TIC nozzle are qualitatively similar to canonical SWBLI
measurements obtained for different geometries and shock topologies.

Babinsky and Harvey (2011) list 5 different types of basic interactions that can occur between a shock wave
and a boundary layer, that can lead to flow separation. It should be, however, remarked that SWBLIs do not
necessarily lead to flow separation - in that case only a weak interaction is occurring. SWBLIs, in fact, should
be regarded as a competition between the viscous forces in the flow, the velocity distribution in the boundary
layer and the pressure gradient: if shocks are weakly interacting, the shear stress is able to counteract their
action by transferring enough momentum from the outer-velocity regions of the flow, thereby keeping the
boundary layer attached.

In the context of flow separation in rocket nozzles due to SWBLIs, the type of interaction worth examining
more in depth is the one involving an incident shock impinging on a wall. Although this mechanism differs
from the one implicated in FSS, it introduces some features and phenomena that will ease the understanding
of the workings of a nozzle separated flow.

(a) Detail of the incident shock penetrating the boundary layer (b) Flow separation induced by an incident shock

Figure 2.3: 2D SWBLI schematics (Babinsky and Harvey, 2011)

An incident shock wave (defined as C1 in Figure 2.3) can, in fact, induce separation. Due to the presence of a
velocity gradient within the boundary layer, warranted by the no-slip condition at the wall, as the shock en-
ters this region, it bends due to the progressively lower Mach numbers of the flow, and based on the θ−β−M
expression, it increases its angle while decreasing its intensity, until it vanishes as it approaches the sonic line,
where it takes the name of shock foot. The pressure rise through the shock, which steadily declines towards
the wall, is experienced upstream and is transmitted all the way to the subsonic layer, which dilatates. This
configuration acts as a ramp, thereby inducing compression waves to form in the outer supersonic region
of the flow, which eventually coalesce to form a reflected shock C2. if C2 is strong enough, it can cause the
incoming flow to stagnate or even reverse, leading to separation. At the same time, accordingly with Edney’s
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classification (Edney, 1968), C1 and C2 interact at point H, producing the reflected shocks C3 and C4, as de-
picted in Figure 2.3b. This latter shock penetrates the separated region. However, the discontinuity between
the near-constant pressure registered in the separated region and the pressure rise across the shock, leads
to the formation of an expansion fan, which, in turn, pushes the shear layer towards the wall, and, if strong
enough, reattaches the flow in R.

Figure 2.4: Wall pressure distribution in a shock separated flow (Babinsky and Harvey, 2011)

Low frequency unsteadiness of shock wave - boundary layer separated flows
Until now, the discourse around SWBLIs and flow separation has been treated without considering how these
phenomena are inherently unsteady. The descriptions given in section 2.2, in fact, only offer a somewhat ide-
alized picture, that is, the interactions between shocks and boundary layer, together with the characteristic
lengths of the observations, have been treated as if they are frozen in space and time.
These kind of interactions, however, have been shown to cause an exacerbation of thermal, acoustic and
structural loads on a wide number of different flow configurations (Babinsky and Harvey, 2011), including
overexpanded rocket nozzles (Baars et al., 2012, 2015), and, to a great extent, the cause is attributable to their
underlying unsteadiness. Verma et al. (2006) found that origin of side loads in overexpanded TOP nozzles
can be directly attributed to the unsteady characteristics of both the separation and the reattachment shock,
which cause an unsteady pulsation of the separation point, thereby resulting in azimuthally varying wall pres-
sure distributions.

Models proposed by Schmucker (1984a) and Dum-
nov (1996) for the assessment of side loads are in-
deed mostly based on the consideration of said local
unsteadiness, while Zaman et al. (2002) and Raman
(1999) argue that shock-flow unsteadiness is accom-
panied by the emission of acoustic tones, giving rise
to acoustic phenomena like transonic resonance and
screech. Similarly, Martelli et al. (2020), Olson and Lele
(2013) and Bakulu et al. (2021) argue that the unsteadi-
ness is rooted in an aeroacoustic feedback loop be-
tween the internal separation shock and the external
shear layer; these views will be later touched upon in
chapter 3.

Figure 2.5: Azimuthally dependent incipient separation lines
(Courtesy: NASA)

In broad terms, SWBLI unsteadiness is understood to be associated with the low-frequency oscillations of
the shock foot of the separation shock within the interaction region, and study on the topic has involved
both practical designers (Olson and Lele, 2013, Eitner et al., 2021, Du et al., 2021) - low frequency pressure
peaks can become undesirable if a coupling with aerostructures’ eigenfrequencies occurs - and fundamen-
tal researches, as well (Dolling, 2001, Clemens and Narayanaswamy, 2014): today, in fact, there is still no
general agreement as to which are the sources of unsteadiness (Clemens and Narayanaswamy, 2014). Two
opposite currents prevail in the recent literature: one associating low pressure unsteadiness to an upstream
mechanism related to the large scale coherent turbulent structures in the upstream boundary layer (Erengil
and Dolling, 1994, Ganapathisubramani et al., 2007), the other attributing the unsteadiness to a downstream
mechanism, namely the breathing motion of the separation bubble (Piponniau et al., 2009). As pointed by
Clemens and Narayanaswamy (2014), however, since both mechanisms have been observed, a model ac-
counting for both upstream and downstream mechanisms is more plausible, with the upstream influences
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being reduced with increasing separation lengths, while the downstream ones being exacerbated for strongly
separated flows.

(a) Pressure time series in the separated region (b) Pressure distribution in the interaction region

Figure 2.6: Low frequency unsteadiness (Kistler, 1964)

2.3. Free shock separation
As opposed to RSS, free shock separation can occur in every type of nozzle contour because it does not re-
quire the presence of an internal shock, and is mainly governed by SWBLIs. This flow state, in fact, was first
documented by Arens and Spiegler (1963) on a conical nozzle. After that, copious literature has followed to
investigate the phenomenon both experimentally (Nave and Coffey, 1973, Hagemann et al., 2003, Baars et al.,
2012) and numerically (Martelli et al., 2020, Aghababaie and Theunissen, 2015), primarily on TIC and TOP
nozzles, whereas an extensive historical survey on flow separation in rocket nozzle research has been carried
out by Stark (2013). Even though a FSS state does not require an internal shock to be induced, in TOP nozzles,
compared to other contours, it might result in a different shock configuration given the interactions that the
internal and the separation shock might have.

Figure 2.7: Internal shock structure during FSS in a TOP nozzle (Baars et al., 2012)

FSS typically occurs at low NPRs; Tinney et al. (2017) determined that in a lab-scale TOP nozzle with r∗ = 6.35
mm and design Mach number of 5.24, separation occurs at NPR values as low as 6. When the pressure in the
settling chamber is still not nominal, the flow in the divergent section is isentropically expanded to lower pres-
sure values than expected from the on-design conditions; operations at sea-level readily induce the flow to
separate at xs given the strong adverse pressure gradient between the expansion region and the subsonic en-
trainment region. The interactions that unfold from this point on are closely related to the physics of SWBLIs:
the separated region, in fact, can be thought of as a ramp which induces the formation of compression waves
in the incoming supersonic flow that coalesce to form an oblique separation shock. In a 3-D geometry such
that of a nozzle, oblique shocks have a conical shape (Martelli et al., 2020) and the direct reflection of said
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shock leads to the formation of a Mach reflection towards the nozzle’s centerline, across which the flow slows
to subsonic velocities.

Nasuti and Onofri (2009) point that this always occurs in axysymmetric geometries, even for weaker waves,
since a shock, propagating towards the axis, increases its strength, so much so that the only possible reflection
is a Mach reflection. Furthermore, as depicted in Figure 2.7, the Mach disk is curved. This is a direct conse-
quence of flow non-uniformities upstream of the shock, which occur when the Mach disk lies in the kernel
region, characterised by a slightly negative radial gradient: to satisfy the Rankine-Hugoniot jump equations,
if a negative pressure gradient in the radial direction exists upstream, also the downstream flow will show
a pressure gradient in the same direction and, to smooth said gradients, the shock moves as indicated in
Figure 2.8, showing a curved profile (Nasuti and Onofri, 2009).

Figure 2.8: Non-uniform flow direct Mach reflection (Nasuti and Onofri, 2009)

In TOP nozzles, a further interaction ensues from the presence of the internal shock. As seen from Figure 2.7,
internal shock and Mach disk interact to form a reflected shock at a "triple-point" and this latter shock, in
turn, interacts with the separation shock. Finally, a series of compression and expansion waves develops
hereon in the separated region between the recirculation zone and the entrainment region. If the NPR re-
mains low, the flow does not reattach and the FSS behaviour is clearly visible from the exhaust plume in which
the flow is not attached to the nozzle lip. As far as the static wall pressure is concerned, various measurements
(Tinney et al., 2017, Donald et al., 2012, Baars et al., 2011) have shown that the flow expands isentropically un-
til the incipient separation, upon which it starts rising again to near ambient pressure, given the influence of
the entrainment flow.

2.3.1. Separation criteria
For the specific case of free shock separation, a number of empirical or semi-empirical models have been
developed from experimental data to predict the occurrence of separation, a collection of which has been
gathered by Stark (2013), as shown in Figure 2.9.

Figure 2.9: Summary of separation criteria available from literature (Stark, 2013)
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Such a criterion, in fact, is necessary to determine at which wall pressure separation occurs; in this way, also
information on the separation location and duration can be gathered and, possibly, associated with increased
loading periods. An early criterion was first proposed by Summerfield et al. (1954) who suggested that sepa-
ration occurs when the wall pressure is in the range of 40% of the ambient pressure. Among the many criteria
that have followed, the ones that have been more vastly employed are the ones of Schmucker (1984b), de-
scribed in Equation 2.1 and Stark and Wagner (2009), seen in Equation 2.2.

ps

pa
= (1.88Ms −1)−0.64 (2.1)

ps

pa
= 1

Ms
(2.2)

In particular, Stark and Wagner (2009) carried out cold flow studies and later demonstrated the fitness of their
criterion for both cold and hot turbulent flows and showed improved prediction, compared to the Schmucker
criterion, as shown in Figure 2.10. Furthermore, an effort was taken to compare the applicability of the crite-
rion for film cooled nozzles and a longer separation zone was recognized.

Figure 2.10: Hot flow separation pressure versus wall Mach number with and without film cooling (Stark and Wagner, 2009)

Nevertheless, as pointed by Östlund (2002), in spite of the enormous progress of the last 50 years, significant
scatter of the data is still noticeable. He attributes this issue to the fact that all the proposed criteria tend to
use a single expression to describe two separate mechanisms that are responsible for the pressure rise. The
pressure recovery, in fact, should be divided into two contributions, one for the pressure rise pi n/ppl over
the interaction length, and one for the pressure rise ppl /pa in the recirculation zone, which is affected by
the downstream conditions and the nozzle geometry. Although some authors (Östlund, 2002, Zukoski, 1967)
have addressed this matter by proposing improved variants, these still represent empirical criteria, which
lack a physical model that accounts for other influencing parameters. This is why, for phenomena of this
kind, the generalised free interaction theory by Carriere et al. (1968) offers a promising model to build upon.
Said theory, in fact, cannot be used alone as it predicts the length of the separated region, rather than that of
the interaction zone - dependent on downstream conditions - which, more fittingly, is needed for correlation
with pi n/ppl . Since a similar model is not available for contoured nozzles, empirical formulas have been
proposed by Vasilev et al. (1969). More recently, Reijasse and Birkemeyer (2001) instead, have developed a
correlation between the height of the mixing layer at the nozzle exit and the interaction length; this result can
be used together with Carriere et al. (1968) law to predict the pressure distribution in the interaction zone.

2.4. Restricted shock separation
TOP nozzles can feature an additional flow state when the NPR is increased. Transition to RSS, for a long
time, was believed to only occur on sub-scale models during cold flow testing (Frey and Hagemann, 1999);
the conclusion that such flow state is independent on working gas or nozzle size was only drawn when RSS
transition was first documented on the full scale J-2S engine in 1973 (Nave and Coffey, 1973).

In broad terms, transition to the RSS state can occur when the incipient separation point is located further
downstream due to the higher pressure in the settling chamber. Given these conditions, the reflected shock
- originated at the intersection between Mach disk and internal shock - has gained more strength before
interacting with the separation shock. In this way, a radial outward momentum is transmitted to the fluid,
which, if greater than the momentum induced by the separation shock - that drives the flow away from the
wall - can reattach the flow (Frey and Hagemann, 2000). A supersonic plume, within which a succession of
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expansion and compression waves develops, now travels along the wall, bounding, underneath it, an annular
separation bubble. Depending on the pressure, the flow might separate and reattach again, thus creating a
second separation bubble.

Figure 2.11: Internal shock structure during RSS in a TOP nozzle (Baars et al., 2012)

As seen from Figure 2.11, the static wall pressure shows a more complex pattern and it can be seen rising
above ambient conditions due to shock waves impinging on the wall. The plateau pressure, on the other
hand, is significantly below ambient pressure due to the recirculation bubble being bounded by the super-
sonic jet above it, and this is also what causes the separation point to be located further downstream as op-
posed to the FSS case. Upon further increasing the pressure ratio, the separation point and, consequently, the
recirculation bubble, move further downstream, up until the reattachment point is at the nozzle exit. When
said condition occurs, the bubble opens up again to the ambient flow, bringing the pressure in the recircula-
tion zone to a higher value. This readily moves the separation point further upstream, thereby bringing again
the flow to a FSS state. Such re-transition from RSS to FSS is often referred to as EER. If the flow pulsates
between FSS and RSS, a partial RSS or pRSS is established.

Nasuti and Onofri (2009) and Frey and Hagemann (1999) have attributed the transition to the curved profile
of the central Mach disk. The two groups, however, address the flow behaviour differently.

Figure 2.12: Non-uniform flow inverse Mach reflection (Nasuti and
Onofri, 2009)

Figure 2.13: Cap-shock pattern observed during testing of the
Vulcain engine at DLR Lampoldshausen (Frey and Hagemann,

1999)

Nasuti and Onofri (2009) explain that, for TOP contours, the presence of an internal shock induces a positive
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radial pressure gradient downstream of the kernel region, as seen in Figure 2.12. Due to said upstream flow
non-uniformity, the Mach disk experiences an inverse reflection in order to smoothen the gradients across
it. Behind the shock, the pressure on the axis is lower than anywhere else in the subsonic bubble, and there-
fore, the flow experiences an adverse pressure gradient along the axis. A major consequence to said velocity
and entropy gradients is the formation, according to Crocco’s theorem (u ×w = v∇p0), of a rotational flow
downstream of the inverse reflection, whose vorticity increases as the non-uniformities upstream become
larger. The occurrence of said trapped vortex in the nozzle core, as a result of an upstream mechanism, is
often referred to as inviscid separation - as opposed to viscous separation occurring in the boundary layer -
and is what causes the flow to deviate from the centerline, thereby reattaching the flow. The appearance of
the trapped vortex pattern has been confirmed by the numerical simulation of Chen et al. (1994).
Frey and Hagemann (1999), on the other hand, find a different explanation for the transition, through the ob-
servation of the exhaust plume. In particular, they attribute the transition to the so-called cap-shock pattern,
only observed in the plume of TOP nozzles with a strongly 2-D flowfield, during overexpanded operations,
and interpreted as an inverse Mach reflection of the internal shock.

Figure 2.14: Direct Mach reflection and inverse Mach reflection (Frey and Hagemann, 1999)

Frey and Hagemann (1999) have pointed that the cap shock pattern, at the origin of flow transition between
FSS and RSS states in overexpanded rocket engines, can be interpreted as an inverse Mach reflection. This
latter shock pattern differs from a direct Mach reflection in that the slip line that originates at the triple point
between the incident shock, the reflected shock and the Mach stem is towards away from the wall, as shown
in Figure 2.14.

Figure 2.15: Shock polar of an inverse Mach reflection (Frey and Hagemann, 1999)

Furthermore, as opposed to a direct reflection, the Mach stem for an inverse reflection is slightly canted
downstream, with a convex upstream curvature. This allows the flow downstream of the triple point to be
naturally curved downward; in this way, the reflected shock does not need to turn the flow and is strong
enough to produce a subsonic flow, as also seen from the polar in Figure 2.15.
For low pressure ratios, in fact, the internal shock interacts with the strong normal shock at the nozzle center-
line, thereby producing a reflected conical shock, that is, the cap-shock. Multiple evidences suggest that said
reflected shock should be interpreted as an inverse reflection, rather than a regular one. First, by comparing
the numerical simulation in Figure 2.16 and the shock polar in Figure 2.15, the hypothesis of a regular reflec-
tion (RR) is discarded given the existence of a triple point. Furthermore, the flow upstream of the Mach stem
is non-uniform, while the stem is straight: this means that the shock is straight at the centerline but, from the
point of view of the flow, which is divergent towards the triple point, it is convex, as opposed to regular reflec-
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tions which are concave. Finally, similarly to what Nasuti and Onofri (2009) had suggested , the decreasing
strength of the Mach stem from the centerline to the triple point, coupled with the adverse pressure gradi-
ent on the nozzle axis behind the strong shock, induce a vorticity behind the inverse Mach reflection, which
reattaches the flow to the wall.

Figure 2.16: Numerical simulation of the Vulcain nozzle flow
(Hagemann et al., 2002)

Figure 2.17: Shock patterns in the exhaust plume of TOP nozzles
(Frey and Hagemann, 2000)

2.4.1. Hysteresis effect
Numerous experimental campaigns on the J-2S sub-
scale model (Frey and Hagemann, 1999, Hagemann
et al., 2003, Frey and Hagemann, 2000, Hagemann
et al., 2002) have attested that an hysteresis behaviour
exists at start-up and shut-down, that is, transition be-
tween FSS and RSS occurs at different pressure ratios,
depending whether the pressure is increasing or de-
creasing. More specifically, from the wall pressure dis-
tributions, Hagemann et al. (2002) observed that, dur-
ing start-up, the transition from FSS to RSS occurs at
a higher pressure ratio, compared to the backward re-
transition from RSS to FSS during shut-down, which,
on the contrary, occurs at a lower NPR. EER, on the
other hand, does not seem to be affected by hystere-
sis. A similar trend can be observed from the numeri-
cal simulations of Martelli et al. (2010): comparing the
two images in Figure 2.18 it can be seen that during the
up-ramping operations, the flow transition from FSS
to RSS - the transition being represented by the inter-
section of the internal shock with separation shock at
the triple point - at a higher NPR compared to the re-
transition from RSS to FSS during the down-ramping
operations.

Figure 2.18: Hysteresis explained through Mach contour lines
(Martelli et al., 2010)

One possible explanation for said phenomenon is to consider the plateau pressure ppl , which, as detailed
in section 2.3 and 2.4, has a lower value during the RSS state compared to the FSS state. In the framework
of up-ramping and down-ramping operations, this translates to the possibility of having two different ppl

values for the same pc /pa , and, correspondingly, two different separation locations. Frey and Hagemann
(2000) suppose that during down ramping operations, being the separation point moved downstream when
the flow is in RSS, the separation shock is shorter; in this way, the conical shock, being longer, can impart
more momentum towards the wall, thereby keeping the flow attached for longer.

2.5. Dynamic loads and aeroelastic effects
A peculiar behaviour that has been consistently observed in both sub-scale and full-scale rocket nozzles dur-
ing transient operations involving a separated flow concerns the occurrence of increased side loads, which,
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in some occasions, have caused severe damage to the engine (Nave and Coffey, 1973, Watanabe et al., 2002,
Hagemann et al., 2003), and have often resulted in overconservative designs. Within the frame of the J-2S
testing, Nave and Coffey (1973) were the first to make hypotheses as to which could be potential sources of
increased loading. Their list, among others, included:

• Flow transition from FSS to RSS and back
• Asymmetric separation line
• Aeroelastic coupling
• Pressure fluctuations in the separated regions due to SWBLI

2.5.1. Loads due to flow transition from FSS to RSS
Only in 1999 Mattsson et al. (1999) were able to experimentally demonstrate that the distinct side-loads peaks
in the response spectra are caused by flow transition. Assuming that flow transition from one state to the other
requires a finite time, a phase difference, during which one side of the nozzle is still experiencing separation,
whereas on the other side the flow has already reattached, might exist. As touched upon in section 2.4, when
the flow is in RSS state, the separation point is located further downstream; in this context, it is, therefore,
straightforward to infer that, at the beginning of the transition, the wall pressures on the opposite sides of
the nozzle are different, with one side experiencing larger pressure loads. Nguyen et al. (2003) found that for
both transition and re-transition, the duration of the event is of the order of a few milliseconds (≈ 50 ms),
indicating that it is possible to approximate the pressure loads to an instantaneous pulse. More specifically,
using the pulse excitation theory, and based on the Shock Response Spectrum (SRS) of a nozzle experiencing
flow transition, the dynamic response factor Rd = xmax /x0, that is, the amplification of the applied load due
to the dynamic system, can be approximated by a half-sine pulse (Östlund et al., 2004).

Figure 2.19: Response factor for different pulse shapes (Östlund et al., 2004)

Assuming a pulse duration tp , a peak load F0 and that the system can be modelled as a single degree of
freedom mass-spring system, of mass m and spring constant k, it can be described via the following equation:

mẍ +kx =
{

Fo sin
(
πt/tp

)
t ≤ tp

0 t ≥ tp
(2.3)

Withωn =p
k/m being the natural frequency and τn = 2π/ωn being the natural oscillation period - very small

for stiff systems - the solution of the above system can be split into a solution for the forced vibration, when
the load is applied, and a solution for the free vibration; from these it becomes clear that the response of the
structure is mainly dependent on the pulse duration and the resonant frequency of the structure:

x(t )

xst ,0
= 1

1− (
τn/2tp

)2

[
sin

(
π

t

tp

)
− τn

2tp
sin

(
2π

t

τn

)]
t ≤ tp forced vibration (2.4)

x(t )

xst ,0
=

(
τn/tp

)
cos

(
πtp /τn

)(
τn/2tp

)2 −1
sin

[
2π

(
t

τn
− 1

2

tp

τn

)]
t ≥ tp free vibration (2.5)

From the above equations and from Figure 2.19 it is evident that when the natural period of the system is
close to the pulse duration, significant amplification occurs.
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2.5.2. Asymmetric separation line
As previously hinted, when part of the nozzle’s internal flow is in RSS state, whereas the rest is still in FSS state,
the structure is subjected to an imbalanced load. This physically translates to having a tilted separation line,
which in 3D is configured as a zig-zag pattern in azimuth, as seen in Figure 2.5. Based on this observation,
Schmucker (1984a) developed a model to quantify the side loads due to asymmetric separation; the formula
that he obtained is as follows (full derivation can be found in (Schmucker, 1984a) or (Östlund, 2002)):

Fsl = 2Kg Ki
rsep

r∗ r∗2 psep

pa

pa

pc
pa

(
1− psep

pa

)
1

d(pw /pc )
d(x/r∗)

1

1− 1+ γ−1
2 M 2

sep

(1.88Msep−1)Msep

1.2032
γ

(2.6)

Ki is a fluctuation coefficient that needs to be determined experimentally; Schmucker (1984a) found that for
the J2-D engine Ki ≈ 0.05. Kg , instead, describes the shape of the asymmetrical separation line, with:

Kg =


1 unisymmetry at 180◦ of nozzle circumference

π/4 inclined separation line

0.3÷0.4 effective value, used by Schmucker in the model

0 symmetrical separation line

Aside geometric parameters, such as r∗, one of the principal contributing factors to side loads is the wall
pressure gradient d(pw /pc ): as the NPR is increased and the separation location is moved towards the nozzle
exit, the wall pressure gradient is decreased, resulting in increased side loads. The limit case occurs when
the forward separation boundary has reached the nozzle exit: in this occasion Fsl has its maximum value.
Schmucker, in fact, experimentally found that maximum side loads are obtained for chamber pressures 10%÷
20% below full flowing pressure.

2.5.3. Effects of aeroelasticity
Up to now, the underlying assumption made in the discourse around increased pressure loads is that of the
nozzle having a stiff structure. In reality, however, during actual hot firing of a rocket engine, rather than un-
dergoing only static deformations, nozzles often flex or deform in response to the lateral aerodynamic forces
and it is, therefore, important to account for the aeroleastic contribution during analysis efforts. Nozzle’s
elasticity is one of the contributing factors to the increased loading: a closed loop between the mechanical
structure of the nozzle and the internal flow might be established when slight variations in wall pressure in-
duce a distortion of the contour, which, in turn, further modifies the wall pressure, thereby resulting in a
significant amplification of the initial load.

(a) Inward wall deflection (b) Outward wall deflection

Figure 2.20: Effect of wall deflection in a nozzle separated flow (Génin et al., 2015)

Génin et al. (2015) explain this behaviour by comparing the different scenarios that could be established
based on whether the nozzle is full flowing or separated, and aids the understanding of said mechanisms
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with a simple visual representation shown in Figure 2.20. If the nozzle is full flowing and presents an in-
ward bent wall, recompression will increase, thereby reducing the pressure difference which is causing the
bending; similarly, if it presents an outward bent wall, recompression will be reduced, thereby increasing the
pressure difference between the inner and outer wall, such that to induce an inward momentum that de-
creases the bending. When dealing with nozzle separated flows, however, the disturbances get amplified. For
the case of an inward bent wall, the recompression would shift the separation downstream and, assuming
that side loads act at the separation point, this would increase the lever arm and consequently, increase the
bending force, which would cause further inner deflection. Similarly, for the case of an outward bent noz-
zle wall, the separation point would shift upstream, decreasing the lever arm, and, therefore, in absence of a
restoring force, further increasing the outward deflection. This mechanism was indeed observed during the
testing phases of the current research of the current research and a detailed analysis of these findings is going
to be discussed in subsection 6.2.1.

The binary behaviour of inward and outward deflections, however, is a simplifying approach: nozzles, in fact,
vibrate depending on their natural frequencies, which result in different types of deformations: bending,
torsional, axial. Each deformation mode have a fundamental and several harmonics, which, in turn, result in
different deformation patterns, as shown in Figure 2.21 specifically for the bending mode, which is the only
addressed in this thesis.

Figure 2.21: Fundamental and higher harmonics of the bending mode: 0th = breathing mode, 1th = pure bending, 2th = ovalization,
3th = triangular mode, 4th = square mode. Dashed lines correspond to the imaginary Fourier coefficients (Baars and Tinney, 2013)

What is even more relevant in this context is that the introduction of a flow in a nozzle makes it a combined
system, with resonant properties, that is, eigenfrequencies, different from those of the isolated nozzle sys-
tem. In the early 1990s, Pekkari (1993) first introduced a model that could predict the stability of the first
bending mode of the Vulcain engine and predict the shift in eigenfrequency for the combined system. The
model consists of two parts: the first deals with the equations of motion of the thrust chamber when it is sub-
jected to aerodynamic loads, whereas the second accounts for the variation in aerodynamic loads as a result
of the elastic deformation of the nozzle contour. Before separation, Pekkari’s model computes the pressure
shift due to nozzle deformation based on the linearised supersonic flow theory, whereas assumes constant
ambient pressure after separation; experimental evidence, however, has shown that this approach tends to
overpredict the shift. In this regard, Östlund et al. (2004) have proposed an improvement to the model such
that the pressure shift before separation is extracted from 3D Euler simulations, and the separation is assessed
simply using the empirical criterion by Summerfield et al. (1954).

Considering that the bending mode is the one most affecting nozzle stability, and assuming that the charac-
teristic timescales of the flow are one order of magnitude larger than the timescales of the system deforma-
tions, the coupled system can be assumed to be quasi-static and the equation of motion for the bending of
the nozzle is as follows:

Jy θ̈ = Mm(θ)+Ma(θ) (2.7)

With Ma and Mm being the aerodynamic and mechanical torque respectively. The mechanical torque is
nothing but the restoring torque of the spring in the nozzle suspension: Mm(θ) = −kθ, with k being the
spring stiffness.
With ω2 = k/Jy being the natural frequency of the isolated nozzle system, andΩ being the eigenfrequency of
the coupled system, Equation 2.7 can be rewritten as:

−JyΩ
2θ =−kθ+Ma(θ) −→

(
Ω

ω

)2

= 1− Ma(θ)

kθ
(2.8)
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The expression for Ma(θ) is at the core of the model from Pekkari (1993) and Östlund et al. (2004); its lengthy
derivation and can, therefore, be found in their referenced work. What is more relevant in the current analysis
is that low stiffness favours instability; Equation 2.8, in fact, shows that:

• If Ma(θ)/kθ < 0, it means that the aerodynamic torque is acting in the opposite direction of the nozzle
wall deformation, thereby restoring the system to its initial position. As a result, the coupled system is
stiffer and its eigenmode is shifted to a higher frequencyΩ>ω

• If Ma(θ)/kθ ∈ [0;1] it means that the aerodynamic torque is acting in the same direction of the nozzle
wall deformation. As a result, the system is weaker and its eigenmode is shifted to a lower frequency
Ω<ω

• If Ma(θ)/kθ > 1 it means that (Ω/ω)2 ∈C, that is, the coupled system becomes aeroelastically unstable
and the deformations grow exponentially, until failure occurs

This simple expression can be easily employed to investigate whether a structure has undergone a stiffening
or a weakening process. An example of its application is, in fact, provided in subsection 6.2.2 when comparing
the coupled system vibration frequency against the one measured during static testing.

Östlund et al. (2004) further observed that aeroelastic
effects become significant and cannot be ignored in
weak nozzle structures: as observed in Figure 2.22 a
nozzle with a low spring constant, designated as su-
per weak, becomes unstable when the separation is
close to the nozzle exit. Moreover, tests showed that
the breathing and the pure bending mode are the one
giving the greatest contribution, whereas the square
mode has almost a negligible contribution. Even
though models have been able to accurately predict
the stability of the fundamental bending mode, they
are not able to do the same for the higher order modes,
which require more complex methods to be evaluated.

Figure 2.22: Aeroelastic stability of the S1 nozzle for different spring
setups (Östlund et al., 2004)

Only in 2008, Zhang and Fuchiwaki (2008) were able to propose a coupled Computational Structural Dynam-
ics (CSD)/Computational Fluid Dynamics (CFD) methodology that could cover the behaviour of higher-order
bending modes. Blades et al. (2012) developed a similar methodology to demonstrate the aeroelastic defor-
mation of a SSME nozzle during transient start-up. However, it was later pointed that the transient time in
Blades et al. (2012) analysis ranged from 0.78 to 0.811 s, which does not match with the time at which a major
side load event occurs, that is, FSS to RSS transition. Zhang et al. (2017) approach was also further demon-
strated by Zhao et al. (2013) for the analysis of the J-2S nozzle.
Nevertheless, a shortcoming to all these studies is that they only offer loosely coupled aeroelastic solution, due
to the fact that the CFD and CSD codes where only connected through an interface code. Wang et al. (2014)
were the first to implement CSD formuations into the CFD code, so as to obtain a fully coupled solution, and,
based on their approach, Zhang et al. (2017) studied the behaviour of the J-2S nozzle by varying either the
material properties (Young’s modulus) or the wall thickness: it was observed that by decreasing the Young’s
modulus, maximum displacement increases until the nozzle, with a mass density of 2700 kg /m3 and wall
thickness of 0.05 m, becomes aeroelastically unstable for E ≈ 7×109 N/m2.

Apart from numerical studies, also a number of experimental investigations have been carried out with the
intent of assessing the stability of higher order modes. Early experiments by Tuovila and Land (1968) com-
pared the behaviour of various nozzles, fabricated with either aluminum or with glass-fiber laminates, and
having different wall thicknesses. Brown et al. (2002) observed that ovalization was the predominant mode
during transient operation and that separation was the main driver of the instability. Yet, no such study has
shown the effect of nozzle aeroelasticity on vibroacoustic loads. A recent effort in this direction was taken
by Tinney et al. (2017): by comparing the vibroacoustic signature of stiff and compliant poliurethane-based
lab-scale nozzles to that of full scale launch data, it was observed that statistical metrics (skewness and kurto-
sis) require some level of aeroelasticity for the lab-scale and full-scale data to coincide. Overall, experiments
on nozzles featuring different degrees of compliancy have shown that vibrations become undamped for soft
compliant nozzles (hardness = 90A), whereas medium (hardness = 95A) and hard (hardness = 70D) compliant
nozzles only present negligible displacements. Even though this study represents a first effort into a better
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understanding of vibroacoustic loading, no investigation on the stability behaviour of the bending modes
was performed.

Figure 2.23: Generalised displacement histories for different modes, on a transient analysis of a SSME nozzle (Wang et al., 2014)



3
Supersonic jet noise

In the last century, the discourse around jet noise has been mainly dominated by the work of Lighthill and
Newman (1952), whom were able to characterise, through their acoustic analogy, the mechanisms of sub-
sonic jets and quantify their noise footprint as a function of the jet velocity. Nevertheless, the more recent
pioneering work of Seiner and Yu (1981), Zaman et al. (2002) and Raman (1999), and many more, showed
that supersonic jets behave rather differently compared to their subsonic counterpart and comprise differ-
ent generation mechanisms. Together with turbulence mixing noise, an additional noise component, that
is, shock-associated noise, can be found in supersonic jets operating at off-design conditions. In turn, some
require full-flowing conditions to be initiated, while others also occur during FSS state, and are more relevant
to the current research. A detailed breakdown of supersonic jet noise production mechanisms is found Fig-
ure 3.1, while a physical description of each is found in the following sections, together with an overview of
the most eminent models that have been developed to characterise them. It should be, however, noted that
most of these refer to full-flowing nozzles and are unsuitable when dealing with non-full-flowing cases, as the
results presented in chapter 6 will later highlight.

Figure 3.1: Overview of different supersonic jet noise sources

3.1. Turbulence mixing noise
Turbulent mixing noise, as the name suggests, is the result of acoustic radiation from the turbulent struc-
tures forming in the jet plume, when turbulent pressure fluctuations arise in the flow due to the fluctuation
in turbulent kinetic energy. Broadly speaking, radiation occurs in the form of Mach waves when the convec-
tive speed of the turbulent eddies is greater than the ambient speed of sound. However, as simple as it may
sound, due to the chaotic nature of turbulence and the broad number of time and length scales it involves,
it represents one of the most complex noise mechanisms of supersonic jets. As of today, in fact, there is still
controversy as to which are the sources of turbulent noise, and the research community has been historically
divided into two main currents: on the one side, in the framework of acoustic analogy of Lighthill (1954), the

22
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approach consists in rearranging the wave equations in such a way to have a wave propagator on the left-
hand-side and the remaining terms acting as an equivalent source on the right-hand-side; in this context,
turbulent noise sources have been modelled as quadrupoles. These predictions, however, fail to be accurate
in the peak noise directions, at shallower angles to the jet axis. On the other hand, the second approach,
based on experimental observations (Tam et al., 2008), postulates that turbulent mixing noise is produced by
two distinct noise sources, which can be grossly categorized into small and large turbulent structures (Tam
et al., 2008), that can be modelled as linear instability waves. Before delving into the details of turbulent mix-
ing noise, a brief review of turbulence in free shear jets is deemed appropriate.

The overall anatomy of a supersonic full-flowing jet is presented in Figure 3.2 and features three main com-
ponents: a potential core, a supersonic mixing region bounded by the sonic line and a subsonic mixing region
between the sonic line and the outer turbulent shear layer. The potential core is that region characterised by
a uniform mean velocity, which initially runs parallel to the nozzle exit; however, due to continuous air en-
trainment from the quiescent ambient fluid, a turbulent annular shear layer starts forming, thereby leading
to an increase in shear layer thickness and consequent narrowing of the potential core diameter. Within the
mixing layer, the dominant entities are the large turbulent eddies which convect downstream and gradually
cascade, both energy-content wise and scale wise, into smaller eddies (Pope, 2000).

Figure 3.2: Main features of a supersonic jet plume - Courtesy of Baars and Tinney

As hinted earlier, these eddies can be regarded as the source of turbulent mixing noise, both in subsonic
and supersonic jets. The smaller eddies are typically associated with background noise and propagate be-
yond the Mach angle (upstream and sideline directions), formed by the radiation of the large scale structures,
due to the fact that they are not only convected downstream but also refracted owing to the density and
velocity gradients in the mixing layer (Tam et al., 2008). It’s the larger eddies, however, that make up the
greater portion of supersonic jet noise - mainly in the downstream direction, at the Mach cone half-angle
φ = arccos(a∞/Uc ), with Uc being the convective speed of the turbulent eddies. Yet, only a small portion
of turbulent kinetic energy is converted into noise. Pressure fluctuations travelling with subsonic phase ve-
locities rapidly decay and do not propagate to the far field. For this reason, the flow field outside of the jet is
commonly divided into a hydrodynamic non radiating region and an acoustic radiating region. For a subsonic
jet, the former, is further divided into a non-linear hydrodynamic region, with pressure intensity decaying at
a rate ∝ kr−7/3, and a linear hydrodynamic region, in which pressure intensity decays at a rate ∝ kr−6.67;
in the latter, that is, the acoustic region, pressure intensity was found to be decaying with an approximate
rate of kr−2 (Arndt et al., 1997). In this context, r defines the distance from the jet centerline, whereas k,
being the frequency-wavenumber, clearly indicates that these decaying trends, as well as the boundaries of
each region, are frequency-dependent. In other words, the dividing line between near field and far field is
frequency dependent, rather than a rigidly fixed location in space (Arndt et al., 1997). In the context of the
current research, a few short considerations on this matter are given in subsection 4.3.2.

Large scale turbulent eddies have been the subject of plenty theoretical investigations (Oertel Sen, 1980, Tam
and Burton, 1984a,b, Tam and Hu, 1989, Tam and Chen, 1994) to identify their link to acoustic radiation. From
the observations of Oertel Sen (1980), it became apparent that high speed jets feature three families of insta-
bility waves - or, equivalently, Mach waves - each moving at a different convection velocity w, w ′, w ′′, only
depending on two parameters: the jet Mach number M j and the ratio of sound speeds inside and outside of
the jet:
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Early interpretations from Tam and Hu (1989), theoretically proved the existence of three wave solutions, the
first two both exhibiting an acoustic near field in the form of Mach wave radiation, while the latter, confined
within the jet, presenting no acoustic radiation at all. This and other studies, however, did not provide ev-
idences as to which are the mechanisms initiating Mach waves. Some more recent studies from Ortel Sen
et al. (2010, 2012), Oertel Sen et al. (2013) have attempted to provide such an answer, by proposing a vortex-
train model: as the shear layer of a jet develops into coherent turbulent structures, a sheet of vortex pairs
forms, each travelling behind the other, as illustrated in Figure 3.3. The vortices adjacent to the quiescent
outside fluid travel at a speed w ′′, whereas those that share a boundary with the inner jet travel at a speed w ′;
finally, the center of the vortex pairs moves at w . A central point to the theory is the concept of gas dredging
(Ortel Sen et al., 2010), wherein rear vortices entrain gas into the shear layer from outside, while the inner
fortices entrain gas into the shear layer from inside the jet. Because the convection speeds w ′, w ′′ are greater
than the speed of sound, Mach waves are formed.

Figure 3.3: Hypotetical vortex-train model of Oertel Sen et al. (2013)

In this context, instability waves and coherent large scale turbulent structures are synonymous, with the
former representing the mathematical description of the latter. Tam and Chen (1979), in fact, proposed a
stochastic instability model based on the observation that turbulence statistics in high speed flows features a
self-similar behaviour in the downstream direction, due to the slow spreading rate of the jet. When this is the
case, and a state of quasi-equilibrium is established, the large scale fluctuations can be represented by the
superposition of their main normal modes, that is, instability waves. Nevertheless, Tam and Burton (1984a,b)
pointed that the classical hydrodynamic stability theory could not be employed to predict acoustic radiation
by instability waves as its solutions are based on the assumption that wave disturbances decay to zero far
from the mixing layer. Consequently, they developed a global solution based on the method of matching
asymptotic expansions, which features two solutions, an inner one, valid within the jet, which parameterises
the instability wave itself, and an outer one, constructed by the method of Fourier transform, which describes
the acoustic field outside of the jet. To reflect the broadband nature of turbulent mixing noise, this model was
later extended by Tam and Chen (1994), who constructed a broadband solution based on the modulation of
the waves’ amplitude and on the superposition of instability waves of all frequencies and azimuthal mode
numbers. Amplitude modulation, in fact, is fundamental to noise generation: instability waves, generated at
the nozzle exit, grow rapidly as they propagate downstream, until they reach their maximum amplitude, after
which they become damped. This growth/decay behaviour mathematically translates into having a distur-
bance with a broadband of wavenumbers, such that its spectrum can feature both subsonic and supersonic
phase velocitiesω/k; while the former cannot propagate sound, the latter are the ones responsible for acous-
tic radiation to the far field, even in subsonic jets. These organised structures are coherent over several jet
diameters, and can be, therefore, regarded as non-compact sources with a distinct directivity pattern.

3.2. Broadband Shock Noise
BBSN was first observed by Harper-Bourne and Fisher (1973). Their primary interest, however, was in rela-
tion to jets ejected from converging nozzles, and it was later shown that, in some aspects, their model failed
to predict jet noise for C-D nozzles. Much of today’s understanding of BBSN is owed to the experimental ob-
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servation of Pao and Seiner (1983) and Norum and Seiner (1982) and to the development of analytical models
by Tam (1995) and Tam and Tanna (1982).

Figure 3.4: BBSN generation mechanism - Courtesy picture of Baars and Tinney

BBSN occurs when non-ideally expanded jets present shock cell structures within their plume. A shock cell
can be broadly defined as a succession of shock and expansion waves which develop into said cell-like struc-
ture due to the reflection into the jet that they undergo from the turbulent shear layer. Outside of the jet, in
fact, the flow is subsonic and cannot accommodate a supersonic flow, which, consequently, is reflected at the
sonic line. The first shock cell forms at the nozzle lip, in an effort to adapt the jet pressure to that of the ambi-
ent; where the shear layer is the thinnest and the turbulent eddies are small. The shock-expansion reflection
process continues downstream and multiple shock-cells are formed, in a quasi-periodic pattern, each with
progressively weaker strength due to turbulence dissipation and a thickening of the shear layer. BBSN is the
result of the weak interaction between these shock-cells and the large turbulent structures propagating down-
stream and passing though the cells. The convection of the turbulent eddies through the shock-cell is able
to distort the turbulent eddies and viceversa. This interaction gives rise to upstream travelling disturbances,
some being hydrodynamic and having subsonic phase velocities, and others having supersonic phase veloc-
ities. The former decay rapidly, while the latter are the ones typically associated with noise generation, in the
form of Mach waves, which propagate to the far-field.

Being a phenomenon occurring in non-ideally expanded jets, it also concerns overexpanded rocket nozzles.
Donald et al. (2014), in fact, have reported a noise spectra during FSS featuring a signature typical of BBSN.
Similarly, Tinney et al. (2017) noticed that BBSN are less pronounced in compliant nozzles, as opposed to the
case of a stiff aluminum nozzle, operating at similar conditions. Furthermore, Donald et al. (2012) have inter-
estingly observed a glaring difference in the noise spectra between TIC and TOP nozzles at various pressure
ratios (25 < NPR < 50): while for a TIC nozzle both turbulent mixing noise at downstream angles and BBSN
at upstream angles are present, for a TOP nozzles, BBSN seems to be the dominant noise mechanism, with a
very slim trace of turbulent mixing noise at shallower angles. In this regard, Zaman et al. (2002) has pointed
that the excess broadband noise seems to occur in nozzles having a larger half-angle in the divergent section.

A deterministic linear model that explains sound generation from shock - turbulence interaction was first
proposed by Ribner (1985) based on the observation of Hollingsworth and Richards (1955): a shock-vortex
interaction can produce a cylindrical acoustic wave partly cut off by the shock. Based on the division pro-
posed by Ellzey et al. (1995), the family of shock-vortex interactions can be broadly divided into four different
kinds, based on the strength of both the shock and the vortex. For the case of BBSN, the interaction ought to
involve a strong vortex and a strong shock, with matching vortex and downstream flow field velocities.
During the early stages of the interaction (Figure 3.5a), the shock undergoes a distortion when a vortex passes
through it, which results in the formation of an upper and a lower diffracted branch, the former propagating
downstream faster than the latter, whose motion is opposed to that of the shock. A reflected shock, which
connects the lower and upper branches of the diffracted shocks, passes though the core of the vortex. Once
the shock structure is convected further downstream, it develops into a complex pattern: the Mach stem, to-
gether with both incident shocks forms the transmitted shock, which slowly becomes planar again, whereas
the reflected shocks travel at different velocities: the upper shock, still diffracting around the vortex is slower
compared to the lower one. As far as the pressure field is concerned, behind the shock front, a region of
weak expansion exists where the the upper diffracted shock meets the reflected shock, while a region of weak
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compression exists where the vortex velocity opposes the shock propagation. This pressure field, commonly
referred to as precursor (Ribner, 1985), propagates radially outward from the vortex and it is typically ide-
alised as a quadrupolar pressure variation with a source strength proportional to r−2 (Pao and Seiner, 1983).
When the precursor wave front interacts with the lower reflected shock (MR2 in Figure 3.5b), an acoustic wave
develops and travels to the far-field.

(a) Early stages of strong shock - strong vortex interaction (b) Late stages of strong shock - strong vortex interaction

Figure 3.5: Strong shock - Strong vortex interaction (Ellzey et al., 1995)

Harper-Bourne and Fisher (1973) modelled BBSN as being generated where the shock tips intersect with the
shear layer. The succession of shock cells and turbulence causes the sound waves to interfere constructively
and destructively, thereby forming a distinguishable hump in the acoustic spectra. The point sources are
correlated and the phase difference between adjacent sources is a function of the time needed for the tur-
bulent eddies to traverse the cell. The acoustic frequency spectrum is broadband in nature and presents an
amplitude rise with frequency up to a peak frequency, with a slope proportional to ω4 - ω being the angular
frequency; it, then, decreases at higher frequencies, with a decay rate of ω2. Pao and Seiner (1983) argue that
the ω dependency in the frequency spectrum can be traced back to physical characteristics of the the shock-
vortex interaction: the high frequency behaviour, for instance, implies that the noise is highly impulsive and
the high-pressure spot formed in the interaction might be responsible for it. Norum and Seiner (1982) also
point that the peak frequency is noticeably higher for the case of hot jets compared to cold jets.
Furthermore, as opposed to turbulent mixing noise, BBSN exhibits a frequency shift with measurement angle,
indicative of an apparent Doppler effect, with the peak frequency decreasing for steeper angles with respect
to the jet axis (Donald et al., 2012). The peak frequency is also affected by shock-cells spacing and eddies
convection velocities, with the peak Strouhal number decreasing with increasing NPR (Norum and Seiner,
1982). As also noted experimentally by Donald et al. (2012), the peak wavelength of BBSN is equivalent to the
length of the shock cell, which braodens as the NPR is increased. The expression that Harper-Bourne and
Fisher (1973) obtained for the peak frequency is as follows:

fp = uc

s
(1−Mc cosθ) (3.1)

With θ being the observation angle, uc = 0.7U j the eddies convection velocity and s = 1.1×Dβ the average

shock cell spacing, proportional to the shock parameter β =
√

M 2
j −1. Nevertheless, for this model a good

correlation with experimental data was only found for converging nozzles. Norum and Seiner (1982) conse-
quently found a better correlation for the average shock cell spacing, obtained in the form s/D = aβb , with
[a;b] = [1.1;1.17] for a M = 1.5 nozzle flow. To account for the Doppler effect, the variation in peak frequency
is computed as fp = fψ(1−Mc cosψ), with fψ being the peak frequency measured at the far-field angleψ (Pao
and Seiner, 1983, Norum and Seiner, 1982).

Tam and Tanna (1982), instead, developed an analytical model on the basis of instability theory. The velocity
fluctuations associated with the large scale turbulent structures can be represented as a superposition of the
hydrodynamic instability wave modes of the flow:

ut = Re
[

A(x)Ψ(r )e(kx−ωt )
]

(3.2)
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where A(x) represents the dimensionless spatial amplitude, which describes the growth and decay of the
instability waves in the flow direction: after an initial increase close to the nozzle exit, it reaches a peak which
depends on the wave frequency, to, then, decrease again further downstream.
Based on their model, a similar peak frequency expression was developed in terms of the shock cell spacing
(Ls = 2π/κ1):

f = uc

s (1+uc cosθ/a∞)
(3.3)

The spectrum, overall, peaks at a frequency close to that defined in Equation 3.3; the reason it does not peak at
that exact frequency is due to the dependence on A(x), which broadens the wavenumber spectrum, thereby
producing wave components radiating at different phase velocities and angular directions, resulting in the
observed Doppler effect.

Finally, scaling laws for the prediction of noise intensity have typically linked noise intensity to the shock
parameter β: Harper-Bourne and Fisher (1973) have suggested that IBBSN ∝ β4 for 0.5 < β < 1.2, whereas
Kandula (2011) has found that IBBSN ∝ β4.2 for 0.2 < β< 2. A similar relationship was proposed by Tam and

Tanna (1982): IBBSN ∝
(
M 2

j −M 2
d

)
, with Md , the design Mach number. These expressions, however, typically

fail for higher β due to the large portion of subsonic flow that forms downstream of the Mach disk.

3.3. Screech
Even though screech is still the least understood and predictable component of jet noise, it was first reported
by Powell (1953) in the 1950’s and plenty contributions to the topic have followed with the work of Tam (1995),
Raman (1999, 1998) and many others. Broadly it consists in tonal emission at medium frequencies and, even
though it is typical of the acoustic signature of military jets, screech tones were recently observed in multiple
studies involving overexpanded lab-scale TOP and TIC nozzles, at relatively high NPRs (Donald et al., 2014,
Canchero et al., 2016a, Rojo et al., 2016), when the nozzle is in full-flowing conditions. From early schlieren
observations of both circular and rectangular nozzle flows, Powell (1953) was readily able to define the main
features of the phenomenon and suggest that the tonal emission was due to a self-sustaining aeroacoustic
feedback loop, comprised of four main processes:

(a) Schlieren visualization of the main components of the screech feedback
loop

(b) Staging of screech in circular jets

Figure 3.6: Screech (Raman, 1998)

1. Downstream propagation of energy via hydrodynamic instabilities up to the point where a disturbance
in the flow - namely, the shock cell - is present

2. Conversion of the energy associated with the downstream-propagating instabilities into an upstream-
propagating disturbance due to the interaction between the travelling instabilities and the flow distur-
bance

3. Upstream propagation of the disturbance up to the near-nozzle shear layer in the form of acoustic
reflections

4. Excitement of the near-nozzle lip shear flow by the upstream propagating acoustic disturbance, thereby
triggering newer instabilities
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The cycle repeats itself and the feedback loop is complete, as seen in Figure 3.6a. Therefore, it can be de-
duced that the essential elements that warrant the production of screech tones are two: a full-flowing flow,
such that the shear layer, being at the nozzle lip, can trigger newer instabilities, and shocks. The former re-
quirement clarifies why screech tones in TOP nozzles are typically recorded after transition to a RSS flow has
occurred. As for the latter, shocks need to be strong enough in order for the loop to be initiated. Nevertheless,
the relationship between shock strength and screech amplitude is rather weak (Raman, 1998): once screech
is produced, a further increase in shock strength does result in louder tones. Analytical models that can for-
mally predict screech amplitude, however, are lacking, due to the difficulty to characterise the influence that
the near-field has on the feedback loop.

Powell (1953) also indicated that, in order for the feedback loop to be self-sustaining, two criteria have to be
met:

N

fs
= h

u1
+ h

u2
+ϕ (3.4) qdηgηuηr ≥ 1 (3.5)

Equation 3.4, the phase criterion, defines the frequency f at which the shear layer becomes naturally unsta-
ble: f is seen to depend on the distance h being a multiple of the shock cell spacing, the velocities u1 and u2,
being the downstream and upstream perturbation speeds respectively, and N, that is, an integer value which
defines the number of new disturbances that are generated in the time it takes for the loop to close.
Equation 3.5, the amplitude criterion, on the other hand, defines the gain that is associated with each of the
four stages of the loop, which is essentially linked to the growth rate qd of the instabilities - the only term in
the expression greater than one - as they extract energy from the mean flow. Finally, even though instability
wavepackets show a gain, they do not grow exponentially, as opposed to non-shock containing jets, but rather
a fluctuating amplitude behaviour given by shock modulation is observed (Raman, 1999, Edgington-Mitchell,
2019). Nevertheless, models for a correct prediction of instability modulation by shocks are still not available.

As far as tonal emission is concerned, it is the consequence of the energy transformation mechanisms that
convert the downstream-propagating energy into an energy form that can travel upstream; for the case of
screech, it appears to be the result of a vortex/shock reflection interaction, in a process commonly referred to
as shock leakage, a model by Manning and Lele (2000), with experimental evidences arising from the work
of Edgington-Mitchell et al. (2014). Said model describes the generation of an upstream travelling acoustic
wave as a result of the reflected shock in the shock cell leaking past the sonic line due to the interaction with
the shear layer vorticity.
Once acoustic disturbances have travelled upstream, they are able to excite the shear layer. This process is
usually termed receptivity, and it has been shown to accommodate acoustic forcing when the shear layer is
the thinnest. Tam (1986) was able to provide a qualitative criteria to describe the occurrence of excitation,
that is, the incident sound wave and the instability wavepacket need to have the same frequency and phase
velocity. This has been shown to occur near the nozzle lip.

As far as the screech frequency is concerned, from Equation 3.4, Powell was able to derive a simpler relation
that could directly link the fundamental screech frequency to the shock cell spacing s:

fs = uc

s(1+M j )
(3.6)

Equation 3.6 is based on the premise that the fundamental tone and the first harmonics radiate most strongly
upstream and to the side-line, respectively. Norum (1983), however, later pointed that, even though screech
mostly radiates upstream, it is not necessarily true that the emission with maximum amplitude is exactly
upstream. This finding came about with the discovery of mode staging. Screech, in fact, exhibits a staging
behaviour, with complex directivity patterns. As shown in Figure 3.6b, mode shifting is characterised by dis-
continuous changes in frequency, with the dominant screech mode jumping to lower frequencies as the jet
Mach number is increased. Lip geometry and thickness, as well as temperature have also been shown to af-
fect staging (Norum, 1983). Despite the mechanisms behind mode staging being still unresolved (Edgington-
Mitchell, 2019), four modes have been identified, each with a different azimuthal structure of both the sound
field and of the downstream propagating instability; A is the axysimmetrical mode, B and D are the flapping
modes and C is the helical mode. Together with screech frequency, also screech amplitude is mode depen-
dent, with the loudest tones observed for the B and C modes (Raman, 1998).
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Even though Powell’s feedback loop model is the most widely accepted, Tam et al. (1986) proposed the "weak-
est link" feedback model and suggested that screech could be a special case of BBSN, with the screech fre-
quency being the lower bound of the BBSN spectra, and the tonal emission in the form of Mach wave ra-
diation being the result of the weak interaction between the large scale turbulent structures and the nearly
periodic shock cell. The authors suggested a semi-empirical screech frequency based on the assumption that
the jet mixing layer bounds the shock-cell system; assuming uc ≈ 0.7U j , they found that the finite thickness of
the mixing layer could decrease the shock cell spacing by 20% compared to the vortex sheet shock cell model
of Prandtl (1904) prediction; the following expression for the fundamental tone was obtained:

fs D j

U j
= 0.67√(

M 2
j −1

)
[

1+0.7M j

(
1+ γ−1

2
M 2

j

)−1/2 (
T∞
T 0

)−1/2
]−1

(3.7)

3.4. Transonic resonance
Transonic Resonance (TR) is characterised by the emission of acoustic tones, whose features are different
from conventional screech tones. Baars and Tinney (2013) and Donald et al. (2014) have pointed at the pos-
sibility that the narrow spectral peaks observed in their experimental investigation of TIC and TOP nozzles
could be attributed to transonic resonance, rather than screech: even though it is typically encountered in
nozzles with sudden area changes, transonic resonance has also been reported for nozzles with smooth di-
vergence from the throat, up to the nozzle exit (Zaman et al., 2002). The underlying mechanisms of said noise
source, however, are yet to be fully defined: even though authors generally agree on the principal role that
the shock foot unsteadiness plays in the generation of these acoustic tones, two opposed currents prevail in
literature as to which process leads to noise generation, with some speculating that a feedback loop between
shock and shear layer sustains the resonance (Olson and Lele, 2013), while others point that the resonance
is due to the shock behaving like a vibrating diaphragm, thereby driving the downstream flow accordingly
(Zaman et al., 2002, Lárusson et al., 2017).

Zaman et al. (2002) have carried out an extensive investigation on transonic resonance and were able to iso-
late the phenomenon, distinguishing it from screech, and draw conclusions on its main features.
The vertical lines of Figure 3.7b mark different flow regimes, with the region between the dashed and the dot-
ted line representing a condition in which a shock is expected in the nozzle divergent and the region between
the dotted and the chain-dashed line representing an overexpanded flow. Transonic resonance is, hereby,
proven to only occur in the presence of a shock or during overexpanded operations, and only in converging-
diverging nozzles (Zaman et al., 2002), as opposed to screech which was first documented in a convergent
nozzle (Powell, 1953).

(a) Schematic of possible flow field causing transonic resonance (b) Staging behaviour of resonance: frequency as a function of jet Mach
number

Figure 3.7: Transonic resonance mechanism (Zaman et al., 2002)

A striking feature of transonic resonance, is that it has a staging behaviour as shown in Figure 3.7b: stage 1,
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that is, the fundamental, which has been seen to involve the loudest tones, occurs at relatively higher jet ve-
locities and larger pressure supplies and corresponds to a 1/4 standing wave. At lower velocities, the first odd
harmonics, corresponding to a 3/4 standing wave, occurs. The length scale of the phenomenon, and the cor-
responding frequencies, are dictated by the distance between the shock foot - the wave node - and the nozzle
exit - the wave antinode - as indicated in Figure 3.7a. By increasing the NPR, the shock foot moves down-
stream, thereby shortening the length L

′
; this is followed by a decrease in wavelength and a corresponding fre-

quency increase. With a further NPR increase, the decreasing L
′

cannot support 3/4 standing waves anymore,
and the resonance drops to the fundamental 1/4 wave, with a corresponding frequency drop of a factor of ap-
proximately 3. Zaman et al. (2002), by using a comprehensive set of measurements of large area ratio nozzles
with different throat-to-exit axial lengths xL , angles of diverging wall section θ = t an−1[(D j −D∗)/2xL], and
exit and throat diameters D j ,D∗, proposed a polynomial fit to collapse the data and were able to provide an
analytical approach for the computation of resonance frequencies:

fr = a∞
4α

√
m2 + 8α

π2x0
m = 1, 3, 5... (3.8) α= xL +

4D j

3π
x0 = D∗

2t anθ
(3.9)

For both stages, the frequency has been seen to increase with the jet Mach number, with the curve slope being
dependent on the nozzle’s divergent half angle θ. More specifically, the slope curve steepens with decreas-
ing θ, and is directly linked to the different rate of the divergence experienced by the flow and to the shock
movement given a certain pressure differential. Finally, the model predicts the resonant frequencies, but says
nothing about their amplitude.

The findings of Olson and Lele (2013) agree well with the model proposed by Zaman et al. (2002), confirm-
ing that the resonance depends on the distance between the shock foot and the nozzle exit. The study fur-
ther suggests that a feedback loop between the separated shear layer and the shock wave is the driver of the
low-frequency unsteadiness: information moves upstream through pressure waves in the subsonic core flow,
and downstream through the separated region. Downstream of the separation shock, in fact, the turbulent
boundary layer is separated and obstructs the nozzle exit, effectively altering the geometry; the shock, there-
fore, moves upstream to readjust and accordingly its intensity decreases, thereby decreasing the degree of
separation. With a weaker separated region, the nozzle exit geometry is less altered and the shock moves
downstream, increasing its strength and the separation blockage, closing the loop.

3.5. Rocket noise
In many aspects rocket plumes and supersonic jets share various similarities, such that, overall, the treatise
of chapter 3 are still valid in terms of sound generation mechanisms; in rockets the dominant noise source
is turbulent mixing noise: Kuo et al. (2015) point that this could be mostly due to the combined effect of the
high efficiency of Mach wave generation and BBSN saturation at high stagnation temperatures. Nevertheless,
rocket plume’s acoustic radiation phenomena are substantially different from those of other supersonic jets,
such as military and afterburning turbojets, due to the extreme conditions at which rockets typically operate,
thus often making prediction approaches difficult to be compiled in reliable methodologies. Just to name a
few, typical values of rocket plume’s static temperatures are on average 4 times higher than those of regular
turbojets, and consequently, ambient Mach numbers for rockets are between 7 and 11, as opposed to val-
ues between 2 and 4 for military jets (McInerny, 1992). Furthermore, prediction methods have been mostly
used to assess the acoustic environment of launch pads, where rockets typically operate at overexpanded
conditions, thereby making geometric and plume physics parameters harder to gauge. Early on, Chobotov
and Powell (1957) also showed that the power law for subsonic jets by Lighthill and Newman (1952), Lighthill
(1954), that is, OASPL ∝ U 8

e , is not valid for highly supersonic jets and proposed that sound power scales
with U 3

e , instead. Said dependency was later proven also by Varnier (2001). For over 50 years, the work of El-
dred (1971), published in NASA SP-8072 report, has represented the foundation for the prediction of launch
vehicles’ acoustics, and, despite known shortcomings, it is still being used today both in noise preliminary
analyses and as a reference for improved models. In the following sections, a review of the state-of-the-art
rocket noise research is presented, with a summary on the main parameters affecting acoustic loading, to-
gether with a comment on some limitations of the prediction methodologies currently used.
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3.5.1. NASA SP-8072 and its heritage
NASA SP-8072 report (Eldred, 1971) was compiled by Eldred in 1971 as a mean to gather existing data from the
Apollo programs of the 1960s. The result was an empirical model for the prediction of rocket plume acoustic
signatures. Its main limitations, which are primarily due to some wrong assumptions, lack of comprehensive
data and a generally poor understanding of supersonic jet noise during those years, were revealed relatively
soon, when gross disagreements where found between the predictions and the measured data of the SSME
during various launches (Lubert et al., 2022). It became soon clear that the SP-8072 could not represent an
universally valid guide for acoustic prediction and many alternative studies started populating the literature:
McInerny and Ölçmen (2005) studied the far field noise produced by the Titan and Scout programs, and found
OASPLs as high as 160 dB during full flowing conditions; similarly, Plotkin et al. (2009) developed a predictive
model for the acoustic environment around the Ares I launch pad, while Kenny et al. (2009) measured the far
field noise and sound directivity of the solid boosters of the Space Shuttle.
Nevertheless, given its simplicity and relevance, the SP-8072 is hereby reported: simply put, the procedure
employs sound power curves and directivity indices to predict acoustic levels as a function of distance and
angle from the jet axis. For a single nozzle configuration, assuming Wr e f = 10−12 W, first, the overall sound
power level Lw is computed from the acoustic power WO A :

WO A = η

2
FU 2

e [W] (3.10) Lw = 10log10

(
WO A

Wr e f

)
[dB] (3.11)

As seen in Equation 3.10, with the thrust F being proportional to U 2, the U 3 dependency, presumed by
Chobotov and Powell (1957), is justified through the acoustic radiation efficiency η, which Eldred assumed to
be 1%. Later assessments of η, however, showed that Eldred’s assumption was rather overpredicting. Suther-
land (1993) presented an alternative formulation for η dependent on plume parameters, which has been re-
cently employed also by Donald et al. (2014) in the preliminary assessment of the acoustic power for sub-scale
overexpanded rocket nozzles:

η= K

(
γ j

γ∞

)(
a∗

a∞

)3 (
1

cv

a∗

U j

)2

(3.12)

(a) Normalized relative power spectrum as a function of Strouhal number for
rockets with a thrust range between 1.56 kN and 31.1 MN

(b) Axial location of apparent sources as a function of Strouhal number

Figure 3.8: NASA SP-8072 methodology (Eldred, 1971)

Cv is a nozzle velocity coefficient valued 0.98, whereas K = 0.0012. This expression, however, has been shown
to be based on the wrong assumption that the subsonic region of the plume is the one producing the greatest
portion of sound power (Lubert et al., 2022). Donald et al. (2014) also point that not only Sutherland wrongly
assumes a constant mass flow between the nozzle exit and the supersonic region, instead of a linearly increas-
ing function of distance, but that his formulation fails to give reliable results at very high temperatures, when
ideal gas approximations are not valid. Alternatively, nowadays, the most commonly used approximation is
η≈ 0.5%, recently validated by the measurements of James et al. (2012a) and Mathews et al. (2021).

Once the value for the overall sound power level is obtained, Eldred’s methodology is two-fold, that is, he
provides two different source allocation methods, commonly referred to as DSM-1 and DSM-2. Both consist
in diving up the plume in an array of sub-sources; however, the former assumes that each sub-source only ra-
diates one frequency, with a corresponding sound power level defined as a function of the Strouhal number;
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the latter, instead, consists in diving up the plume in multiple slices, such that each one has a corresponding
sound power spectral shape W ( f ).

As far as DSM-1 is concerned, the overall sound power level Lw is split into multiple power bandwidths, with
the central frequency defining the Strouhal number for the calculation of W ( f ) according to Figure 3.8a. The
obtained values for each frequency bandwidth are, then, plugged into Equation 3.13.

Lw,b = 10

[
log

(
W ( f )

WO A

Ue

De

)
− log

Ue

De
+ log∆ fb

]
+Lw [dB] (3.13)

With a similar curve fitting approach, based on the calculated Strouhal numbers, each source is, then, allo-
cated along the exhaust flow centerline using Figure 3.8b. Once Lw,b and x/De are known, the sound pressure
level at any point in space for each sub-source is computed based on their distance r and angle θ from the
source:

SPLb,p = Lw,b −10logr 2 −11+D I (b,θ) [dB] (3.14)

The overall sound pressure level is obtained by logarithmic summation of each SPLb,p contribution:

SPLO A,p = 10log

∑
All b

[
10SPLb,p /10]

2 ·10−5 [dB] (3.15)

DSM-1, however, is not only too simplistic in its as-
sumption that each sub-source only radiates at a sin-
gle frequency, but Gee (2021) recently found that the
method is based on a wrong plot (Figure 3.8a), whose
error is propagated and amplified in the calculation of
the final sound pressure level. Without recurring to
lengthy calculations for the sources’ array, McInerny
(1992) provided a simple formula to obtain the max-
imum OASPL directly from the Overall Sound Power
Level (OASWL) calculated in Equation 3.10:

O ASPLmax = Lw −10log(4πr 2)+8 (3.16)

Alternatively, Greska et al. (2008) recently proposed a
graphical approach for the computation of the OASPL,
which agrees well with the experimental data of Math-
ews et al. (2021). Figure 3.9: Directivity of far field noise as a function of Strouhal

number Eldred (1971)

As far as the frequency scaling is concerned, the most common scaling parameter employed in the majority of
prediction models, including Eldred’s, is the Strouhal number, which, for rockets typically peaks at St ≈ 0.025,
as opposed to regular supersonic jets, that peak at St = 0.2 (Tam, 1995). Over the years, however, alternative
formulations have been proposed, including a modified Strouhal number by Eldred:

Sr∗ = f D t

aa

[(
2

γ+1

)γ/γ−1 (
p0

pa

)]1/2

(3.17)

Greska et al. (2008), on the other hand, have pointed that the Helmoltz number Hm = f De /aa - not depen-
dent on plume parameters - is a more suitable alternative.

A better alternative to the DSM-1 is represented by the DSM-2: once Lw is obtained from Equation 3.11,
this method assumes a distribution of WO A based on the laminar core length xt (here designated as LC ),
computed as:

LC /De = 3.45
(
1+0.38M 2

j

)2
(3.18)
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(a) Source power distribution along the jet axis (b) Normalized relative power spectrum level as a function of axial position

Figure 3.10: DSM-2 method (Eldred, 1971)

The overall sound level is distributed along the jet axis: once the core length is known, the plume is divided
into slices of arbitrary length ∆x such that it is possible to compute the normalized aoustic power per unit
core length, as per Figure 3.10a to later determine the overall acoustic power for each slice:

Lw,s = 10log

[
LC W (x)

WO A

]
+Lw +10log

∆x

LC
[dB] (3.19)

From Figure 3.10a, it is also possible to see that the sound power peak is located at a distance from the nozzle
of approximately LP ≈ 1.5LC , whereas the acoustically effective length, that is the length over which 98% of
the overall sound power is generated, has an approximate value of L A ≈ 5LC .

Similarly to DSM-1, Lw,s is, then, converted to a conventional acoustic bandwidth, as per Figure 3.10b. The
obtained values for each frequency bandwidth are, then, plugged into Equation 3.20

Lw,s,b = 10log

[
W ( f , x)

W (x)

Ue aa

xa j

]
+Lw,s −10log

[
Ue aa

xa j

]
+ log∆ fb [dB] (3.20)

SPLs,b,p = Lw,s,b −10logr 2 −11+D I (b,θ) [dB] (3.21)

SPLb,p = 10log

∑
All s

[
10SPLs,b,p /10]
2 ·10−5 [dB] (3.22)

In a similar fashion to DSM-1, Equation 3.15 is finally applied to compute the overall sound pressure level at
a point in space.

At this point, a few comments are deemed necessary to clarify the use of some parameters, namely, core
length and its link to source distribution and sound directivity. As far as the source distribution is concerned,
even though the DSM-2 method provides a more realistic alternative to source allocation compared to DSM-
1, it was reported that, for instance, at St = 0.025 the source is estimated to be located at around 50De , value
for which no experimental justification was found. Even though it is true that, as opposed to regular su-
personic jets, for rockets the region over which the plume is efficiently convective is longer, field measure-
ments have shown that the region of maximum radiation is around 17− 20De (Crocker and Potter, 1966).
Varnier (2001) also pointed that to match the predictions based on DSM-2 to his measurements, an unrealis-
tic η≈ 3−4% would be necessary. In light of this, he suggested an improved formulation for the core length,
based on the theoretical Mach and diameter of the jet:

LC /D j = 1.75
(
1+0.38M j

)2 (3.23) D j = (2/M j )(m∗V j /πPaγ j )1/2
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Yet, Varnier (2001) further points that in a supersonic flow the core length LC is difficult to define in the
presence of shock cells and a relation between the supersonic core length and the sound peak location should
be preferred: LS /LP ≈ M 0.85

j . Nagamatsu and Horvay (1970) had earlier proposed:

LS /D j = 5M 1.8
e +0.8 (3.24)

None of these formulations, however, accounts for the jet temperature: two alternatives have been proposed
by Koudriavtsev et al. (2004) and Greska et al. (2008), shown, respectively, below:

LC /D j = 6+
8/3U 2

j +3cp,aTa

cp, j T j
LC /D j = 3.134e(1.043M j −Mc )

Nevertheless, as much as using core lengths represents a useful simplification, there are still too many uncer-
tainties when it comes to empirical formulations and, to this day, experimental reconstruction of the acoustic
field from sub-scale testing still is the most reliable approach.

As for the directivity indices in Equation 3.14 and 3.21, these were used by Eldred to correct the shapes of
the spectra due to the wrong assumption of incoherently radiating sources. According to said indices, the
maximum radiation angle is around 50◦ from the jet axis, however Eldred did not clarify what links there are
between jet parameters and radiation directivity: indeed, it was seen that the angles predicted by SP-8072
are lower than the ones obtained through the convective Mach number, which are around 65◦. Considering
turbulent mixing as being the major noise component of rocket noise, and assuming efficient Mach wave
radiation, the maximum radiation direction is dominated by the convective Mach number:

µpeak = cos−1
(

1

Mc

)
Mc = kUe

aa

In literature 0.6 < k < 0.85, although, recently Mathews et al. (2021) predicted k ≈ 0.31 based on Falcon-9
launch data. Many alternative formulations of the convective Mach number have been suggested: for in-
stance, Greska (2005) proposed the following formulation, which has been proven accurate on the measure-
ments of Baars et al. (2014) and Mathews et al. (2021):

Mc =
U j +0.5a j

aa +a j

James et al. (2012b) argues that a possible discrepancy between the experimentally determined angles and
those theoretically obtained is due to the use of a polar microphone array placed at the nozzle exit - rather
than at x ≈ 17De - and at a small radius from the jet centerline; this effectively provokes a shift of the direc-
tivity at smaller angles to the axis. James et al. (2012b) proposed a modification of the directivity curves and
provided a more physics-based approach, whose results more closely match with Greska’s convective Mach
number.

Furthermore, it should be pointed that NASA-SP8072 and the models that followed were mostly based on
test data taken either from static firings of full-scale solid rocket boosters mounted parallel to the ground, or
during actual launches, to mainly assess the acoustic environments around launch pads. In both scenarios,
the effect of the reflections coming from the ground, which effectively induce larger OASPL readings, has not
been accounted, thereby making the prediction models inaccurate.
Finally, regardless of the various shortcomings described above, little emphasis was placed on understand-
ing transient ignition noise, responsible for high vibroacoustic loads. Apart from the conventional jet noise
sources - turbulent mixing, BBSN and resonance effects - the complex shock system developing inside the
nozzle during the initial ignition phases is, in fact, responsible for increased acoustic loading, especially dur-
ing FSS to RSS transition (Donald et al., 2014), as it will be confirmed from the results of the current research.
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Experimental methodology

In order to fulfill the research objective, a number of test cases have been conducted on two distinct nozzles.
In this chapter, a detailed characterisation of the specimens used is provided, together with a summary of
their manufacturing method. Furthermore, a description of facilities, operating conditions and measurement
systems employed during testing is given. Finally, acquisition control strategies are detailed.

4.1. Test articles
Experimental investigations have been performed using two axysimmetric TOP contoured nozzles, with a
PAR3 contour, based on the design by Ruf et al. (2009), in order to simulate the separated flow behaviour typ-
ically observed during the ignition transient of rocket engines. The coordinates of the contour can be found
in Appendix C. In the following sections, the design and manufacturing strategies of the compliant nozzle
are reviewed. In particular, subsection 4.1.1 presents an overview of the nozzles’ gasdynamics properties and
highlights the main differences between the stiff and flexible test article, while providing a preliminary acous-
tic assessment. Subsection 4.1.2, then, elaborates on the manufacturing method implemented to produce the
compliant walled nozzle.

4.1.1. Nozzle design
Both nozzles feature identical geometrical and ideal gasdynamics properties, as presented in Table 4.1, and
only differ in material and wall thickness.

Property Symbol Value Unit
Throat radius r∗ 8.175 mm

Throat expansion angle θ∗ 40 °
Exit radius re 44.99 mm

Axial length l 102.2 mm
Expansion ratio ϵ 30.29 -

Mass flow ṁ 2 kg/s
Thrust F 827 N

Exit pressure pe 20148.3 Pa
Exit Mach number M j 4.2 -

Exit velocity ve 671.56 m/s
NPR at optimal expansion N PRopt 699.8 -

Table 4.1: Nozzle properties - Operating conditions based on po = 40 bar

For both nozzles the wall coordinates are obtained using TDK, a two dimensional kinematics software com-
monly employed in the evaluation of 2D effects on the performance of full scale rocket nozzles, which uses
the Method of Characteristics to account for non-equilibrium processes.
Contrary to typical TOP contoured nozzles, the expansion angle at the throat for the test articles used in
the present study is chosen slightly higher, to ensure that FSS to RSS transition occurs within the available
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NPR range of the testing facility. A comparison between previous studies by Ruf et al. (2009) and Tinney et al.
(2017) shows, in fact, that for the same expansion ratio and nozzle length, transition and EER occur at a higher
NPR for bigger throat radii. In particular, from the study by Tinney et al. (2017), which employs a nozzle with
r∗ = 6.35 mm and ϵ= 30.29, transition and EER were registered at NPR = 22 and NPR = 39, respectively. It can
be, therefore, expected that for the nozzles used in the current study, having r∗ = 8.175 mm, transition occurs
at NPR = 22÷24, as also observed by De Kievit (2021) and Pearse (2022), whereas the EER will not be observed
due to the limitations of the testing facility, as later explained in subsection 4.3.1.

Figure 4.1: PAR3 contour ideal properties

As obtained from TDK, Figure 4.1 shows the main fluid dynamic properties of the nozzle, assuming ideal ex-
pansion throughout its whole length. In reality, however, during overexpanded operations, the flow separates,
as explained in section 2.3. By using either Schmucker or Stark criteria (Equation 2.1 and 2.2, respectively), it
is possible to estimate at which NPR separation will first occur. Analytically, the ratio psep /po can be rewritten
as follows:

psep

po = psep

pa
· pa

po = psep /pa

N PR
(4.1)

The ratio psep /pa can be substituted with Equation 2.1
or Equation 2.2. Finally, the separation location can
be obtained by finding the intersection point between
the blue curve in Figure 4.1 and the curve defined by
psep /pa/N PR. The resulting trend is presented in Fig-
ure 4.2, and shows that separation can occur as early
as N PR ≈ 2.5, at locations very close to the nozzle’s
throat. As the NPR increases, the location gradually
moves downstream. Even considering the limitations
associated with using semi-empirical models, these
approaches still provide a fair estimate of the separa-
tion location, as also demonstrated by the experiments
of De Kievit (2021).

Figure 4.2: Separation location as a function of NPR

As far as the acoustic environment is concerned, the sound pressure levels produced by the nozzle can be
predicted using the approach suggested by Varnier (2001): starting from the nozzle’s mechanical power WM =
1
2 ṁU 2

e , and assuming uniform spherical spreading, the acoustic power follows as:

LW = 10log10(WA/Wr e f )

where WA = ηWM is the acoustic power, Wr e f is valued at 1 pW and the acoustic efficiency is estimated using
Equation 3.12 and assuming γ j ≈ γ∞. Finally, the sound pressure level at a designated distance from the
nozzle axis can be calculated via Equation 3.16. Considering a range of NPRs comprised between 1 and 40,
and based on the wall pressure distribution of Figure 4.1, it can be estimated that the sound pressure levels
increase according to the curve in Figure 4.3.
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Although the approach is inherently inaccurate as it assumes not only sound generation from a single point-
wise source, but also a fully attached flow throughout the provided NPR range, it already shows which order
of magnitude of sound levels to expect during operations.

Figure 4.3: Prediction of maximum sound pressure levels as a function of NPR and distance from the nozzle axis

Finally, it should be noted that the above predictions do not account for the inherent differences between the
pair of nozzles: as briefly hinted before, in fact, one nozzle, already available in the High Speed Laboratories
of the Delft University of Technology, is, made out of aluminium and has a constant wall thickness of 5 mm,
whereas the second one is made out of a urethane-based polymer and has a constant wall thickness of 2 mm.
The former is used as a baseline test case in which structural vibrations are absent; the latter, on the other
hand, ensures the occurrence of fluid-structure interactions.

Table 4.2: Nozzles material properties

Nozzle Wall thickness [mm] Material ρm [kg /m3] fy [MPa]
Stiff 5 ALU 6082-T6 2700 300

Compliant 2 Polyurethane 66D1 1102 10.76
1

https://www.formx.nl/products/pu-harsen/semi-rigids/smooth-cast-66d---094--kg.php[Date accessed: 3-05-2022]

The choice of polyurethane 66D and the decision to opt for a wall thickness of 2 mm comes from the results
of Pearse (2022) whom, having studied the structural behaviour of a number of compliant nozzle with differ-
ent thicknesses under similar conditions to the ones of the current experimental effort, has observed good
correlation with full scale behaviour.

4.1.2. Manufacturing
In order to carry out tests on a compliant nozzle, this had to be manufactured in-house. In order to do so,
polyurethane pouring was used as production method and a purposely designed casting mould had to be
fabricated to fulfill this objective.

Mould design
Because of its shape, a nozzle requires both an inner and an outer mould to be obtained. The former was
already available at the High Speed Laboratories of the Delft University of Technology, and is based on the
design by Pearse (2022). The latter, however, had to be designed in CAD using the faculty’s software CATIA
V6 R21.
The final design consists of two halves that have been obtained by creating, into a cylindrical block, a rotating
groove having the cross-section shown in Figure 4.4. As it can be seen, the section was constructed starting

https://www.formx.nl/products/pu-harsen/semi-rigids/smooth-cast-66d---094--kg.php
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from the inner wall’s coordinates. Then, because, during testing it was decided to use the same clamp that
was originally designed to house the nozzles previously tested by (Pearse, 2022), a variable thickness curve
had to be drawn and offset from the inner one. Up to an area ratio A/A∗ ≈ 5 downstream of the throat, in fact,
the nozzle would be clamped, whereas the remaining part would be left free to vibrate. Therefore, to ensure
that the nozzle would fit into the already available clamp to be used when mounting the specimen onto the
test rig, two curves, offset of 5 and 2 mm respectively, were drawn.

Figure 4.4: Sketch of the nozzle cross-section

To ensure vertical alignment of the two halves, holes were added to house 4 x ⌀4 mm dowel pins. Clamping
of the halves was made possible by adding two threaded holes on one half and two simple holes on the other
one, such that bolts could be used to tighten the parts together. Concentricity with the inner mould was
guaranteed by adding a lip around the bottom circumference of the outer mould that would lock onto the
base of the inner one. Furthermore, additional holes were drilled onto the base of the inner mould such
that bolts could be used to fasten the two components together and avoid vertical sliding. Finally, to ease
the disassembling procedure, a screw mechanism was added to the design, such that the two halves could
be effortlessly pulled apart by taking advantage of the linear motion that would result from the rotation of a
screw.

Figure 4.5: Exploded view of the mould assembly

Finally, arrangements with an external supplier1 for its production have been subsequently made. Being
lightweight and easy to machine, Aluminium was chosen as a suitable material for the mould. This combina-
tion of manufacturing process and material was preferred over 3D printing in order to achieve an assembly

1https://www.tudelft.nl/en/electronic-and-mechanical-support-division[Date accessed: 02-07-2022]

https://www.tudelft.nl/en/electronic-and-mechanical-support-division
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with higher tolerances that would ensure smoother nozzle surfaces and greater chances of obtaining a nozzle
with constant thickness throughout its whole length.

Compliant nozzle manufacturing
Nozzle production was carried out at the Composite Lab of the Delft Aerospace Structures and Materials
Laboratory2 and pouring was used as production method. The outsourced material consists of two casting
resins (Part A and Part B as shown in Figure 4.6) which are to be mixed with a mix ratio of 1A:1B by volume.
In order to fill up the mould, a total of 120g of mixture is required, which roughly correspond to 62.18g of
component A and 57.82g of component B.

The procedure requires a few main steps:

1. Polyurethane refrigeration
2. Components degassing
3. Application of a release agent on the internal

surfaces of the mould
4. Mould assembly
5. Mixing of component A and B
6. Pouring into the mould
7. Overnight curing and demoulding
8. Nozzle refining

Figure 4.6: Smooth-on polyurethane 66D

Once the pots are removed from the refrigerator, the needed amounts are poured into two separate plastic
containers with the help of a pipette and weighted on a precision scale. Because, in the process, air bubbles
are introduced into the liquids, which could make the final result anisotropic, the containers are, then, placed
into a degasser. In the meantime, the internal surfaces of the mould are first cleaned from any impurity with a
dry cloth and, then, sprayed with a release agent to ensure an effortless removal of the nozzle. Next, the mould
is assembled and placed on a working table. Once the degassing procedure is completed, the containers are
removed from the vacuum chamber and component B is poured into the jar containing component A. From
this moment, a timer should be started to make sure that all the following steps are completed within the cur-
ing time of the mixture, indicated to be roughly 7 minutes. A lid is used to close the container and, without
stirring, the mixture is placed into the Speed Mixer DAC 400.2 VAC-P3 available in the Materials Lab. The rou-
tine reported in Table 4.3 is used to ensure that thorough mixing of the resins is achieved while maintaining
the mixture free of air bubbles.

Table 4.3: Speed mixer routine

Time [s] 90 10 10 10 10
Speed [rpm] 1200 1000 1000 800 0

Pressure [mBar] 200 400 600 800 1000

Optionally, the machine also acts as a vacuum chamber, so an additional degassing step can be implemented
while mixing to obtain a finer result. However, it should be noted that once the components come into con-
tact, an exothermic reaction is initiated and because vacuum lowers the boiling point of the mixture, thereby
degrading it, a lower pressure values leads to a lower curing time. Once the Speed Mixer routine is completed,
the jar is taken out, and the mixture is poured onto the mould. This step could, again, entrain some air bub-
bles into the liquid. Therefore, if available, and making sure that the mould is securely fastened, a vibrating
table can be employed, to allow any remaining bubble to rise to the top as quickly as possible. Next, the mix-
ture is left to cure overnight and once the nozzle is extracted from the mould, alcohol is used to remove excess
release agent. Finally, sand paper is used to refine the external surfaces and peel off any excess material.

Not just one, but multiple nozzles have been produced using this technique. This was done for a number of
reasons: the first few nozzles have been sectioned to inspect that they had a constant wall thickness through-

2https://www.tudelft.nl/en/ae/organisation/departments/dasml[Date accessed: 10-06-2022]
3https://www.speedmixer.ie/dac400.2vac-p.php[Date accessed: 25-08-2022]

https://www.tudelft.nl/en/ae/organisation/departments/dasml
https://www.speedmixer.ie/dac400.2vac-p.php
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out their length such as to verify that the mould was manufactured according to the specifications, and to also
ensure that they did not contain any air bubble. After this quality control phase, more nozzles were manufac-
tured to ensure not only that enough were available during testing in case one would fail, but especially to be
able to run tests under similar operating conditions on different specimens, as to later verify the repeatability
of the manufacturing process.

4.2. Ground vibration testing
In order to characterise the dynamic behaviour of both the stiff and compliant nozzle, that is, to infer on their
natural frequencies and mode shapes, a GVT campaign was carried out.
GVT is an experimental methodology which relies on modal analysis to derive the modal model of a struc-
ture. Under the assumption of a linear time-invariant system, it does so by taking advantage of the fact that
its vibration response can be expressed as a linear combination of natural frequencies.
In a nutshell, the technique consists in determining a set of Frequency Response Function (FRF)s, which
mathematically define the relationship between the vibration response of the structure X (ω) and the excita-
tion force F (ω) as a function of frequencyω (He and Fu, 2001). For an idealised measurement scenario where
no noise is present, the FRF is commonly defined as:

H(ω) = X (ω)

F (ω)
(4.2)

In the context of modal testing, the excitation force is commonly exerted by either a hammer or an electro-
magnetic shaker, which apply, on the structure, a force of sufficient frequency content. In the case of an
impact hammer, the frequency content can be easily controlled by choosing a hammer tip having the appro-
priate hardness. Tips can be made of rubber, plastic or steel and, the harder the tip, the wider the spectrum
upon which energy is distributed. As far as the amplitude content is concerned, an essential assumption of
modal testing is that the structure behaves linearly. This hypothesis is a prerequisite to obtaining accurate
and repeatable FRF data and satisfy Equation 4.2: only for a linear and time-invariant structure, in fact, the
vibration response is an exact multiple of the force input.
Accelerometers or laser scanning vibrometers, on the other hand, are the sensors which are most commonly
used to measure the vibration response of the structure. Accelerometers are mounted directly on the struc-
ture and this, in some cases, might constitute a drawback; if the test object is lightweight, the accelerometers’
mass, which becomes non-negligible with respect to the structure, could have an impact on the response
function, thereby overpredicting the natural frequencies. Scanning Laser Doppler Vibrometry, on the con-
trary, is a non-intrusive full-field vibration imaging measurement technique, which uses a laser beam to scan
the structure.

For the current research, test preparation has involved the selection of a structure’s support, a type of excita-
tion force, a type of vibration response sensor, and the appropriate hardware to measure force and response.
A description of this effort is presented in the following section, which gives an overview of the hosting facility,
the employed equipment and the final test arrangement.

4.2.1. Facility, equipment and setup
Modal testing was carried out at the Mechanical Testing Lab of the Delft Aerospace Structures and Materials
Laboratory4. Both stiff and compliant nozzle were tested to assess their resonant properties. As far as the
compliant nozzle is concerned, 9 different specimens were tested, to infer on the robustness of the manufac-
turing process, as outlined in subsection 4.1.2.
The presence of a Thorlabs optical table fitted with active vertical and horizontal vibration isolation legs 5

was determining in choosing this specific facility. In order to secure the test structure, the nozzle was first
clamped at the throat and the clamp fastened onto the table, as shown in Figure 4.7. The clamp is the same
that is used on the ASCENT Test rig and provides a physical boundary condition to the structure up to an
area ratio of 5. In this way, the same boundary conditions that the nozzle would experience during cold flow
testing would be complied thereby offering clearer indication on its resonant behaviour.
The internal lip of the nozzle was equipped with equally spaced IPC6 accelerometers. A small quantity of

4https://www.tudelft.nl/en/ae/organisation/departments/dasml[Date accessed: 10-06-2022]
5https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=5930[Date accessed: 29-10-2022]
6https://www.pcb.com/products?m=352A24[Date accessed: 03-10-2022]

https://www.tudelft.nl/en/ae/organisation/departments/dasml
https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=5930
https://www.pcb.com/products?m=352A24
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wax was used to make sure they would adhere to the surface. A total of 8 accelerometers were used in order
to detect bending mode shapes up to the 4th . The excitation force, applied at a single excitation point, was
provided using a Maul-Theet vImpact-61 automatic modal hammer7, equipped with a metal tip.

Figure 4.7: Ground vibration testing setup. 1. Nozzle, 2. Clamp, 3. Optical table with leg isolators, 4. Accelerometer, 5. Impact hammer,
6. Signal generator and data recorder, 7. Acquisition PC

The hammer tip had to be placed near the nozzle lip,
in a position such that to avoid any undesired dou-
ble hits or cell overloading. Both accelerometers and
hammer were connected to different channels on a
Siemens Simcenter SCADAS Mobile Recorder, in turn
connected to an acquisition PC on which a SIEMENS

TESTLAB MIMO FRF program file was setup and each
channel configured using the parameters presented in
Table 4.4. The next step was to define the coordinates
system of the structure-accelerometers assembly, such
as to recreate a digital 2D model of the test geometry.
Apart from recording the system response, SCADAS
also generates the FRFs from the acceleration mea-
sured by the sensors. In order to improve the signal-
to-noise ratio, for each nozzle, 5 consecutive measure-
ments were taken, and an averaged FRF was obtained.

Parameter Value/Type Unit
Source

Signal Periodic chirp -
Level 0.1 V

Sweep direction Up -
Sweep Linear -

Sweep time 95 %
Sweep ramp time 0 s

Acquisition
Mode Burst -

Bandwidth 2048 Hz
Spectral lines 8192 -

Resolution 0.25 Hz
Static bandwidth 256 Hz

Averaging Parameters
Number of averages 5 -

Table 4.4: MIMO FRF Setup

In this regard, a few trial runs were performed in order to check the quality of the system’s response. In
particular, as shown in Figure 4.8, FRF and coherence were plotted.

7https://www.maul-theet.com/products/vibration-modal/hardware/automatic-modal-hammer/[Date accessed: 01-10-
2022]

https://www.maul-theet.com/products/vibration-modal/hardware/automatic-modal-hammer/
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Figure 4.8: GVT measurement system’s quality check during a trial run

4.3. Cold flow testing
In this section, the facility and equipment that have been employed to perform the main experimental activi-
ties will be presented. A description of the testing facility is first given in subsection 4.3.1. This is followed by a
description of the instrumentation employed for acoustic sensing, nozzle lip tracking and schlieren imaging,
in subsection 4.3.2, together with an overview of the data acquisition control.

4.3.1. ASCENT Test rig
The main experimental activities have been conducted employing the ASCENT test rig. The rig is located
where the diffuser tube of the ST-15 supersonic wind tunnel8 usually sits at the High Speed Laboratories of
the Delft University of Technology and its schematic is provided in Figure 4.9.

The working fluid is dry unheated air (T o = 288 K), which is drawn from an external pressure vessel with a
storage capacity of 300 m3. When fully charged, the reservoir can contain approximately 484 kg of air, corre-
sponding to a maximum attainable stagnation pressure of 40 bar. Given the large volume of the pressure ves-
sel, the rig can be operated for an estimated duration of 18 minutes, before recharging is required: De Kievit
(2021) assessed that if a nozzle with r∗ = 1 cm were to be used, the pressure drop in the tank would be of
approximately 0.5 bar for a 60 seconds run. This means that for tests lasting in the order of tens of seconds,
the pressure can be considered constant and no active flow control is required. It is, however, known that
pressure losses through the feed system between tank and nozzle amount to approximately 8 bar, thereby
reducing the maximum NPR to 32 and making the investigation of the EER unattainable.

The rig is operated using a flow control valve which needs to be hand-regulated: this implies that the NPR is
manually adjusted, thereby limiting the possibility of achieving a uniform ramp. Moreover, at lower NPRs, the
valve is more sensitive, in that it requires less turning to obtain a step increase of 1 bar compared to higher
NPRs. Nevertheless, as shown in Figure 4.10, during the experimental campaign it was possible to operate
repeatable transient tests. It should, however, be noted from Figure 4.10b that the maximum achieved ramp
rate is around 7.5 s−1 for startup and -10s−1 for shutdown, which is 3 orders of magnitude slower than a
typical ramp of a full-scale liquid propellant rocket engine (Rojo et al., 2016); therefore, even though it is

8https://www.tudelft.nl/lr/organisatie/afdelingen/aerodynamics-wind-energy-flight-//performance-and-propulsion/
facilities/high-speed-wind-tunnels/st-15-supersonic-windtunnel[Date accessed: 07-03-2022]

https://www.tudelft.nl/lr/organisatie/afdelingen/aerodynamics-wind-energy-flight-//performance-and-propulsion/facilities/high-speed-wind-tunnels/st-15-supersonic-windtunnel
https://www.tudelft.nl/lr/organisatie/afdelingen/aerodynamics-wind-energy-flight-//performance-and-propulsion/facilities/high-speed-wind-tunnels/st-15-supersonic-windtunnel
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possible to visualise changes in flow topology, test outcomes should be regarded as resulting from quasi-
steady conditions.
Once open, pressurised air is fed to a diffuser, which is designed to slow the air flow down before it enters the
settling chamber, in order to accurately measure total conditions. The flow velocity in the settling chamber is
approximately 12 m/s. To achieve this condition while avoiding flow separation (Mehta and Bradshaw, 1979),
the diffuser has an expansion ratio of 4.7 and a contraction angle of 12°, which result in a diffuser length of 97
mm.

Figure 4.9: ASCENT test rig - Cut view of fluid components (De Kievit, 2021)

Total pressure in the settling chamber is measured employing a IFM PT54029 transmitter, which is directly
screwed in the settling chamber via a 1/4" BSP thread. The transmitter outputs an analogue current signal up
to 20 mA which can be later converted to a pressure value according to the following expression:

p[bar ] = 6269.83 · I [A]−24.02 (4.3)

Air is, then, fed through a contraction and, next, onto a nozzle, whose centerline is located 125 cm above the
ground, at the same height as the ST-15 wind tunnel diffuser outlet, located at an axial distance of approxi-
mately 12De from the nozzle exit, in which the expanded supersonic gases are discharged.

(a) NPR. Left: startup - Right: shutdown (b) dNPR/dt. Up: startup - Down: shutdown

Figure 4.10: Comparison of NPR and NPR/dt for several transient runs

4.3.2. Test setup
In order to fulfill the research objective, a combination of experimental measurement techniques has been
used. This has required preparing an elaborate test setup that could simultaneously record total pressure,

9https://www.ifm.com/nl/nl/product/PT5402[Date accessed: 14-10-2022]

https://www.ifm.com/nl/nl/product/PT5402
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acoustics, nozzle lip movement, and schlieren images of the flow, as shown in Figure 4.11. In the coming sec-
tions, an overview of the employed instrumentation is given, together with a short description of the working
principle of each technique, and a final summary of the control strategies used during testing.

Parameter Value/Type Unit
Pressure

Sensor IFM PT5402 -
Acquisition frequency 2000 Hz

Lip tracking
Camera type Photron FASTCAM SA1.1 -
# of cameras 2 -

Lens focal length 60 mm
Aperture f# 4 -

Exposure time 50 µs
Image resolution 512 x 512 pixels

Acquisition frequency 2000 Hz
Acoustics

Microphone type GRAS 46BE 1/4" CCP -
# of microphones 8 -

Distance from nozzle exit plane d = 32 cm
Distance from nozzle axis r = 25 cm

Acquisition frequency 51200 Hz
Schlieren imaging

Parabolic mirror focal length 1500 mm
Camera type Photron FASTCAM SA.1 -
# of cameras 1 -

Exposure time 12 µs
Image resolution 896 x 896 (Transient) pixels

1024 x 1024 (NPR = const) pixels
Acquisition frequency 500 (Transient) Hz

2000 (NPR = const) Hz
Transient run duration 10 s

Constant NPR run duration 3.5 s

Table 4.5: Summary of acquisition settings for all measurement
techniques

Figure 4.11: Test setup seen from above. 1.ASCENT test rig, 2.
Acoustic array, 3. Schlieren setup, 4. Lip tracking

Acoustic sensing system
Since the main objective of this research consists in investigating the acoustic signature of TOP nozzles, a
number of IEPE-powered GRAS 46BE 1/4" CCP Free-field microphones10 have been employed. Specific de-
tails of this model include a 3.6 mV/Pa nominal sensitivity, a frequency response range between 4 Hz and 100
kHz (±3 dB error) and a dynamic range up to 160 dB (ref: 20µPa).

A nominal acquisition frequency of 51.2 kHz has been selected for all test runs and two different microphone
configurations have been opted for, as depicted in Figure 4.12a and 4.12b, respectively. A preliminary test
campaign, in fact, was carried out and consisted in only employing 4 microphones, located at the nozzle’s
sideline, at a distance from the jet axis r = 1.23 m, with the microphones’ diaphragm placed at grazing inci-
dence to the jet axis. Having chosen to place the origin of the coordinate system at the nozzle’s exit plane,
the streamwise (x) position of the microphones relative to this origin is: x = [0, 0.47, 0.94, 1.41] m. This cor-
responds to polar angles relative to the jet axis and nozzle exit plane of φ = [90, 69, 52.6, 41.1] deg. This
placement should be, in principle, able to cover both shallow and steep angle observer locations, thereby
offering useful insights onto noise directionality. An additional reason that motivated this test configuration
consisted in obtaining an initial estimate of the jet’s sound pressure levels at that distance, to later consider
the possibility of moving the microphones closer to the jet without damaging them. Given the OASPL value
obtained at r = 1.23 m, a combination of spherical and cylindrical decay was assumed, which resulted in a
limit safe distance of 5 cm from the jet axis.

A second investigation was, then, carried out employing a circular array of 8 equally spaced microphones
(φ = 45°) placed concentrically to the nozzle jet axis. Appropriate positioning of the array was determined
by processing the line-array measurements: as demonstrated in Figure 4.13, albeit with minimal differences,
the highest sound pressure levels during the most critical flow activity are registered between microphones 2

10https://www.grasacoustics.com/products/measurement-microphone-sets/constant-current-power-ccp/product/
143-46be[Date accessed: 08-07-2022]

https://www.grasacoustics.com/products/measurement-microphone-sets/constant-current-power-ccp/product/143-46be
https://www.grasacoustics.com/products/measurement-microphone-sets/constant-current-power-ccp/product/143-46be
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and 4, independently of the nozzle employed. Based on this premise and on the requirement of the Schlieren
system to prevent any blockage of the optical test section, it was, therefore, opted to place the array at a radial
distance r = 23.5 cm, and at an axial distance to the nozzle’s exit plane of d = 32 cm, corresponding to a polar
angle of φ≈ 36°. For all microphones, this corresponds to a fixed observer angle of θ ≈ 36°. Finally, contrary
to the previous configuration, the microphones’ diaphragm was placed in such a way to directly face the jet
plume.

Based on the pressure decaying laws by Arndt et al. (1997), presented in section 3.1, it appears that for both
configurations - the azimuthal one in particular - microphones are placed in the acoustic near field, especially
when considering low frequency waves. This implies that the detected signals might not be purely acoustic
and could have an hydrodynamic component to it.

(a) Setup of the microphone’s line array during preparation (b) Circular array of microphones - White dots indicate microphone positions

Figure 4.12: Microphone configurations used during testing

When using both microphone configurations, these were secured on purposefully built beam structures, that
were later wrapped with sound absorbing foam sheets, to reduce sound reflections as much as possible. How-
ever, given the fact that acoustic insulation of the whole facility was not feasible, sound reflections should still
be expected. Generally speaking, sound reflections are determined by the acoustic impedance mismatch be-
tween the 2 medium (to simplify, one can consider air and the concrete of the walls). Due to the fact that
denser media impede the higher frequency waves more, and because concrete is denser than air, the greater
mismatch is often registered at the higher frequencies, which are the ones more likely to be reflected. For this
purpose, the foam sheets that were employed feature a short height and width of their wedges, such that are
best suited to absorb high frequency (low wavelength) reflected sound waves.

Figure 4.13: Preliminary survey of maximum overall sound pressure level directionality during transient startup
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Stereo lip tracking system
Investigating nozzle’s aeroelasticity also constitutes a fundamental part of this experimental effort. In the
framework of the current research, this practically consisted in determining the deformation of the nozzle,
when subjected to the high loads occurring during FSS and RSS flow states, by measuring the instantaneous
displacement of its lip. To do so, a non-intrusive, full-field optical technique, similar to Particle Tracking
Velocimetry (PTV), was employed, which consisted in performing structural measurements by imaging and
tracking reflective fiducial markers distributed on the compliant nozzle lip. As shown in Figure 4.14, the
compliant nozzle was first spray-painted with a matte black color to minimise reflections. Next, 24 equally
spaced, highly reflective white circular dots, with an approximate diameter of ⌀1.5±0.5 mm, were manually
painted on the surface. Even distribution was possible with the help of a purposely designed and 3D printed
mask having a predefined circular pattern.

Figure 4.14: Detail of fiducial markers on compliant nozzle lip surface

Depending on the number of cameras and their arrangement, either 2D or 3D reconstruction of the displace-
ment field is possible: the light scattered by markers is digitally recorded by a camera system, and, based on
the processing algorithm used, their position over time can be tracked, as later illustrated in subsection 5.2.2.
First, however, calibration of the optical system is necessary in order to be able to compute the marker’s dis-
placement in the world plane. As a matter of fact, geometric calibration of any camera system is essential
when quantitative measurements need to be executed. It, refers, in fact, to the process of determining and
correcting perspective distortions, while defining the mm-scaling of the images. In general, this is essential
when results shall be analysed in units representing the world dimensions; but it is even more so in the case
of stereo or tomo measurements, when the position of each camera relative to the test plane/volume, and
relative to each other is needed.
For the current experimental effort, 2 Photron FASTCAM SA1.111 were employed to allow for stereoscopic re-
construction of the nozzle lip displacement. The decision of using more than 1 camera came about after the
observations made by Pearse (2022), who noticed a coupling between bending and ovalisation mode of the
nozzle lip. Nevertheless, having employed just a single camera, the author was not able to point whether said
coupling was, indeed, a reliable observation or just the result of camera distortions. By using 2 cameras, the
goal is that of better assessing the occurence of said frequency coupling. As shown in Figure 4.15a, these were
placed at opposite sides of the ST-15 wind tunnel’s diffuser outlet, with their height with respect to the test
object adjusted via 2 tripods on which they were mounted and secured. Additional protection of both cam-
eras and lenses, from dangerous and unwanted debris that could have been scattered in case of nozzle failure
during testing, was accomplished by mounting transparent plexiglas screens in front of them. To ensure that
recorded images were bright enough, additional illumination was provided with an LED light placed behind
the cameras and directed towards the nozzle. The cameras, having a 1024x1024 pixel camera sensor, with a
pixel size of 20x20 µm, have been operated in single-pulse mode, and their resolution has been cropped to
512x512 pixels to increase the acquisition time to a maximum of 10s, for an acquisition frequency of 2000

11https://www.highspeedimaging.com/wp-content/uploads/2020/02/FASTCAM_SA1_manual_legacy.pdf[Date accessed:
22-09-2022]

https://www.highspeedimaging.com/wp-content/uploads/2020/02/FASTCAM_SA1_manual_legacy.pdf
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Hz. The Photrons communicate with a LaVision Programmable Timing Unit (PTU-X)12 by means of an I/O
connector and BNC cables. The I/O connector is attached to the camera by means of the I/O port, located
at the center of the rear of the camera; on the other extremity of the I/O cable, BNC cables are attached and
connected to the PTU-X by means of a second connector. Each camera transfers images to the PC by means
of an ethernet cable. In order to use the cameras for high-speed acquisition it was necessary to use a PC
with a high-speed card installed; for this reason, the acquisition was controlled by an acquisition computer
equipped with dual processor (Intel(R) Xeon(R) CPU E5-2630 v3 2.40 GHz with each one 10 physical cores
and 20 threads) and 64 GB of Random Access Memory (RAM), and running DAVIS 10.2.113.

(a) Lip tracking cameras setup, with frontal LED light illumination (b) Calibration plate placed in front of the nozzle

Figure 4.15: Lip tracking setup

System calibration was achieved by recording preliminary images of a reference object of known size; in this
case, a LaVision dual level Type 10 calibration plate, featuring 171 markers per side, equally spaced by 10 mm,
with a thickness of 5 mm, was placed in front of the nozzle, as shown in Figure 4.15b.

Figure 4.16: Time series of reference marker position in 2D space during a static recording

Finally, to ensure that both cameras were firmly secured onto the tripods and that no background oscillations
would compromise the system’s calibration, a dry run was carried out. This consisted in taking pictures of
a static nozzle lip at fs = 2000 Hz for 3 seconds while no other system was being operated. The outcome of
said preliminary check, referred to a single fiducial marker, that is, yet, representative of the full view field,
is presented in Figure 4.17. The plots show minimal displacements both in radial and azimuthal direction,

124https://www.lavision.de/en/products/cameras/programmable-timing-unit-ptu-x/[Date accessed: 28-06-2022]
13https://www.lavision.de/en/products/davis-software/[Date accessed: 11-04-2022]

4https://www.lavision.de/en/products/cameras/programmable-timing-unit-ptu-x/
https://www.lavision.de/en/products/davis-software/


48 4. Experimental methodology

and that should be simply regarded as an unavoidable consequence of camera disparity, as later explained in
subsection 5.2.2, which will in no way affect test results.

(a) Time series of radial (upper) and azimuthal (lower) reference marker
fluctuation

(b) Standard deviation of fluctuation residuum for all markers

Figure 4.17: Lip tracking system check against background oscillations

Information on the behaviour of the cameras during testing is, however, not known. Nevertheless, even
though high flow pressures induce some vibrations onto the whole building, the cameras have been mounted
on tripods equipped with vibration suppression pads that are able to dampen environmental oscillations; it
is, therefore, possible to confidently assume that even during testing the same background camera noise lev-
els reported during dry testing occur. As an ultimate test, it was thought to paint a separate marker onto the
test rig structure and track it separately to check for camera vibrations. Nevertheless, even assuming that the
cameras move, it is expected that the rig itself shakes more strongly than the cameras, resulting in a biased
camera background noise analysis.

Schlieren imaging system
Non-intrusive optical-based methods like Schlieren take advantage of the physical properties that light has
when it propagates through an inhomogeneous and compressible medium; when interacting with matter,
light is refracted based on the medium density, following the Gladstone-Dale relation, and bent by an angle θ
at the boundary of two substances having different refractive index according to Snell’s law:

n = 1+Kρ n1 sinθ1 = n2 sinθ2

with n and K being the gas refractive index and the Gladstone-Dale constant (2 ·10−4m3/kg for air).
More specifically, when interacting with gases, light rays are always bent toward the region of higher density.
By illuminating a test region, using a point-wise light source shaped through a series of lenses and mirrors,
as shown in Figure 4.11, it is possible to obtain a schlieren image of the phenomenon of interest, that is, an
optical image in which spatial density gradients ∇ρ of an otherwise transparent medium become noticeable
(Settles, 2001) and are proportional to the image’s pixel intensity, according to:

∆I

I
= f

a
K W

∂ρ

∂x

with f and a being, respectively, the focal length of the camera and the fraction of light hitting the camera
sensor, and K and W being the Gladstone-Dale constant and the width of the light source.
What differentiates Schlieren from, for instance, shadowgraphy, is the use of a knife-edge, pictured in Fig-
ure 4.18b. Once light has passed through the test section, this instrument is used to block the light after it has
been focused using a parabolic mirror: when a flow experiences density gradients, those light rays that are
bent can now pass and hit the camera sensor. On the other hand, those light rays that have not been bent, and
that would have been able to pass had there not been a knife-edge, are now blocked. As seen in the formula,
the higher the amount of light that is blocked (smaller a), the higher the sensitivity of the pixel intensity to
density changes.

For this experimental campaign, given the limited space available, a Z-configuration schilieren setup was
built. It consists of two branches, as shown in Figure 4.18, placed on opposite sides of the test section. On
one side, a continuous light source shines a collimated light beam onto a lens, which focuses it on a pinhole.
Next, the point-source light produced by the pinhole, located at a distance from a parabolic mirror equal to
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its focal length, hits the mirror and is reflected as a cylindrical light column illuminating the test section. Said
light ray hits, in turn, a second parabolic mirror located on the other side. Once converged on the parabolic
mirror, light is, again, reflected by a plane mirror and directed onto a knife-edge located at a distance from
the second parabolic mirror equal to its focal length. Finally, the diverted light rays can fall onto a camera
sensor. For this, a Photron FASTCAM SA1.1, with a CMOS sensor of 1024x1024 pixels was used. Images were
acquired using Photron FastCam Viewer 4.0. To allow for acquisition control and later transfer of data, the
camera was connected via an Ethernet cable to the same acquisition PC that was being used for stereo lip
tracking acquisition. However, given the camera’s limited internal storage of 8 GB, and to allow for sufficient
filming time, the image size has been reduced to 896x896 pixels during transient tests, and an acquisition fre-
quency of 500 Hz was chosen. Finally, even though these type of cameras can provide a quasi-instantaneous
characterisation of the flow, the representation of the latter might be limited by the choice of the exposure
time. Ideally, the smaller the exposure time, the higher the chances of obtaining a frame depicting a flow
that is frozen in time; this, however, is limited by the fact that the shorter the exposure, the lower the image
brightness. During the current experimental effort, an exposure time of 12µs was selected, which means that,
assuming a flow particle having velocity v ≈ 340 m/s, in the span of a frame, it has travelled approximately
∆x = v · t = 340 m/s ·12µs = 4,1 mm.

(a) Configuration of 1st branch of the Z-schlieren setup: 1. Light source, 2.
Lens, 3. Pinhole, 4. Plane reflective mirror

(b) Configuration of 2nd branch of the Z-schlieren setup: 1. Camera sensor, 2.
80 mm lens, 3. Vertical knife, 4. Plane reflective mirror, 5. 1500mm parabolic

mirror

Figure 4.18: Z-type schlieren setup

Acquisition control
Connecting all systems to allow for simultaneous acquisition required a complex setup, which is illustrated
in Figure 4.19. Once everything was properly connected, a few trial runs were carried out to check that all
hardware was functioning properly. Next, a number of test runs were operated. These consisted in both
transient and constant NPR test runs, with transient tests comprising either start-up and shutdown ramps,
according to the test matrix presented in Table 4.6.

Table 4.6: Cold flow test matrix

Nozzle type Run NPR Microphones - Line array Microphones - Azimuthal array Stereo lip tracking Schlieren imaging

Stiff
nozzle

Startup ✓ ✓ × × ×
Shutdown ✓ ✓ × × ×

Startup ✓ × ✓ × ✓
NPR = 24.5 ✓ × ✓ × ✓

Compliant
nozzle

Startup ✓ ✓ × ✓ ×
Shutdown ✓ ✓ × ✓ ×

Startup ✓ × ✓ ✓ ✓
NPR = 11.3 ✓ × ✓ ✓ ✓
NPR = 18.9 ✓ × ✓ ✓ ✓
NPR = 22.3 ✓ × ✓ ✓ ✓
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Figure 4.19: Cold flow testing acquisition system flow chart



5
Data processing strategies

During the experimental campaigns, multiple measurement systems have been employed, as described in
chapter 4. As a result, a large quantity of data was acquired in the form of FRFs from the GVT, images from
Schlieren and lip markers tracking, and text files from NPR and acoustic pressure readings. In order to prop-
erly analyse the forenamed data to answer the research questions presented in section 1.1, a few processing
strategies have been implemented and are hereby described. First, a summary of the pre-processing steps
required to obtain nozzle structure’s natural frequencies and lip displacements during operation is given in
section 5.1 and 5.2, respectively; next, the foremost theoretical frameworks employed to extract meaningful
results from each typology of data are presented in section 5.3 and 5.4.

5.1. Modal analysis
In a process often referred to as modal curvefitting, FRF data acquired during GVT is used to extract a mean-
ingful set of modes and their associated modal parameters, which include natural frequencies, damping val-
ues and mode shapes. As the name suggests, a mathematical model that fits the acquired FRF is computed
using the SIEMENS TESTLAB Modal Analysis application. Using polynomials with increasing order number
and coefficients, a fit is found when the error between the mathematical equation and the data points is
minimum. In a few steps, outlined in Figure 5.1, the software performs said mathematical calculations and
suggests which is the best combination of natural frequencies and damping ratios that would explain the FRF
data.

Figure 5.1: Workflow of the modal curvefitting process

Within the "Band" worksheet of the Polymax interface, the measured FRFs are selected and a suitable fre-
quency bandwidth is set. Additionally, the Mode Indicator Function (MIF) was displayed to check for re-
peated roots, that is, the possibility of having two modes at the same frequency. Such likelihood was rejected
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since no "double dips" were seen. Next, as shown in Figure 5.2, in the "Stabilisation" worksheet, a diagram
streamlines the selection of potential modes: in the bottom toolbar, a model size, which represents the order
of the polynomial used to fit the FRF data, is selected. This prompts the software to output, at certain fre-
quencies, columns of letters, each indicating the quality of a potential mode. One should aim to select only
stable solutions, defined by the letter "S", as it indicates that frequency, damping and modal vectors are all
stable.

Figure 5.2: Modal stabilisation diagram using the Polymax algorithm

Once a suitable number of stable solutions, i.e. frequencies, are selected, their corresponding mode shape
is calculated in the "Shapes" worksheet. As an optional step, also the Maximum Likelihood estimation of a
Modal Model (MLMM) interface is used: by automatically iterating over the parameters of the initial model, it
performs an optimization of both frequencies and dampings in order to obtain better matches with the FRF
data.

Figure 5.3: Modal synthesis between measured (red) and synthesized (green) FRF

Finally, the verify the robustness of the model, the "Modal synthesis" interface is used. The process of modal
synthesis consists in comparing the measured FRF data with the synthesized FRFs obtained through modal
curvefitting. For the current processing, results show very good levels of correlation for all the cases run and
a low error percentage, as presented in Figure 5.3.

5.2. Markers processing
When acquiring high-speed frames of the vibrating compliant nozzle, the results that are obtained consist
in a series of images of which the pixel count, i.e. their intensity, is known throughout the whole view field
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and at each time instant. Having taken preventive measures such as painting the lip with highly reflecting
markers, against a matte black background, the quality of the raw images is already quite high. However,
images still feature some level of background noise and reflections that could compromise the quality of the
final results. For this reason, some preliminary image filtering and masking operations are carried out to
improve their quality, and are explained in subsection 5.2.1. Next, the procedure that was used to obtain
markers coordinates at each time step is outlined in subsection 5.2.2.

5.2.1. Images pre-processing
As briefly mentioned, a number of pre-processing operations have been carried out to improve image quality
before implementing any marker tracking algorithm. An overview of the operations that have been applied
to the raw images, together with details of the parameters employed in each pre-processing step is given in
Table 5.1.

Intensity normalisation to 1st image
Geometric mask
Set above/below intensity to constant
Set above [counts] 100 → 250

Set below [counts] 90 → 10

Smoothing
Type Gaussian

Kernel area [pix x pix] 9x9

Table 5.1: Pre-processing operations for fiducial markers tracking

First of all, it was observed that, a slight positioning asymmetry, combined with the flickering effect of the
LED light placed behind the cameras during recording, as previously shown in Figure 4.15a, caused the pixel
intensities of raw images to change considerably between consecutive frames and between different cam-
eras. For this reason an intensity normalisation to the 1st image was carried out to eliminate said effect. Next,
a geometric mask was applied to remove any area of the frame which did not contain lip markers such as to
avoid that unwanted reflections or saturated pixels could be later mistaken for markers. This also speeded
up subsequent processing steps, as a smaller section of each image had to be analysed. Afterwards, a fur-
ther step was taken to standardize pixel counts and facilitate particle recognition: specifically background
intensity was decreased to 10 counts, whereas markers intensity increased to 250 counts. Finally, a Gaussian
smoothing over an area of 9x9 pixels was applied to uniform markers shape. A comparison between a raw
and a processed frame can be seen in Figure 5.4a and 5.4b.

(a) Raw image (b) Processed image

Figure 5.4: Comparison between a raw and processed nozzle image as seen from Camera 1 of the stereo-lip tracking imaging system
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5.2.2. Iterative Particle Reconstruction
Having performed a perspective calibration on the basis of the calibration target images acquired before test-
ing, it is now possible to reconstruct the markers field and analyse the nozzle’s dynamics using the IPR al-
gorithm (Wieneke, 2012), implemented in DaVis 10.2.1. Before this processing routine can be launched, a
Volume Self-Calibration (VSC) has to be performed and an Optical Transfer Function (OTF) defined. The for-
mer consists in removing any residual disparity coming from the geometrical calibration, whereas the latter
removes the negative effects of optical distortions due to blurring and astigmatism, thereby improving the
reconstruction quality and the accuracy of the particle peak positions (Schanz et al., 2012).

VSC is a 2-step procedure consisting in the computa-
tion of the disparity vectors, which are later used to
correct the perspective calibration. When perform-
ing perspective calibration, in fact, the lines-of-sight
for each pixel are obtained, under the assumption
that each pixel of each camera sensor collects light
only from particles located along its line-of-sight. In
this context, disparity vectors designate the errors in
the intersection of the lines-of-sight for each camera
when, due to incorrect calibration, they do not inter-
sect at a single point, as shown in Figure 5.5. In other
words, VSC consists in estimating a position which is
closest to the lines-of-sight of each camera for each
pixel, and to later use the perspective calibration’s
mapping functions to project this new position onto
each camera sensor. Figure 5.5: Visual representation of camera disparity (LaVision,

2022)

When replicating this step for each pixel, a disparity map, which combines the disparity information of all
particles in discrete sub-volumes, is obtained, as shown in Figure 5.6a. Finally, from the disparity map, aver-
age disparity vectors, whose lengths signify the deviation of the lines-of-sight, can be calculated. By selecting
an allowed triangulation error ϵmax , that is a maximum tolerated disparity length, only particles with ϵ< ϵmax

are used to build up the disparity maps. Those with higher values are discarted. This step is iteratively re-
peated until a small enough disparity is achieved and the perspective calibration is, then, updated to account
for the obtained disparities.

(a) Disparity map (b) Disparity field

Figure 5.6: Example of Volume Self-Calibration iteration result

Next, an OTF is automatically generated to optimize particle positions and intensities. An overview of the
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workflow leading up to the definition of the OTF is presented in Figure 5.7.

Figure 5.7: DaVis 10.2.1 workflow to compute the Volume Self-Calibration and the Optical Transfer Function (LaVision, 2022)

Having obtained a suitable OTF, the IPR routine can be launched. Contrary to traditional Particle Image Ve-
locimetry (PIV) algorithms which divide the test volume in multiple interrogation windows and compute the
movement of particles by cross-correlating the same window at two subsequent time instants, IPR consists in
tracking each marker individually, in a similar fashion to PTV. At its core, a triangulation process that employs
the calibrated camera mapping functions is used. Next, an iterative optimization procedure that searches for
the best particle position by minimizing the intensity residuals in the image plane by shaking the particles
in world coordinate location is implemented. The IPR routine parameters that have been used in the cur-
rent experimental effort are summarised in Table 5.2. First, a 2D particle detection threshold of 200 counts
is selected to avoid the detection of potential outliers. Next, to improve detection of particle matches be-
tween cameras, a maximum triangulation error of 1 voxel is chosen. As for the shaking procedure, 4 outer
loops are defined, whereas 8 inner refining iterations are implemented. Furthermore, in order to minimise
the residuum as much as possible, as suggested by Schanz et al. (2012), particles are shaked by 0.05 voxels,
thereby increasing the final overall accuracy. Finally, concerning the OTF, default values have been used.

Particle detection
Threshold for 2D particle detection [counts] 200

Allowed triangulation error [vox] 1.0

Shaking
Outer loop iterations 4

Inner loop iterations 8

Shaking particle position [vox] 0.05

Remove particles closer than [vox] 20

Remove particles weaker than [vox] 0.1

Particle image shape & intensity
OTF size factor [-] 1.0

OTF intensity factor 1.0

OTF radius [pix] Auto

Table 5.2: IPR parameters used to track fiducial markers



56 5. Data processing strategies

Ultimately, to further manipulate the obtained data and to implement tailored analysis methods such as
those described below in section 5.3 and 5.4, access to the coordinates field was streamlined using the Python
library lvreader v1.2.01. From a preliminary analysis of said data, two main concerns emerged. First, the IPR
routine was not always able to track all 24 markers at each time step.

Figure 5.8: Python routine workflow to obtain ordered markers data

This resulted in a few frames presenting some gaps; to overcome this issue it was decided that, due to the
high acquisition frequency employed during testing, said gaps could be filled with the marker’s position as-
sociated with the subsequent time instant. Furthermore, it was noticed that the IPR routine did not always
output markers positions in the same order, so they had to be reshuffled in order of increasing azimuthal
angle. A concise workflow of the implemented steps is presented in Figure 5.8, while the outcome of said
pre-processing steps is reported in Figure 5.9b.

(a) 3D reconstruction as outputted by the IPR routine (b) 2D markers reconstruction as outputted by the Python routine,
re-arranged in order of increasing azimuthal angle. Grey dots represent

microphone azimuthal positions with compass naming convention

Figure 5.9: Fiducial markers reconstruction

5.3. Fourier azimuthal mode decomposition
Having obtained markers displacements from processing the acquired images in DaVis, as detailed in sec-
tion 5.2, the nozzle’s vibrational behaviour can be deduced. Given the versatility of the approach, the same
strategy is employed to study also the modal behaviour of the acoustic pressure waveforms.
As a matter of fact, any time-periodic signal can be regarded as an infinite series of sine and cosine waves:

f (t ) = a0 +
∞∑

n=1
an cos

(
2πn

N
t

)
+

∞∑
n=1

bn sin

(
2πn

N
t

)
(5.1)

1https://www.lavision.de/en/downloads/software/python_add_ons.php[Date accessed: 28-10-2022]

https://www.lavision.de/en/downloads/software/python_add_ons.php
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Both the deflection of the nozzle lip, and the acoustic pressure waveforms acquired with the circular micro-
phone array, however, have not only a time dependence, but are also function of the angle θ. When analysing
said data, it is convenient to use a framework which transforms the spacial information to a spacial-frequency
space, that depends on mode numbers m and time. Any signal that has an angular dependency can be Fourier
transformed in azimuth to obtain time-dependent complex Fourier coefficients, that are closely related to the
coefficients an and bn of Equation 5.1:

x(m, t ) = Fθ[x(θ, t )],

with m being the mode number. Depending on the discretisation of the grid, mode coefficients run from the
negative to the positive azimuthal Nyquist wave number, in the following order: m = [0,1,2,3, ...,kn ,−kn , ...,−3,
−2,−1], with kn = N /2, with N being the number of discretised azimuthal points. This means that, in the
current work, decomposition up to the 4th and 12th mode is possible for microphone and marker’s data,
respectively.

Figure 5.10: Fundamental and higher harmonics of the bending mode: 0th = breathing mode, 1th = pure bending, 2th = ovalization,
3th = traingular mode, 4th = square mode. Dashed line correspond to the undeformed state; dark blue lines represent the positive

modes; light blue lines represent the negative modes

Except for m = 0, positive and negative mode coefficients of the same order form conjugate pairs, that is:

x(m, t ) = x∗(−m, t )

This means that, even though they represent the same mode shape, their physical orientation in Cartesian
space is shifted, since, as seen in Equation 5.1, an is associated with a cosine wave, whereas bn , with a sine
wave. A graphical representation of this feature is given in Figure 5.10, in which it is also possible to notice that
individual vibrational/acoustic mode shapes can be obtained when performing an inverse Fourier transform
of the mode coefficients matrix, with all but the desired mode coefficients set to zero. From this it can be
concluded that, each mode coefficient can be regarded as the the mth contribution to the original unsteady
signal, and their magnitude gives an indication of how active one mode is within the signal. In particular a
key parameter for the analysis of azimuth-dependent data, defined in Equation 5.2, is the modal activity ρ:

ρ =
√

a2
n +b2

n (5.2)

5.4. Spectral analysis
Spectral analysis was used to investigate the frequency content of a multitude of acquired datasets. Given
its versatility, it was used, among others, to inspect the spectral content of the acoustic pressure waveforms
or that of Fourier-azimuthal mode coefficients. Depending on a series of factors, a number of different ap-
proaches were used, as described below.

5.4.1. Fourier Analysis
Spectral content of data obtained from steady NPR tests was analysed by means of the Fast Fourier Trans-
form (FFT), with the Power Spectral Density (PSD) obtained using Welch’s method with 50% bin overlapping,
in order to account for non-linearity and non-periodicity of the signal (Welch, 1967). Even with limited data
storage capacity, it was still possible to opt for acquisition lengths that would allow to obtain converged spec-
tra in the frequency range of interest. Throughout the remainder of this thesis, results are presented by taking
the one-sided PSD:
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Guu( f ) = 2
∑〈Xi ( f )X̄i ( f )〉 (5.3)

where Xi ( f ) = F(xi (t )) is the temporal FFT of each windowed bin and X̄i ( f ) its complex conjugate. Finally,
brackets 〈〉 signify ensemble averaging. Window size was chosen based on signal length, to ensure appropri-
ate frequency resolution.

Figure 5.11: Welch’s method to obtain the PSD from the time series of a signal

Finally, in order to verify that signal energy is conserved between time and frequency domain, Parseval’s
theorem is applied:

1

T

∫ ∞

−∞
|e(t )|2d t =

∫ ∞

−∞
|E( f )|2d f (5.4)

This practically translates to checking that the ratio between the variance of the signal in the time domain
and the integral under the PSD curve is close to unity.

In the specific case of microphone signals in the form of acoustic pressure, the spectra are presented in terms
of Sound Pressure Spectrum Level (SPSL) in dB, with pr e f = 20µPa/

p
H z:

SPL( f ) = 10log10

(
Guu( f )

p2
r e f

)
(5.5)

5.4.2. The Morlet Wavelet Transform
When dealing with non-stationary signals, these cannot be processed in a 1D space in which they are only
function of frequency (Fourier analysis), but, rather, need to be decomposed in time-frequency space. In
order to extract spectral content from the acoustic pressure waveforms and the Fourier-azimuthal mode co-
efficients which result from transient test runs, a joint time-frequency analysis needs to be carried out and is
hereby described.

Wavelet analysis involves a transform from a 1D time series to a diffuse 2D joint time-frequency image. If
its definition stopped here, it could be easily confused with windowed Fourier analysis. However, one of the
main differences between the two approaches is that the latter features an inefficiency that comes from the
fact that a single sliding window of fixed size N is chosen apriori. This limits the accuracy in both time and
frequency domain: if the window size is taken to be rather long, one can get a better low frequency accuracy df
= fs /2/N , with fs /2 being the Nyquist frequency, but poor time precision; on the other hand, a short window
size can yield good time precision dt = N / fs but poor frequency resolution. In other words, windowed Fourier
transforms fix the temporal width of their basis vector to the length of the transform, thus independently to
any bin frequency. On the contrary, in wavelet analysis window size changes according to frequency, and is
an approach that should be favoured when studying signals featuring a wide range of dominant frequencies,
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and for which a predetermined scaling is not appropriate.

Having proved itself as a powerful approach when analysing similar data to the one of the current research
(Rojo et al., 2016, Donald et al., 2012), an analogous methodology, based on the theoretical framework out-
lined by Torrence and Compo (1998), was applied to the acoustic pressure waveforms and the real-valued
acoustic pressure and marker’s displacement mode coefficients. In the current work, a complex-valued Mor-
let wavelet (|ωψ = 6|) was chosen as the mother wavelet; as opposed to other conventional wavelet, the Morlet
wavelet features a high-frequency resolution and consists in a plane wave modulated by a Gaussian.

(a) Morlet wavelet in the time domain (b) Morlet wavelet in the frequency domain

Figure 5.12: Morelet wavelet ψ ∈C

The wavelet and its transform are defined as follows, and are shown in Figure 5.12:

ψ(t/l ) = e jωψt/l e−|t/l |2/2 (5.6) ψ̂(lω) = 2π−1/2e−(lω−ωψ)/2 (5.7)

Based on this definition, the continuous wavelet transform of a discrete signal xn consists in convolving the
signal with a scaled and translated version ofψ. Convolving in the time domain equals to pointwise multipli-
cation in the frequency domain, so the wavelet coefficients are obtained as:

x̃(l , t ) =
∫

x
(
t ′

)
ψ̄

(
t ′− t

l

)
d t , (5.8)

where ψ̄ indicates its complex conjugate. By varying the wavelet scale l it is possible to obtain a picture illus-
trating both the amplitude of any feature vs the scale (that is, frequency), and how such amplitude varies in
time. In the current work, a range of frequencies comprised between 10 Hz and fs /2 was resolved, employing
a base-2 logarithmic set of 89 scales l j :

l j = l02 jδ j , j = 0,1, ..., J , with J = δ j−1 log2(Nδt/l0)

Specifically, δ j = 0.2 and l0 = 2dt were chosen. Similarly to the time-invariant case, the results are checked
against energy conservation using. In this case, however, the ratio between the variance of the signal in the
time domain and that of the signal in the frequency domain is verified, with the variance in the frequency
domain defined as follows:

σ2 = δ jδt

CδN

N−1∑
n=0

J∑
j=0

∣∣x̃(l j )
(
l j

)∣∣2

l j
(5.9)

with Cδ = 0.776, when using the Morlet wavelet (Torrence and Compo, 1998). Next, the energy density is
obtained as:

E(l , t ) = |x̃(l , t )|2
l

(5.10)

Finally, the wavelet scale is converted to the equivalent Fourier frequency: E(l , t ) → E( f , t ), and, in the specific
case of microphone signals, the spectra are presented in dB levels according to Equation 5.5.
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Results

Based on the processing strategies outlined in chapter 5, this chapter presents the results obtained during the
GVT and cold flow campaigns, and aims at answering the research questions introduced in section 1.1. The
discussion begins in section 6.1 with a short summary of the GVT findings, consisting in a brief overview of
the mechanical properties of both stiff and compliant nozzles. This forms the basis for further discussions
that are, then, presented in section 6.2. More specifically, subsection 6.2.1 provides some introductory obser-
vations that result from the initial cold flow campaign. Since the methodology used mirrors that of previous
investigations by Donald et al. (2012) and Rojo et al. (2016), where the stiff nozzle is concerned, and Tinney
et al. (2017), for the compliant nozzle, the main goal of this section is that of assessing possible similarities and
discrepancies in the findings. Furthermore, a preliminary attempt is made to compare the acoustic behaviour
of stiff and compliant nozzles, by giving a general outline of their dominant vibroacoustic properties. Next,
subsection 6.2.2 delves more into the modal behaviour of both structure and acoustics and aims at gaining
insights on the effects that aeroelasticity has on noise generation and propagation. Finally, to streamline the
treatise, only the most representative findings are presented here; however, as a complement to this chapter,
additional results can be found in Appendix A.

6.1. Modal analysis results
Ground vibration tests were conducted on 9 urethane-based nozzles and 1 aluminium nozzle in order to gain
insights on their mechanical properties and, in the case of the compliant nozzles, also to infer on the quality
and repeatability of the manufacturing process. As detailed in section 4.2, 8 accelerometers were mounted on
each structure, therefore, reconstruction of the modal behaviour is possible up to the 4th harmonics. Before
presenting the results, it should be noted that due to the accelerometers having each a mass of approximately
5 mg, when mounted on the structure, they make it stiffer. Therefore, the results obtained come with a slight
overprediction. Even though it was not possible to quantitatively infer on results discrepancy, it is expected
that sensitivity of results to the presence of accelerometers is greater for the compliant nozzle cases, given
their lighter mass.

Table 6.1: Aluminium and urethane-based nozzle’s fundamental and higher harmonics of the bending mode as found from GVT

Aluminium nozzle Compliant nozzle
Bending mode Resonant frequency [Hz] Damping [%] Resonant frequency [Hz] Damping [%]

0th 16113.36 1.91 1559.14 3.60
1st 1009.67 3.42 277.15 3.85
2nd 1688.66 0.16 156.38 2.17
3r d 4712.02 0.53 325.87 2.63
4th 7783.33 2.25 538.60 3.13

The findings referred to the aluminium nozzle and the single compliant nozzle that was later used for cold
flow testing are summarised in Table 6.1, and have been obtained employing the procedure outlined in sec-
tion 5.1.
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For both cases, Modal Assurance Criterion (MAC) analysis was carried out to determine the degree of simi-
larity of the selected mode shapes, with the MAC value between two modes calculated as the normalized dot
product of the complex modal vector at each common node. As illustrated in Figure 6.1, results show that
while each mode is identical to itself - hence the single red bar of value 1 along the diagonal - off diagonal
values for this mode set are close to zero, thereby proving that each mode is uniquely observed and has a
different mode shape.

(a) Compliant nozzle’s MAC matrix (b) Compliant nozzle’s MAC matrix

Figure 6.1: MAC matrix comparing a set of 5 modes. Red values are 100% MAC values; dark blue is less than 10% MAC value

Predictably, the results of Table 6.1 highlight that, due to a larger wall thickness and a stiffer material, resonant
frequencies of the aluminium nozzle are one order of magnitude higher than those of the compliant nozzle.
Other than that, a remarkable observation concerns the values of the 1st and 2nd mode frequencies: for the
aluminium nozzle, the trend is monotonically increasing from 1st to 4th mode; for the compliant nozzles, on
the other hand, the oscillation frequency of the ovalization mode results in a smaller value than that of the
pure bending mode. This is not an isolated result: the same tendency was also observed on the remaining
compliant nozzles, as shown in Figure 6.2.
In the plot it can be clearly seen that all nozzles have comparable mechanical properties, thereby confirming
the quality of the manufacturing method. Standard deviations appear to be greater for breathing and pure
bending mode, while they are almost negligible for higher order modes. Manufacturing defects or discrepan-
cies during GVT setup and acquisition are expected to be the main causes of said deviations.

Figure 6.2: Fundamental and higher harmonics of the bending mode as found from the GVT campaign of 9 urethane-based nozzle
specimens
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6.2. Cold flow test campaign results
Having assessed the mechanical properties of both stiff and compliant nozzle, the results of the cold flow
tests are hereby presented and critically discussed. As a first instance, a general outline of the acoustics be-
haviour of both nozzles is given in subsection 6.2.1, where the main focus is on the evidences gathered when
using the microphone line array. In this section, much of the emphasis is placed in comparing the aluminium
nozzle acoustic signature with that of previous experimental efforts found in literature, whilst assessing ma-
jor analogies and differences between the in-print of the stiff and the compliant nozzle of the current setup.
Specifically, jet noise mechanisms are investigated, while some hypotheses are discussed as to which phe-
nomena might be responsible for said acoustic behaviour. Next, in subsection 6.2.2, data gathered when
using the circular microphone array is studied. In particular, an effort is made to investigate the relation-
ship between the compliant nozzle’s structural and acoustics modal behaviour to infer on the influence that
aeroelasticity has on jet noise.

6.2.1. Noise generation mechanisms and sound directivity
An overview of the results obtained by analysing the far-field acoustic signature of both stiff and compliant
nozzle during transient operations is hereby given. Both startup and shutdown transients are considered and
refer to the operating conditions presented in terms of NPR and dNPR/dt, in Figure 6.3, which shows that
runs have been carried out to be as repeatable as possible.

(a) Startup (b) Shutdown

Figure 6.3: NPR and NPR/dt during the transient operations when the microphone line array is employed

Much of the emphasis is placed primarily on the jet noise behaviour during startup, whereas shutdown ramps
are marginally discussed to mainly infer on possible hysteresis effects. Furthermore, wavelet analysis has
shown that, probably owing to the short distance between each microphone, the spectral content of the
acoustic pressure waveforms captured at each station is almost identical. Therefore, it was decided that,
to avoid redundancy, from hereon the results are mainly going to refer to data gathered from Microphone 2,
unless otherwise indicated. This particular microphone has been chosen because, assuming spherical decay,
it was seen that the sound pressure levels of all microphone scale quite accurately to those of Microphone 2.
Based on a 1/r inverse law, in fact, Microphone 3 and 4 should account for a + 1.4 dB and a + 3 dB gain, re-
spectively, which would bring their signals to approximately the same levels as that captured by Microphone
2.

Stiff nozzle
To begin with, the acoustic signature of the stiff nozzle is discussed and, where possible, parallels are drawn
with similar findings present in literature.

As a general outline, it can be seen that, when compared to the sound pressure levels assessed in subsec-
tion 4.1.1, and depicted in Figure 6.4 with the dashed black line, the estimates are not too far-off from the
actual maximum noise levels recorded during testing. However, the preliminary estimate does not account
for flow separation and, therefore, fails to predict not only the exact instants in which OASPLmax is recorded,
but, especially, the occurrence of sudden acoustic energy drops, between NPR ≈ 11÷15 and NPR ≈ 25. In par-
ticular, OASPLmax,2 ≈ 133 dB is registered at NPR = 11.3; then, acoustic energy drops by 5 dB until NPR = 15,
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and rises again by 2 dB until NPR = 25. Finally, at transition, it drops again by 3 dB. A detailed explanation as
to why this occurs is given later. However, as a preliminary assessment, it can already be said that comparable
noise levels are also reported in previous research. In a former study by Donald et al. (2012), a similar micro-
phone arrangement was used; however, the overall setup was different from the one of the current study in
that the nozzle is larger in size (r∗ = 19.04, ϵ = 38), and the microphones are placed further away from the
jet axis, at approximately 2.20 m, as opposed to 1.23 m of the current setup. Nevertheless, sound pressure
levels are comparable and are attested between 125 and 133 dB, in a similar fashion to what is presented in
Figure 6.4.

Figure 6.4: OASPL [dB, ref: 20µPa] of aluminium and compliant nozzle during transient operations. Dashed line indicates the
preliminary results presented in Figure 4.3

Similarly, Canchero et al. (2016a) have used an almost exact replica of the nozzle employed in the current
study, in twin configuration, while a single microphone mounted flush with the surface of the base plate
located behind the nozzle cluster was used. In this case, even though the recorded noise levels are slightly
higher owing to, not only the closer distance between microphone and jet plume, but also the fact that two
nozzles are tested, periods of acoustic energy drop are also reported at almost matching NPRs.

Figure 6.5: Stiff nozzle startup - Morlet wavelet power spectra of the acoustic pressure measured from mic n° 2 and expressed as
10log10(E( f , t )/r e f 2) [dB, ref: 20µPa/

p
H z]. Raw pressure signal (grey) is displayed at the bottom [kPa] with a moving

window-averaged OASPL (black) [dB, ref: 20µPa]

A similar outlook can be observed from Figure 6.5, which presents the results of the joint time-frequency
space decomposition of the non-stationary acoustic pressure waveforms detected by microphone 2. The
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Wavelet Power Spectrum (WPS) topography of the stiff nozzle, in fact, displays a few discernible features that
can be clearly linked to the unsteady flow behaviour.
At a first glance, in fact, flow transition is clearly visible at NPR = 25.7, and features a sudden drop of acous-
tic energy at all frequencies. A companion study by De Kievit (2021) on the same test article has reported
flow transition at NPR = 24.7 from wall pressure measurements. This discrepancy could be due to a num-
ber of reasons, but only two main opposing views are to be discussed here. On one hand, as also noted by
De Kievit (2021), the flow experiences a partial transition in the top part of the nozzle around NPR = 24.5.
However the flow stays attached for a very short amount of time, before separating again. It could, therefore,
be determined that said flapping motion, which is also at the core of side load generation, has induced an
erroneous reading by the pressure sensors, which have, somehow, brought transition forward, whereas the
correct reading would be that of the microphones. On the other hand, however, it could be argued that, in-
deed, flow transition occurs at NPR = 24.7. Nevertheless, due to the finite amount of time required by the
plume to adjust to the new flow, a slight delay occurs as far as acoustic detection is concerned.

Figure 6.6: Aluminium nozzle: Schlieren images depicting FSS → RSS transition occurring

As far as noise mechanisms are concerned, the spectral trends feature a high frequency band centred around
6.6 kHz, and extending between f = 5.5 kHz and f = 9 kHz. This fringe is comprised between NPR = 3 and
NPR = 5.5 and has a slight decreasing trend as the NPR increases. This behaviour, owing, most likely, to a
broadening of the shock spacing, supports the hypothesis that these tones are associated with BBSN, as also
documented by Donald et al. (2012) and Canchero et al. (2016a).

Figure 6.7: Aluminium nozzle - Azimuthal mode activity of the acoustic sound pressure during transient operations, expressed as a
moving window-averaged OASPL [dB, ref: 20µPa]

Given the highly non-ideal flow behaviour at these pressures, typical predictive models for BBSN (Tam and
Tanna, 1982, Kandula, 2011) are unsuccessful in providing further evidences, since their prediction range is
for values of the shock parameter β < 2. In this case, the combined effect of measuring higher values of β
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before the Mach disk, together with the fact that a large portion of subsonic flow forms downstream of it,
does not allow for a linear scaling of the predictive models. Nevertheless, although it was not possible to as-
certain the peculiar Doppler effect that is often associated with BBSN as no distinct peak frequency shift was
measurable at different stations, further proof of the presence of BBSN tones is revealed through acoustic
signal Fourier decomposition in azimuth. For this, data gathered when employing the circular microphone
array is analysed based on the theoretical framework outlined in section 5.3. The results, presented in Fig-
ure 6.7, show a SPSL evolution similar to the one reported in Figure 6.4 in terms of acoustic activity peaks
and drops. However, what is especially revealed is that the dominant acoustic mode is represented by the 0th

mode, with the higher order modes being progressively a few dB weaker. Interestingly, however, for the stiff
nozzle, at low NPRs the asymmetric mode seems to have a more dominant contribution. Similar findings on
a shock-containing jet (Wong et al., 2020) suggest the presence of BBSN, thereby confirming the aforemen-
tioned hypothesis.

As far as the low frequency bands around 100 Hz are concerned, this acoustic signature is the result of turbu-
lent mixing noise in the form of Mach waves that radiate from the turbulent structures that develop in the jet
shear layer and gradually grow into larger eddies. This observation is compatible with the fact that turbulent
mixing energy dominates at shallower angle observers due to its downstream propagation (Microphone 4, as
shown in Appendix A), whereas tones are less dominant at steeper angles (Microphone 1).

A higher acoustic impedance is clearly discernible in the highest frequency bands after NPR = 11, which
progressively becomes more significant, as also detected by the 5 dB drop in Figure 6.4. Acoustic impedance is
a property of the medium rather than the acoustic wave itself and is broadly defined by a real term, resistance,
and an imaginary term, reactance:

Z (ω) = r (ω)+ i x(ω)

Reactance, in turn, has a positive and negative component:

x(ω) = xL(ω)−xC (ω)

In particular, the inertive reactance xL(ω) is associated with the density of the medium and scales with fre-
quency: xL(ω) ∝ ω. This means that denser media are more likely to impede higher frequency waves. This
observation matches with the fact a progressive opening of the subsonic core which forms downstream of
the Mach disk occurs. At the lower NPRs, in fact, the subsonic region only extends for a short distance before
being enclosed, again, around a region of supersonic flow, resulting in a supersonic circular jet, as shown in
Figure 6.8a. However, as the NPR is increased, the portion of subsonic and denser flow that forms, extends
further downstream since it resides for less time inside the nozzle, where it can mix. In this way, the flow
advances to an annular supersonic jet which is surrounded by an open-ended subsonic core, which explains
the gradual acoustic energy reduction at the higher frequencies.

(a) NPR = 10.52 (b) NPR = 16.42 (c) NPR = 24.48

Figure 6.8: Aluminium nozzle: Mach number contours at different NPRs from PIV data (De Kievit, 2021)

Between NPR = 15 and transition, on the other hand, even though the flow still progresses into an annular
jet, a 3 dB increase is registered. This is likely caused by the vertical flapping motion of the flow due to the
shock foot instability closer to the transition instant, which enhances turbulent mixing. From Figure 6.5, in
fact, acoustic energy in the highest frequencies is unvaried, whereas acoustic energy can be seen increasing
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at the bottom of the spectrum.

Finally, as far the OASPL peak at NPR = 11.3 is concerned, a time-averaged Fourier spectrum is computed
between NPR = 11 and NPR = 12, to verify whether, similarly to the results of Canchero et al. (2016b), the
narrowband tone could be associated with transonic resonance, and is presented in Figure 6.9.

Figure 6.9: Raw and filtered 1-sided PSD of the averaged acoustic pressure between NPR 11 and 12, expressed in [dB]

Assuming flow separation according to the criterion of Schmucker (1984b), at NPR = 11, the distance between
the shock foot and the nozzle lip is λtr /r∗ ≈ 12.6. Assuming a∞ = 340 m/s, this corresponds to a resonant
tone (m = 3) of:

ftr = ma∞
4λtr

≈ 2.5 kHz

which agrees well with the peak in Figure 6.9. As a confirmation that this tone could be linked to TR, the same
peak is also clearly noticeable from the acoustic signature of the other microphones, in the same frequency
band, since the jet’s convective speeds have no influence on TR. The second peak at f = 1.3 kHz, instead,
is probably due to reflections owing to the non-anechoic environment of the testing facility. Computing the
difference between the two peaks, in fact, yields a wavelength of approximately 25 cm, which corresponds to
the distance between the microphones and some equipment that was left behind them and was not covered
with sound suppressing panels.

It can be, therefore, concluded that due to the complexity of the flow development, the many phenomena
that are involved in sound production and propagation are not easily predictable. This is also proven by
the great mismatch between the acoustic spectrum and the constant Strouhal number curve plotted on Fig-
ure 6.5. There is, in fact, no indication that the signature scales to a constant Strouhal number, as is the case
with most subsonic and perfectly expanded supersonic flows.

As for the shutdown ramp, the recorded noise levels are comparable to those of a startup ramp, in a OASPL
range comprised between 125 dB and 132 dB. However, the interval of time characterised by a quieter activ-
ity, that is associated with RSS flow, is longer, due to a significant hysteresis effect. Observing Figure 6.10, in
fact, the flow can be seen to retransition at around NPR = 15.5. This phenomenon, as introduced in subsec-
tion 2.4.1, occurs due to the fact that when the flow is in RSS state, the separation shock is shorter due to the
separation point being moved further downstream. In this way, the conical shock is able to impart more mo-
mentum towards the wall, keeping the flow attached for a longer interval (Frey and Hagemann, 1999). As far as
the current results are concerned, since no detailed accounts of re-transition from previous studies (De Kievit,
2021, Pearse, 2022) on the same test article are available, it is not possible, as opposed to the startup case, to
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infer on the likelihood that retransition occurs at the exact NPR registered by the microphones. Nevertheless,
during RSS, turbulent mixing noise is the dominant noise mechanism at the lower frequencies, similarly to
the startup case, with a band centred around 100 Hz. On the contrary, as the flow retransitions to FSS state, a
higher acoustic activity is registered at higher frequencies bands comprised between 1 and 10 kHz.

Figure 6.10: Stiff nozzle shutdown - Morlet wavelet power spectra of the acoustic pressure measured from mic n° 2 and expressed as
10log10(E( f , t )/r e f 2) [dB, ref: 20µPa/

p
H z]. Raw pressure signal (grey) is displayed at the bottom [kPa] with a moving

window-averaged OASPL (black) [dB, ref: 20µPa]

Noise mechanisms almost identically mirror those of the startup phases, with BBSN occurring at the lower
NPRs between NPR = 7 and NPR = 4.5. This time, the most energetic fringe is monotonically increasing in
frequency as the NPR is decreased. Nevertheless, at all microphone stations, it seems that the onset of a
higher acoustic impedance is less apparent.

Compliant nozzle
As far as the compliant nozzle is concerned, some significant differences can be outlined when comparing
the acoustic signature with that of its stiff counterpart.

Figure 6.11: Compliant nozzle startup - Morlet wavelet power spectra of the acoustic pressure measured from mic n° 2 and expressed
as 10log10(E( f , t )/r e f 2) [dB, ref: 20µPa/

p
H z]. Raw pressure signal (grey) is displayed at the bottom [kPa] with a moving

window-averaged OASPL (black) [dB, ref: 20µPa]

As previously hinted in Figure 6.4, sound pressure levels differ quite substantially, with the stiff nozzle over-
predicting the OASPLmax by 3.5 dB in its period of maximum noise propagation around NPR = 11. Apart from
a sudden drop at transition, sound pressure levels remain quite steady throughout the whole FSS interval, at
approximately the same levels that the stiff nozzle has between NPR = 15 and NPR = 23, in which the main
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noise component has been attested to be turbulent mixing. This should already give an indication that, for
the compliant nozzle, acoustic energy is attenuated at the higher frequencies. The claim is, in fact, confirmed
by the WPS presented in Figure 6.11. In the spectrum, in fact, there seems to be no evidence of BBSN at high
frequencies. This feature has also been reported by Rojo et al. (2016) when analysing the WPS of full-scale
engines. Further proof is provided by acoustic signal’s Fourier decomposition in azimuth. Contrary to the
stiff nozzle case, at all NPRs, in fact, Figure 6.12 does not present a dominant contribution of the asymmetric
mode, that is typical of shock containing jets. Stark et al. (2019), having observed similar results, attributes
the suppression of distinct tones to the free flow separation.

Figure 6.12: Compliant nozzle - Azimuthal mode activity of the acoustic sound pressure during transient operations, expressed as a
moving window-averaged OASPL [dB, ref: 20µPa]

Furthermore, lack of a sudden increase in acoustic impedance, as already reported by looking at Figure 6.4,
can also be seen in a rather constant energy content at all frequencies and throughout the whole ramp, apart
from a more energetic narrowband at f ≈ 1.4 kHz that extends between NPR = 9 and NPR = 22. This fre-
quency band is, most likely, the result of the non-anechoic environment, which causes sound reflections. As
already predicted in subsection 4.3.2, the higher frequencies are, in fact, more prone to be reflected when
there is a bigger mismatch between the impedance of two mediums. Finally, another band centred around
f ≈ 190 Hz at NPR = 23.2 is going to be investigated further in subsection 6.2.2, to better assess whether it is
the result of aeroelastic effects. Similarly to the stiff nozzle case, then, transition is recognisable by a sudden
drop of acoustic energy at all frequencies at approximately NPR = 24.4. Again, because no pressure sensor
was mounted on the structure, it is not possible to assess from pressure readings whether transition would
be registered at the same NPR as the one logged by the microphones. Nevertheless, this already shows how
transition occurs earlier in a compliant nozzle, as opposed to the rigid case, in a similar way to what was also
experimentally observed by Tinney et al. (2017) on a TOP nozzle of the same contour.

To understand the underlying source of such behaviour, the foundational work of Génin et al. (2015) should
be looked into. As already introduced in subsection 2.5.3, in fact, an inward bent nozzle wall subjected to
a separated flow state, experiences a higher wall pressure, which tends to shift the separation point further
downstream, thereby amplifying the bending force due to an increased lever arm, and reinforcing the effect
of outward bending. Consequently, an outward bended nozzle wall subjected to a separated flow state, ex-
periences a lower wall pressure, which tends to shift the separation point upstream, thereby amplifying the
upward bending force which produces, again, an inward bent wall. In a 2D flexible geometry, the two effects
coexist and produce an ovalised nozzle contour, that periodically switches its major and minor axes. In terms
of the flow structure, Génin et al. (2015) have also noted how this mechanism produces a so-called Mach sad-
dle, namely a Mach disk that is inward bent with respect to its major axis, and outward bent with respect to
its minor axis. As for the wall pressure profile, Wang et al. (2014) have shown how the instability magnitude of
the shock foot in the stiff and compliant case cannot be linearly compared. Its mean position, in fact, differs
for the two cases: even though, when considering an outward bent wall the shock foot moves upstream, its
position is still shifted forward with respect to the rigid nozzle case, thereby explaining the earlier transition
to RSS state.
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Figure 6.13: Comparison between wall pressure profiles at 4
monitor azimuthal sections as taken from the coupled FSI model of

Wang et al. (2014)

Figure 6.14: Physical displacement history during startup of 4
fiducial markers

Such erratic instability of the separation shock foot is also confirmed by a preliminary analysis of the markers
movement, as shown in Figure 6.14, which already suggests that a peak in lip displacement occurs between
NPR = 21.9 and NPR = 23.7. This behaviour, as previously studied by Baars et al. (2012), who has reported
increased loading activity before transition, could signify an incipient shift from a FSS to an RSS flow. By
studying the displacement history of 4 fiducial markers located at 0, 90, 180 and 270 degrees circumferentially
the mean shape of the nozzle can be easily deduced. In a mean sense, the markers located on the right and
left experience an inward bending, whereas the other two an outward bending. In other words the nozzle can
be thought of as an ellipse with a vertical major axis. An in-depth analysis of this behaviour shall be further
discussed in subsection 6.2.2.
Additional evidences of said vertical ovalisation are also provided by the Schlieren images in Figure 6.15 that
show how the flow is heavily asymmetric and attached to the bottom of the nozzle before flowing full. This,
apart from producing evident side loads, also causes an outward vertical stretching that is balanced out, on
the other two sides, by an inward shrinking of the walls.
Finally, an extensive study on this aspect is further investigated in subsection 6.2.2.

Figure 6.15: Compliant nozzle: Schlieren images depicting FSS → RSS transition occurring

On a final note, a short discussion on the compliant nozzle’s shutdown behaviour is hereby given. A strong
hysteresis effect can be noticed. Retransition to FSS occurs at approximately NPR = 14.4, so later compared
to the rigid nozzle case. This is, again, in agreement with the assumption of a forward separation point for
the same NPR: being the separation shock shorter, and the conical shock more energetic, the flow can stay
attached for longer. Other than that, a similar acoustic in-print can be observed from the WPS, which features
turbulent mixing noise at the lower frequency, and higher frequency bands while in FSS state.
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Figure 6.16: Compliant nozzle shutdown - Morlet wavelet power spectra of the acoustic pressure measured from mic n° 2 and
expressed as 10log10(E( f , t )/r e f 2) [dB, ref: 20µPa/

p
H z]. Raw pressure signal (grey) is displayed at the bottom [kPa] with a moving

window-averaged OASPL (black) [dB, ref: 20µPa]

6.2.2. Aeroelasticity effects on vibroacoustic loading
Having assessed the main acoustic features of rigid and compliant nozzles in terms of sound directivity and jet
noise mechanisms, the attention is now turned to a more in-depth investigation of the relationship between
noise generation and structure’s aeroelasticity. In particular, an attempt is made to understand in what ways
structural vibrations are responsible for a different acoustic signature. The following discussion is based on
the analysis of the data gathered while using the circular microphone array, which allows, in a similar way
to the fiducial markers study, for a spatial Fourier decomposition in azimuth up to the 4th mode. In this
occasion, both transient and steady state runs are going to be discussed, with the latter serving as a detailed
study of specific NPRs at which features of interest have been observed.

Energy content in lip motion and acoustics
In a similar fashion to the previous section, two distinct transient runs based on the operating conditions
depicted in Figure 6.17 are briefly discussed.

Figure 6.17: NPR and NPR/dt during startup operations when the azimuthal microphone array is employed

Having now 8 microphones mounted azimuthally around the nozzle at an axial distance from the lip of ap-
proximately 32 cm and a radial distance from the jet plume axis of 23.5 cm, which roughly corresponds to
a fixed polar angle φ ≈ 36°, sound pressure levels have resulted to be slightly higher that what previously
recorded with the line array, given the closer distance to the jet.
However, as observed in Figure 6.18, features that are similar to those of Figure 6.4 are found. Acoustic levels
are, on average, more elevated during testing of the stiff nozzle compared to the compliant one, while in both
cases acoustic energy peaks and drops are revealed at similar NPRs as those of the previously discussed cases,
thereby confirming repeatability of the runs and robustness of the test setup.
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(a) Aluminium nozzle (b) Compliant nozzle

Figure 6.18: Moving window-averaged OASPL [dB, ref: 20µPa] at each azimuthal microphone station during transient startup. Radial
axis represents the NPR evolution

This is also confirmed by the WPS of the acoustic pressure waveforms detected at the NORTH microphone,
and shown below in Figure 6.19. The spectrum reveals a similar pattern to the one previously shown in Fig-
ure 6.5 and 6.11, and, as for the stiff nozzle, the instants that precede transition are characterised by a broad-
band signature up to, approximately, 300 Hz, lending support to the hypothesis that this behaviour is purely
the result of increased turbulent mixing noise. On the other hand, as far as the compliant nozzle is concerned,
the spectrum appears to be more uniform, whereas the presence of a more energetic narrowband around 180
Hz at NPR ≈ 22.3 is confirmed.

(a) Aluminium nozzle

(b) Compliant nozzle

Figure 6.19: Morlet wavelet power spectra of the acoustic pressure expressed as 10log10(E( f , t )/r e f 2) [dB, ref: 20µPa/
p

H z] and
recorded at Microphone NORTH

In order to assess whether this could be the direct result of aeroelasticity effects, a study of the nozzle lip ac-
tivity is carried out in order to get a better insight into the structure’s dynamics. Even though, as shown in
Figure 6.20, markers also move azimuthally and not just radially, the analysis presented in Figure 6.21 only
refers to radial displacements. From the modal decomposition carried out, based on the methodology pre-
sented in section 5.3, the activity of the fundamental and higher order harmonics can be analysed. Even
though recovery up to the 12th mode is possible, only modes up to the 4th are discussed, given the progres-
sive energy weakening of higher order modes. The predominance of ovalisation that was hypothesized earlier
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is clearly confirmed by an increased activity of the m = 2 mode around NPR = 22.3. This result is in line with
the findings of the GVT campaign, which revealed the ovalisation mode to be oscillating at the fundamental,
namely the lowest, natural frequency. Also the harmonics intensify their activity around that NPR, but at an
order of magnitude lower than ovalisation. Furthermore, it can be seen that the pure bending mode experi-
ences its maximum activity slightly earlier, which suggests either the inception of an heightened shock foot
instability that causes greater off-load axis, or an asymmetric separation.

Figure 6.20: Standard deviation of markers displacement in r,θ, z for steady run at NPR = 22.3

In light of these observations, a steady case run was carried out at NPR = 22.3 to perform a detailed study of
flow, acoustic and structural conditions, in order to develop a better understanding of the vibrational activity
of the compliant nozzle when subjected to the unsteady loads of a transient startup run. A second run em-
ploying the stiff nozzle was also carried out at NPR= 24.5. Even though these pressure ratios differ, they still
provide comparable operating conditions given the delayed flow transition to RSS for the rigid nozzle case.

(a) Azimuthal mode activity of the fiducial markers fluctuation (b) Generalized modal displacement. Solid lines indicate positive mode
coefficients an . Dashed lines the negative ones bn

Figure 6.21: Compliant nozzle dynamics loads during transient startup

Based on the aforementioned operating conditions, Figure 6.23 presents the acoustic power spectra com-
puted at each microphone station for both nozzles. The flow asymmetry that was already hinted at from
the instantaneous schlieren images in Figure 6.6 and 6.15, is also confirmed by the different energy levels
detected at each microphone station. In particular, due to the flow being mostly tilted downwards, the mi-
crophones located at the bottom of the array detect greater acoustic levels as opposed to those placed in the
upper part of the array, as depicted in Figure 6.22. This effect is particularly exacerbated during operation
of the compliant nozzle, in which the flow asymmetry is larger compared to its stiff counterpart. This also
explains why, on average, in these bottom microphone stations the overall acoustic energy emitted by the
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compliant nozzle results to be greater than that of the rigid nozzle, as opposed to the observation of Fig-
ure 6.4, which had proven how stiff nozzle operations results to be louder. To a lesser extent, the greater noise
levels registered in the bottom half of the array could be also due to the acoustic reflections from the ground
or to a slight non-concentricity of the array with respect to the jet plume axis; however, these effects would
be equally detected during operations of both nozzles.

Figure 6.22: Comparison between OASPLs [dB, ref: 20µPa] detected at each microphone station

Even though most of the variance of the signal is contained at the higher frequencies, a noticeable peculiarity
of the acoustic spectra presented in Figure 6.23a is an energetic peak centred around f = 180 Hz that is, on
the contrary, not present in the spectra of the stiff nozzle, confirming the observation made when discussing
the transient results in Figure 6.11 and 6.19b.

(a) Compliant nozzle - NPR = 22.3 (b) Aluminium nozzle, NPR = 24.5

Figure 6.23: 1-sided PSD of the acoustic pressure waveforms detected at each azimuthal microphone location during steady state
operations. Expressed in dB, [dB, ref: 20µPa]

Such behaviour is also clearly highlighted in Figure 6.24, which, not only compares the acoustic performance
of stiff and compliant nozzle, but also reports the energy spectra during operations of the compliant nozzle at
lower fixed NPRs (11.3 and 18.9, repsectively). From the graph, it can be seen how the energetic peak around
f = 180 Hz only becomes relevant before RSS transition in the compliant nozzle, and is not present in the
spectra at the lower NPRs. The absence of the peak during operations of the stiff nozzle, or at lower NPR
conditions of the compliant nozzle clearly suggest a link with structural vibrations.

An almost identical outlook is also given by the spectral analysis of the acoustic mode coefficients, which
also presents a similar peak around f = 180 Hz. From Figure 6.25, it can be seen that, for both nozzles, the
breathing mode is dominant. Nevertheless, apart from excluding the presence of possible shock tones, it is
not possible to draw any other conclusion as to which is the source of such energetic peak. In conclusion,
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presence of aeroelastic effects does not result in a greater predominance of higher order acoustic modes and,
therefore, this analysis tool alone is insufficient in detecting the presence of tones linked to fluid-structure
interactions.

Figure 6.24: Comparison between stiff and compliant nozzle’s 1-sided PSD of the acoustic pressure waveforms detected from the
SOUTH microphone, during steady state operations. Expressed in dB, [dB, ref: 20µPa]

For this reason, a coupled investigation of acoustic and structural characteristics is warranted. Considering
the observation previously made by looking at Figure 6.21a, the attention is now turned to a more thorough
analysis of the nozzle lip fluctuation during fixed operations at NPR = 22.3. From the spectral analysis of
each of the markers raw fluctuation, presented in Figure 6.26, it can be seen how each of them oscillates
predominantly in a fixed frequency range comprised between 175 Hz and 185 Hz, thereby hinting again to
the presence of an aeroelastic tone.

(a) Compliant nozzle - NPR = 22.3 (b) Aluminium nozzle, NPR = 24.5

Figure 6.25: 1-sided PSD of the acoustic pressure modal activity during steady state operations. Expressed in dB, [dB, ref: 20µPa]

For a more in-depth analysis, modal decomposition is, again, carried out and presented in Figure 6.27. Pre-
dictably, ovalisation is the dominant oscillation mode, with a modal activity of an order of magnitude greater
than that of the higher order harmonics. Next, from the spectral analysis of each mode, a series of highly
energetic narrowbands are visible. The fact that these develop quite close to the natural frequencies of the
static nozzle, as found in Table 6.1, lends support to a possible link with the natural oscillation modes of the
nozzle. As theory (Östlund et al., 2004, Pekkari, 1993) suggests, in fact, the presence of an aerodynamic torque
can have an effect on the natural frequency of a coupled system. More specifically, it is possible to observe
that for n = 1, 2, 3 and 4,Ωn >ωn meaning that the coupled system results to be stiffer; more specifically, the
pure bending mode oscillates at 360 Hz, whereas the triangular mode has a stronger activity around 475 Hz.
As for the quadrilateral mode, it presents a weak energetic peak around 900 Hz. Finally, given the test setup
acquisition frequency of 2 kHz, it was not possible to retrieve further information on the oscillation behaviour
of the breathing mode above 1000 Hz. Even though each mode resonates at a stiffer eigenfrequency, they are
also fully coupled with the fundamental frequency of ovalisation at 180 Hz.
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Figure 6.26: 1-sided PSD of the 24 markers’ fluctuation at NPR = 22.3

These findings confirm the preliminary observations of Pearse (2022), and go further into revealing how also
the higher order harmonics osciallate at their own stiffer eigenfrequency, but are also coupled with the fun-
damental tone of the ovalisation mode at 180 Hz.

(a) Time series of the markers activity at NPR = 22.3 (b) 1-sided PSD of the markers’ modal coefficients at NPR = 22.3

Figure 6.27: Markers modal analysis during steady state operation

A useful indicator that can be employed to better assess the coupling between an input x and an output signal
y of a coupled system is coherence, denoted with γ2

x y .

Figure 6.28: Linear coherence spectrum between structural mode coefficients during a steady run at NPR = 22.3. Labels refer to the
modes that have been reciprocally considered
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Broadly speaking, coherence quantifies a transfer of energy and is defined as:

γ2
x y ( f ) =

∣∣Gx y ( f )
∣∣2

Gxx ( f )Gy y ( f )

where Gx y is the cross-spectral density between x and y, and Gxx and Gy y are the auto-spectral of x and y,
respectively. Based on this definition, starting from the observations of Figure 6.27b, the results presented
in Figure 6.28 represent the coherence computed using a linear transfer kernel between different structural
mode coefficients. From this analysis it is clearly shown that breathing, bending and ovalisation modes are
highly coupled around 180 Hz, whereas the degree of coupling of the triangular mode is less strong.

Production mechanism of the aeroelastic tone
In order to better visualise the global flow phenomena that are associated with the nozzle bending frequency,
DMD is performed (Schmid, 2010). For this, the snapshots that have been considered to contruct the DMD
matrix include the instantaneous schlieren images, the lip markers positions and the acoustic signals of the
8 microphones. Starting from 7000 snapshots, taken during test runs of 3.5 s at fs = 2000 Hz, snapshots
were downsampled to Ns = 1750, allowing for a modal reconstruction up to 200 Hz. To reduce computational
intensity while also removing small scales effects, images resolution has been lowered using a 3x3 pixels linear
interpolation. Given the matrix imbalance due to the larger portion of schlieren data, normalisation was also
performed such that flow, acoustic and structural effects would be equally captured. The obtained modal
amplitudes and frequencies can be seen in Figure 6.29. A strong mean mode (f = 0 Hz) is identified together
with 825 conjugate pairs, each having a certain amplitude α and mode stability β. Here only the most stable
modes are plotted, with −0.08 < β < 0.08, and, aside a number of spurious or heavily damped modes, the
fundamental oscillation frequency f = 180 Hz is clearly captured in the DMD solution.

Figure 6.29: Modal amplitude distribution for the coupled acoustic-flow-structure interaction

The reconstruction of the nozzle dynamics and the flow field fluctuations associated with the ovalisation
mode of the nozzle lip is shown in Figure 6.30. At a first glance, from the nozzle lip reconstruction, it can be
seen how, compared to the lip shape in static conditions (black contour), the mean shape (blue contour) dur-
ing oscillation is slightly ovalised, thereby revealing a pre-stressed structure, which requires a higher driving
frequency to resonate.

As for the schlieren snapshots associated with the DMD mode, a number of observations can be made, which
clearly highlight how the unsteadiness can be linked to the shock foot oscillation. Red areas in the figures
represent positive gradient fluctuations in the shear layer, that indicate a greater turbulent intensity. On the
other hand, blue areas describe negative gradient fluctuations, that indicate a region of weakened turbulence.
In the context of shock foot unsteadiness, Figure 6.30a and 6.30c distinctly show how the red-blue patterns
are inverted: this could be interpreted as the direct result of the periodic shifting of the shock foot from a
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downstream position (Figure 6.30a) to a more upstream location (Figure 6.30c). A shock foot that is shifted
further downstream, in fact, will also result in a mostly attached shear layer, which, in terms of the DMD
solution, configures itself with the red contours positioned in the outer parts of the plume. In a similar way
to the findings of Laguarda et al. (2023) on a flexible flat panel, the clear pattern alternation further supports
the idea that the low-frequency shock foot unsteadiness coexists with that arising from the dynamic coupling
with the moving wall.

(a) ωt = 0 - Downstream separation point (b) ωt =π/2 - Receding separation point (c) ωt =π - Upstream separation point

Figure 6.30: Data field reconstruction associated with the ovalisation mode at 180 Hz. Top: nozzle lip deformation; Black = static nozzle,
Blue = mean shape at 180 Hz, Red = instantaneous deformation. Bottom: schlieren images of the instantaneous DMD mode flow; Red =

positive fluctuation, Blue = negative fluctuation

Next, when comparing the flow field and structure dynamics together, it can be seen that the vibrational re-
sponse and the plume behaviour are in phase, confirming the model hypothesised by Génin et al. (2015).
Taking as a reference a point in the bottom part of the nozzle lip, when the shock foot is shifted upstream, in
fact, a larger portion of the nozzle walls experiences a greater load that comes from the sudden recompres-
sion aft of the mach saddle, inducing the walls to bend inwards. In turn, this causes a higher wall pressure
which gradually moves the shock foot downstream, hence inducing the walls to bend outwards.

Finally, now that a strong FSI coupling at 180 Hz has been confirmed, coherence is, again, computed to draw
further conclusions on the coupling strength of the vibrational tone with the acoustic signal. Referring to the
naming convention of Figure 5.9b, coherence is computed between each of the detected microphone signals
and their neighboring marker’s fluctuation.

Figure 6.31: Linear coherence spectrum between acoustic pressure and marker displacement at 8 different locations at NPR = 22.3

Figure 6.31 confirms a strong transfer of energy from the vibrating walls to the acoustic field around 180 Hz.
Further insights are gathered from the DMD solution; depicted in Figure 6.32a is the reconstruction of the
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DMD solution for the acoustic signal of the 8 microphones and their adjacent lip markers. Since multiple
nozzle wall points have an influence on each microphone’s signal, the degree of phase shift varies for the
different combinations of microphone/marker. Nevertheless, it can be broadly seen that in those instants
when the wall is stretching in one direction, that is, when the displacement is positive, the corresponding
acoustic signal is experiencing a negative pressure fluctuation, and viceversa. This is also confirmed in Fig-
ure 6.32b, which presents the low-pass filtered raw acoustic and lip displacement signals, and highlights their
opposite evolution. As a result, it can also be deduced that, whenever the nozzle is experiencing the largest
deformations, the acoustic signal has a phase shift of approximately π with respect to the flow and the wall
dynamics, thereby lending support to the hypothesis that the acoustic peak at 180 Hz cannot be the result
of a speaker-like mechanism in which the stretching of the wall would result in a positive acoustic pressure
fluctuation.

(a) Reconstruction of the acoustic field and markers displacement associated with the 180 Hz DMD mode

(b) Superimposed raw time series of markers displacement and acoustic pressure fluctuations at the SOUTH EST location

Figure 6.32: Analysis of the acoustic response based on markers displacement (naming based on Figure 5.9b)

On the contrary, a possible explanation for this behaviour can be given considering, again, the shock foot un-
steadiness and its effects on the turbulent shear layer that is formed aft of the separation shock. Considering,
again, Figure 6.30, it can be seen how the shear layer is thinner when the shock resides closer to the nozzle
lip, whereas it is thicker when separation occurs more upstream. In conclusion, the source of the aeroelastic
tone detected by the microphones originates in the shear layer and is the result of the periodically amplified
or dampened turbulent fluctuations that occur in response of the shock foot unsteadiness.
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Conclusions and recommendations

In this chapter, the most relevant conclusions that can be drawn based on the results obtained in chapter 6
are presented in section 7.1. The outcomes of the coupled structural-acoustic experimental investigation
of a sub-scale, cold flow TOP contoured compliant nozzle are critically discussed under the framework of
the research objective outlined in section 1.1 and the research questions are answered. Finally, a number of
recommendations are given in section 7.2, in order to provide useful indications for future investigations.

7.1. Conclusions
Experimental studies are still needed nowadays to investigate the acoustic signature of TOP contoured noz-
zles to identify the most relevant phenomena involved in the propagation of noise that is generated under a
broad spectrum of mechanisms. This is especially necessary during the ignition transient, which has been
documented to be the phase producing the largest vibroacoustic loads. Nevertheless, the main limitation of
the currently available literature on the topic revolves around the fact that only stiff walled nozzles in which
structural vibrations are suppressed have been employed.

This thesis is part of a research effort to overcome the shortcomings associated with the currently available
results, and to provide a preliminary understanding on the effects that aeroelasticity has in noise generation
during transient startup of compliant walled nozzles. In this way, an improved dataset is gathered such that
it can be used to validate numerical studies involving FSI or as a reference for empirical predicition methods.

The aim of this research project is to take a step further in investigating the acoustic signature of sub-scale
TOP contoured compliant nozzles, as a way to provide a more robust framework that allows for the devel-
opment of methodologies that are scalable to full-scale engine acoustic prediction studies. To do so, the
following research objective was defined:

Identify the dominant vibroacoustic features of stiff and compliant walled sub-scale TOP contoured
rocket nozzles during transient startup and shutdown operations, to assess which role different flow

regimes play in sound production and radiation and what impact fluid-structure interactions have on the
noise generated by a supersonic overexpanded jet.

To reach this goal, a GVT and two cold flow test campaigns have been carried out. The former, performed in
the Mechanical Testing Lab of the Delft Aerospace Structures and Materials Laboratory, consisted in charac-
terising the modal behaviour of both stiff and compliant nozzles to get a full insight on their natural oscilla-
tion frequencies. This was achieved by mounting on each nozzle a number of accelerometers and providing a
impact force by means of a hammer tip, thereby allowing for a measure of the structure’s frequency response
function. On the other hand, the cold flow tests were carried out using the ASCENT test rig situated where the
diffuser tube of the ST-15 supersonic wind tunnel usually sits in the Aerodynamics department High Speed
Laboratory. These consisted in performing both transient and steady state runs that would allow for the
simultaneous reconstruction of the flow, structure and acoustic field. The compliant nozzle was, first, spray-
painted with a matte black color to minimise reflections and, then, provided with 24 equally spaced highly
reflective circular markers to enable the reconstruction of the structural response during unsteady loading.

79
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Due to the larger stiffness of the aluminium nozzle, lip tracking was not performed on this test article. In both
cases, however, microphones were mounted either on a line array on the jet side, or azimuthally around the
plume. Finally, a Z-schlieren system was setup to allow for the observation of the flow development.

Having conducted the experimental campaigns, quality of the lip tracking frames was enhanced via a number
of pre-processing steps and later analysed by means of the IPR algorithm using DaVis 10.2.1. Eventually, spec-
tral analysis of both markers displacement and acoustic data was performed to extract meaningful informa-
tion about the nozzle dynamics and the acoustic field it generates when subjected to unsteady aerodynamic
forces. Qualitative and quantitative observations of the Schlieren images have also aided in reconstructing
the relationship between acoustic propagation and structural vibrations.

From the GVT campaign, natural oscillation frequencies and mode shapes have been obtained for both noz-
zles. The fundamental oscillation mode of the aluminium nozzle is the 1st bending mode, which oscillates at
1009.67 Hz. On the other hand, the fundamental oscillation mode of the compliant nozzle is the 2nd bending
mode, namely the ovalisation mode, with an oscillation frequency attested around 156.38 Hz.

The first acoustic analysis was conducted on data gathered from the line array of microphones, which was
mainly intended to study the different noise mechanisms involved in the transient startup. Results have
shown that analysis of the acoustic spectra allows for the reconstruction of the different flow structures that
develop with varying NPR. First of all, flow transition is clearly identified with a sharp drop of acoustic energy
at all frequencies; the stiff nozzle experiences transition around NPR = 25.7, whereas the compliant noz-
zle brings flow reattachment forward and transitions at around NPR = 24.4. Similarly, during shutdown, re-
transition occurs at NPR = 15.5 for the stiff nozzle, whereas it is delayed at NPR = 14.4 in the compliant nozzle.
Overall, during the FSS regime, in the flexible nozzle, turbulent mixing noise is the most dominant noise con-
tributor due to the fact that wall compliancy suppresses the inception of higher frequency noise mechanisms
like BBSN and TR. On the other hand, BBSN and TR tones are identified when testing the stiff nozzle. The
former are detected between NPR = 3 and NPR = 5.5 and are revealed with a monotonically decreasing fre-
quency band centred around f = 5.5 kHz. Further proof is also provided by an increased activity of the m = 1
acoustic mode. TR, instead, occurs around NPR = 11.3 and it resonates with f = 2.3 kHz.
These behaviours directly impact OASPLs, that are, overall, greater for the stiff nozzle. This nozzle, in fact,
overpredicts the compliant nozzle performance by approximately 3.5 dB in its period of maximum noise
generation around NPR = 11. For both nozzles, however, periods of increased acoustic impedance are re-
vealed at almost comparable NPRs and are the result of a gradual opening of the subsonic core that develops
downstream of the Mach stem, bringing the flow from a circular to an annular supersonic jet.
Ultimately, in both cases, owing, most likely, to the complexity of the flow development and the many phe-
nomena that are involved in sound production and propagation, there is no indication that the signature
scales to a constant Strouhal number, making preliminary noise mechanisms hard to predict.

The signature of the compliant nozzle reveals a highly energetic narrowband around f = 180 Hz at NPR = 22.3.
This is also confirmed by azimuthal decomposition of the acoustic signals gathered using the circular array,
which highlights a peak around f = 180 Hz, which is absent in the spectrum of the aluminium nozzle, when
tested under similar operating conditions. Nevertheless, predominance of the acoustic breathing mode is at-
tested in both cases, thereby demonstrating that acoustic mode decomposition alone cannot fully aid in the
investigation of aeroelasticity sources. From the analysis of the nozzle lip structural dynamics behaviour, a
strong coupling of the oscillation modes was identified, with the ovalisation mode being the most active and
driving the oscillation at a slightly higher frequency than what found from GVT. DMD has further demon-
strated that the mean shape of the nozzle is also slightly ovalised, thereby presenting a pre-stressed structure
that requires a larger driving frequency to resonate. Wall ovalisation, that is brought about by the shock foot
unsteadiness, has, then, a direct and in-phase effect on the flow structure: a downstream shift of the shock
foot results in a shear layer that is mostly attached and thinner. The opposite, instead, occurs when the shock
foot is shifted upstream. A study on signal coherence has, then, further evidenced the modes coupling be-
haviour. Combining raw acoustic signals and markers fluctuations has revealed a strong coherence around
180 Hz, proving, again, the strong transfer of energy from the vibrating walls to the acoustic field. Evidences
on the source mechanism driving the genesis of this tone were gathered from the DMD analysis. An out-of-
phase behaviour of approximately π between the wall vibration and the acoustic pressure reveals how the
aeroelastic tone detected by the microphones is the result of the periodically amplified or dampened turbu-
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lent intensity that is modulated by the shock foot fluctuation.

All in all, these results have shown the feasibility of investigating the relationship between flow, structural dy-
namics and acoustic signature of a compliant nozzle subjected to the unsteady loads of a transient startup, by
means of non-intrusive optical techniques and acoustic sensing. The outcome of the tests carried out using
the stiff nozzle has served as a baseline reference, against which flexible nozzle results have been compared
to. Finally, it can be concluded that wall compliancy has two major effects on the overall acoustic signature
of TOP nozzles. These are explicited in 1) a predominance of turbulent mixing noise, with the consequent
suppression of higher frequency noise mechanisms such as BBSN and TR, and 2) in the inception of a nar-
rowband tone closer to flow transition to RSS, which is directly related to the oscillation frequency of the
structure and the shock foot unsteadiness.

7.2. Recommendations
The objective of this last section is that of providing useful indications for future research investigations.
These have been formulated during execution of the experimental project, as well as during the later stages
of data processing, and span from practical suggestions to account for during test setup and acquisition, to
possible research paths to consider in future projects.

• At a first glance, as much as the proposed experimental setup was effective in retrieving the desired
results, the quality of these could be further improved if tests were to be conducted in an anechoic
environment. However, given the limited working characteristics of the A-Tunnel, which can only ac-
commodate subsonic flows, the only two feasible changes that could be operated are the following:

– Build a structure around the test rig that can support sound adsorbing wedges, such as to isolate
the test section from unwanted reflections coming from the laboratory’s walls and the large num-
ber of instrumentation present in the room. This, however, could restrict the access to the test
section and limit the use of optical techniques

– Conduct testing outside of the lab, in an open field that can be considered reflection-free. This
however, adds the complexity of having to secure the equipment against adverse weather condi-
tions

• Having ascertained the strong coupling of the structure’s vibration modes, the lip tracking setup could
be simplified and a single camera could be used. However, this compromises the use of the IPR algo-
rithm, which requires a system of multiple cameras to run

• Schlieren imaging has two main drawbacks: first, being a line-of-sight technique it yields images of the
flow field that represent an average flow through the test plane; secondly, it measures density gradi-
ents, which, in the context of the currently obtained results, limit the possibility to further delve into
the nature of the aeroelastic tone. For these reasons, tomo-PIV measurements shall be favoured to bet-
ter investigate the behaviour of the shear layer. Furthermore, due to the fact that ovalisation causes
two sides of the nozzle to elongate, while the other two are bent inwards, a system that allows for the
simultaneous observation of the flow dynamics that results from the opposing wall movements shall
be considered

• Given the large flow asymmetry observed during tests that have employed compliant nozzles, an im-
proved manufacturing method and/or materials shall be considered. In terms of manufacturing, a sen-
sitivity study using compliant nozzles with different materials and/or wall thicknesses in order to verify
whether a similar frequency coupling occurs and how it reflects on the acoustic spectrum is suggested.
Also, the possibility to perform wall pressure measurements to track the evolution and the magnitude
of the shock foot unsteadiness with varying NPR could be also considered

• Perform additional tests using the stiff nozzle while equipping it with wall pressure sensors to inves-
tigate the frequency associated with the shock foot unsteadiness such as to draw parallels with the
compliant nozzle case as well as to investigate if a tone associated with it is also detected by the micro-
phones
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92 A. Additional acoustic data
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Figure B.2: General dimensioning of side 2 of the external mould
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9.21372E+00 4.96451E+00
9.27791E+00 4.97794E+00
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9.60985E+00 5.04536E+00
9.67842E+00 5.05886E+00
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98 C. TOP contour coordinates

x/r∗ y/r∗
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1.18042E+01 5.41243E+00
1.18935E+01 5.42473E+00
1.19836E+01 5.43696E+00
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1.21662E+01 5.46115E+00
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