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Summary
Perovskite photovoltaic (PV) cells have become one of the most highly researched topics in photo-
voltaics and have achieved unprecedented increases in device efficiencies, but their commercialization
remains hindered by their low stability and high toxicity. The currently best-performing perovskite PV
cells contain lead, a neurotoxic material whose use is prohibited under many national consumer pro-
tection laws, thus impeding adoption by industry. A class of materials called double perovskites offer
an elegant pathway to lead-free, low-toxicity perovskites for PV cell applications by replacing the Pb2+
cation in the perovskite with a mixture of charge 1+ and 3+ cations. A promising double perovskite,
Cs2AgBiBr6, was first synthesized in 2016 and has been used in the fabrication of PV devices with
efficiencies of ≤2.5%. While numerous research groups have attempted various synthesis routes and
produced various final materials, little is known about the dynamics of the double perovskite synthe-
sis or the effect of further metal substitution on the material’s optoelectronic properties. In this work,
the solution phase synthesis of Cs2AgBiBr6 was studied via Density Functional Theory (DFT) and the
optoelectronic properties of Cs2AgSbxBi1-xBr6 thin films were explored, with antimony substitution pre-
sented as a method to lower the band gap to make a more favorable perovskite for PV cell applications.

The synthesis method of the thin films involved mixing all of the precursors in DMSO solvent and
spin coating. However, only BiBr3 and SbBr3 were found to dissolve individually in solution, indicating a
sequential pathway to double perovskite crystallites in solution. Geometry optimizations of Bi-Br-DMSO
complexes were performed via DFT using the BLYP functional, with COSMO used to approximate a
solution phase system. While COSMO was found to be incompatible with the corrected method of
calculating the interaction energy, the relatively low (~11%) basis set superposition error was accepted
and the uncorrected calculation method was used to find the most stable Bi-Br-DMSO complexes in
solution. These complexes were analyzed using TD-DFT and the CAM-B3LYP functional to simulate
absorbance spectra and match them to experimental solution spectra. While one of the transitions
at ~3.9 eV may be ascribed to a larger cluster of [Bi4Br20]8-, the source of the stronger experimental
transition at ~3.5 eV could not be determined. The dominant electronic transition of the Bi-Br-DMSO
system was a metal-to-ligand charge transfer from the 6𝑠 orbital of the central bismuth ion to the 3𝑝
orbital of the bromine ligand.

A facile synthesis method reported in literature was attempted for the synthesis of Cs2AgSbxBi1-xBr6
thin films, described briefly above. The method was found to produce thin films of high crystallinity but
with a tendency to degrade upon exposure to ambient conditions, as evidenced by x-ray diffraction
(XRD) measurements. A reduced annealing temperature of 90°C rather than 250°C led to the suc-
cessful substitution of Sb3+ for Bi3+ in the double perovksite while simultaneously avoiding material
degradation (at the cost of optoelectronic performance). Shifts in the lattice parameter of ~0.05 Å and
shifts in the absorbance onset energy of ~0.2 eV were found by XRD and absorbance measurements,
respectively, for antimony replacement of up to x = 0.7. The optoelectronic properties of the materials
were studied using time-resolved microwave conductivity (TRMC) measurements, and showed a de-
crease in photoconductance of two orders of magnitude and a reduction of charge carrier lifetime as the
annealing temperature was lowered from 250°C to 90°C. Low temperature absorbance measurements
combined with TRMCmeasurements indicated that the peak in the absorbance spectra was most likely
the result of an excitonic transition.
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1
Introduction

The Energy Transition
Fossil fuels are predicted to be exhausted within a century and new, renewable energy technologies
will have to be found in order to maintain current energy consumption. Photovoltaic (PV) cells, devices
that convert solar energy directly to electricity, are a renewable energy technology with the capacity
to help usher in the transition. They have the advantages of having no moving parts and requiring
very little maintenance over the product’s lifespan in comparison with mechanical renewable energy
technologies such as wind turbines or hydroelectric power stations. However, the fabrication of PV
cells in a chemical factory can be very costly and very energy-intensive, with the majority of PV cells
in production based on silicon. As the need for new, cost-effective renewable energy technologies
increases, new solar energy absorber materials must be explored.

Current Solar Energy Market
Silicon was one of the first materials to be used to be used as a solar energy absorber material, with the
first practically viable PV cell created at Bell Labs in 1954 [1]. Silicon has remained the dominant ma-
terial in the PV industry and has been labeled as a first-generation material. As decades have passed,
the price of silicon PV cells (in terms of cost per kW) has steadily decreased as the technology has ma-
tured. However, their manufacture is still energy-intensive, requiring high temperatures to form highly
crystalline silicon ingots. The so-called second-generation materials were an attempt to bring the cost
per kW ratio even lower by employing thin film materials such as cadmium telluride or gallium arsenide.
While the cost of the panels was lowered, the cost per kW was not significantly decreased, because the
efficiency of the devices was not high enough. This has led to the pursuit of third-generation materials,
which are solar energy absorber materials that are both cheap and highly efficient [2]. One candidate
that has been found is a class of materials called perovskites, which have seen an unprecedented rise
in research-cell efficiencies in the short time since their invention. Perovskites are also an attractive
material due to their ease of processability, with low-energy methods such as vapor deposition and
roll-to-roll processing used in the large scale manufacture of perovskite PV cells.

Perovskite PV Cells
Perovskites are a class of materials with the same crystal structure as that of CaTiO3 and the chemical
formula ABX3. In semiconductor perovskites, A is typically a small cation (methylammonium, formami-
dinium, cesium), B is a charge 2+ cation (lead, tin), and X is a halide (bromide, iodide) [3]. The crystal
structure of a perovskite, CsPbBr3, is shown in Figure 1.1a). The unit cell is a cubic unit cell with a
multi-atom basis, with B at (0, 0, 0), A at (1/2, 1/2, 1/2), and X at (1/2, 0, 0), (0, 1/2, 0), and (0, 0, 1/2).
It is often more conveniently discussed as in Figure 1.1b), with A sitting in the space shared between
eight BX6 octahedra.

Since their introduction as solar energy absorber materials in 2012, the efficiency of perovskite PV
cells has increased faster than any other PV technology, with record cell efficiencies surpassing those
of industrially available silicon PV cells [4–6]. The meteoric rise in research cell efficiencies is often
attributed to the interesting and unique properties that these materials have such as tunable band gaps
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2 1. Introduction

(a) The standard unit cell. (b) The structure in the form it is usually discussed.

Figure 1.1: Crystal structures of CsPbBr3, where Red = Cs, Black = Pb, Blue = Br.

via halide substitution, favorably sized and direct band gaps, tolerance of defects in the final films, high
charge carrier mobilities, and high attenuation coefficients in the usable portion of the solar spectrum
[7]. Consequently, perovskites have become one of the most highly researched materials in the field
of semiconductors, contributing to over 9,000 research articles in the year 2019.

However, to date, very few companies manufacture perovskite PV cells industrially (with the most
famous example, Oxford PV, using perovskites as a top cell in silicon-perovskite tandem PV cells) [8].
One factor contributing to the slow uptake of perovskites in industrial production are that perovskites
are unstable in the presence of moisture and O2, thus requiring either excellent encapsulation or high
levels of materials engineering to improve stability [9]. The second main factor limiting their adoption
in industry is that the best performing perovskite PV cells typically contain lead as a charge 2+ cation
in the material. Pb2+ is soluble in water and is known for its high neurotoxicity, with many national laws
prohibiting the use of lead-containing materials in consumer products [10–12].

Double Perovskites
A few options have been suggested to replace Pb2+ in perovskites, such as substituting Pb2+ for Sn2+.
However, Sn2+ oxidizes to Sn4+, resulting in degradation of the perovskite material [13, 14]. A more
elegant solution is to replace Pb2+ by alternating cations of charge 1+ and 3+, such as in Cs2AgBiBr6.
This material was first synthesized by Slavney et al. in 2016, and is called a double perovskite [15]. A
double perovskite is a material with chemical formula A2B’B”X6, where B’ and B” are transition metal
cations with charge 1+ and 3+, respectively. XRD experiments by Slavney et al. confirmed the struc-
ture was similar to that of standard cubic perovskites, thus indicating that in order to maintain charge
neutrality, the double perovskite featured Ag1+ and Bi3+ in alternating order occupying the position
previously held by Pb2+, as in Figure 1.2a).

PV cells have maximum fundamental device efficiencies of ~33% conversion of solar energy to
usable electricity as found by William Shockley and Hans Quiesser in their seminal paper from 1960
[16]. This occurs at an ideal band gap energy of 1.34 eV, which is quite far from the 2.2 eV band gap of
Cs2AgBiBr6 [17]. Substitution of Sb3+ for Bi3+ has been shown to decrease the band gap energy while
maintaining charge transport, which could provide a pathway to high-efficiency, lead-free perovskite PV
cells [18]. The crystal structure of an antimony substituted silver-bismuth double perovskite is shown
in Figure 1.2b).

The Cs2AgBiBr6 double perovskite first synthesized by Slavney et al. was in the form of 1 mm
single crystals. Soon afterwards, Cs2AgBiBr6 was synthesized as a powder by sintering precursors
under vacuum by Du et al., and via ball milling by Garcia-Espejo et al. [19, 20]. Thin film double
perovskite PV devices of low efficiencies (<2.5%) have also been created via solution processed and
vapor deposited routes using the same material [21–24]. Ionic substitution in Cs2AgBiBr6 has also
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(a) The lead-free double perovskite, analogous to Figure 1.1b),
with alternating Ag1+ and Bi3+ ions replacing Pb2+.

(b) An extension of the double perovskite with further metal ion
substitution of Sb3+ for Bi3+ at x = 0.25.

Figure 1.2: Crystal structures of Cs2AgSbxBi1-xBr6, where Red = Cs, Gray = Ag, Orange = Sb, Green = Bi, Blue = Br.
Ag1+ and Bi3+ replace Pb2+ in alternating order for an average charge of 2+ from the B cation.

been accomplished, substituting Sb3+ for Bi3+ by García-Espejo et al. in powders and very recently by
Li et al. and Liu et al. in thin films [20, 25, 26]. However, despite the variety of synthesis routes and
final materials prepared, little is known about the underlying physics of the material.

Thesis Objectives and Outline
While still a relatively new material, Cs2AgSbxBi1-xBr6 has already been used to make PV devices.
However, the efficiency of <2.5% does not reach the aim of third-generation PV materials in terms
of cost per kW of electricity produced. In order to understand why, further study of its synthesis and
optoelectronic properties must be performed. Understanding the steps of the synthesis will allow for
a more precise and informed fabrication method with greater control of the optoelectronic properties.
Examination of the optoelectronic properties of current Cs2AgSbxBi1-xBr6 thin films will allow for an
understanding of the principle sources of defects and issues with the material that prevent maximum
energy conversion.

Chapter 2 describes the underlying fundamental theories of the work presented in this thesis, while
Chapter 3 describes the specific methods and equipment used. Concerning the synthesis, this work
specifically aims to address the question of which complexes are formed in the precursor spin coating
solution and what is the pathway to the final double perovskite. As will be discussed in Chapter 4.1, the
precursor materials were found to dissolve in a specific sequence, indicating their successive addition
to a complex in solution. Understanding precisely what the complex is could allow for better tuning
of the final film. Analysis of the precursors in solution was performed using Density Functional The-
ory (DFT) and Time-Dependent Density Functional Theory (TD-DFT) calculations of their absorbance
spectra. These simulated spectra were compared with experimental solution spectra to try and as-
certain which complexes are present in solution. Concerning the optoelectronic characterization, the
effect of antimony substitution is still not fully understood. Chapter 4.2 begins by first examining the
structural and optoelectronic properties of Cs2AgBiBr6 thin films, including the often-noted peak in the
absorbance spectra. The primary methods used for analysis were XRD measurements for structural
characterization and TRMC measurements for optoelectronic characterization. This analysis was then
repeated for Cs2AgSbxBi1-xBr6 thin films.





2
Theory

2.1. Semiconductor Physics
2.1.1. Band Theory
Molecular Orbital (MO) Theory explains that as atoms come together to form molecules, their bonding
can be explained by the formation of bonding and antibonding molecular orbitals, with the lower energy
bonding MO’s typically being filled with electrons [27]. The highest energy orbital that is occupied with
electrons is referred to as the Highest Occupied Molecular Orbital (HOMO), and the lowest energy
orbital that is unoccupied with electrons is referred to as the Lowest Unoccupied Molecular Orbital
(LUMO). As the number of atoms increases, the number of molecular orbitals also increases, with
the bonding MO’s being filled with the electrons of the component atoms. As the size of the system
increases from a single molecule to a bulk crystal, the energy spacing between multiple bonding and
multiple antibonding orbitals decreases to energies less than the ambient thermal energy (spacing of
10-19 eV versus 𝑘ፁ𝑇 = 0.0259 eV), leading to what are known as bands (see Figure 2.1). The lower
energy band is called the valence band, so named as it contains the valence electrons of the atoms in
the bulk crystal, and the higher energy band is called the conduction band, so named as an electron
in this band can move freely to conduct electricity. The difference in energy between the two bands
is known as the band gap, and becomes smaller as the size of the system increases from a single
molecule to a bulk crystal. In a perfect crystal, no electron states can exist within the band gap.

Figure 2.1: A diagram showing the density of available electron energy states as the size of the system increases.
Thin films are generally considered to be in the bulk regime [28].
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6 2. Theory

2.1.2. Electronic Excitation and Recombination
Excitation
Electrons can be excited from the valence band to the conduction band by light of energy greater than
or equal to the band gap, leaving behind a positively charged quasiparticle called a hole. Photons of
energy lower than the band gap will pass through thematerial without exciting an electron. Photons with
energy greater than the band gap will excite an electron to an energy higher than the conduction band
edge, where that electron will then thermally relax to the edge of the conduction band by dissipating
excess energy as heat. Electrons and holes are referred to as charge carriers as they are both capable
of moving through the bulk semiconductor with charge of ±𝑒.

Recombination
Electrons in the conduction band can fall back to the valence band via multiple pathways. There are
three dominant mechanisms for carrier recombination: band-to-band recombination, trap-assisted re-
combination, and Auger recombination (see Figure 2.2). The mechanisms are called recombination
because they involve a free electron and hole joining to annihilate each other. In band-to-band recom-
bination, the excited state electron falls to the conduction band while simultaneously emitting a photon
of energy equivalent to the transition. This process is unimolecular and is responsible for photolumi-
nescence. In trap-assisted recombination, a trap state (an energy level appearing in the band gap due
to structural defect or atomic substitution), acts as an intermediary. Rather than the excited electron
needing to emit light to fall back to ground state, both the electron and hole move to the trap state,
annihilating each other in a bimolecular process. This process can also be thought of as a first-order
process, if the charge carriers have separated and only one recombines with a defect in the material
(thereby releasing heat). In Auger recombination, an excited electron experiences a scattering event
with another excited state electron, transferring its energy. The first electron falls back to the ground
state having given up its energy, and the second electron is excited to an even higher state. This
electron can then thermally relax back to the edge of the conduction band in an overall trimolecular
process. Given the order of these processes, as the number of charge carriers increases, higher order
recombination processes become more probable. In the double perovskites studied in this work, there
was no evidence of Auger recombination. TRMC measurements allow for the recombination behav-
ior of charge carriers over time to be observed. This allows for an identification of the dominant loss
mechanisms in the film, and provides a clearer picture of what the defects in the material are.

Figure 2.2: A simplified diagram showing potential pathways for charge carrier recombination, with the conduction
band and valence band represented by horizontal lines on top and bottom, respectively.

Direct and Indirect Semiconductors
Band theory is an extension of MO Theory for a crystal lattice, and as such, is based on approximate
solutions to the wavefunction. Solutions for the energy of the one-dimensional wavefunction lead to
an energy dependence on a so-called wavenumber 𝑘, a value which can be thought of as a spatial
reciprocal of the wavelength. As the system is extended to higher dimensions, the wavenumber be-
comes a wavevector, describing the solution to the wavefunction in the 𝑥, 𝑦, and 𝑧 dimensions. Given
that the shapes of the 𝑠, 𝑝, 𝑑, and 𝑓 orbitals are increasingly complex, and as different elements are
incorporated in the semiconductor, the wavefunction and its solutions become more complex as well
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[27]. In order to better represent the information of the complex band structure of a real semiconduc-
tor, a plot called a 𝑘-space plot is constructed. The set of all unique wavevectors form an irreducible
representation known as the Brillouin zone, a reciprocal space directly related to the real-space of the
lattice. Within the Brillouin Zone, a path is drawn between points of high symmetry, and the electronic
band structure is plotted along this path as a function of the wavevector 𝑘 (see Figure 2.3).

Figure 2.3: A diagram of the band edges for two industrially common
semiconductors used for PV cells, gallium arsenide and silicon [27].

If the highest position of the va-
lence band coincides with the same
𝑘-value of the lowest position of the
conduction band, the material is said
to be a direct semiconductor, requir-
ing only the absorption of a photon of
sufficient energy to excite an electron.
If the maximal/minimal position of the
valence/conduction band do not coin-
cide at the same 𝑘-value, the material
is said to be an indirect semiconduc-
tor, requiring both a photon of sufficient
energy as well as a lattice vibration
(phonon) to absorb the light and ex-
cite an electron. Electrons can interact
with these phonons to produce scat-
tering of light, but both the probability
of vibrational modes appearing and the
probability of scattering via electron-
phonon coupling decrease with de-
creasing temperature [29, 30]. The current leading perovskite PV cells make use of direct band gap
perovskites such as CH3NH3PbI3, and consequently can use much thinner films than an indirect ma-
terial (because direct band gap materials absorb light much better than indirect band gap materials).
While Cs2AgBiBr6 is an indirect band gap material, it should not be excluded from the discussion of
useful materials for PV devices. Silicon is an indirect semiconductor, but its technological maturity has
allowed it to remain the dominant technology in the market.

Excitons
The excitation of electrons to the conduction band does not always result in the formation of free charge
carriers. Upon photoexcitation by light of energy just above the band gap, the excited electron is now
electrostatically attracted to the newly created hole. If there is insufficient thermal energy to break
this attraction (on the order of 0.01-1 eV), the electron and hole are spatially bound together by the
electrostatic force and move as an electrically neutral quasiparticle called an exciton [31]. However,
given their close physical proximity, the exciton tends to recombine quickly. Such a process is ideal for
light emitting diodes (LED’s), but detrimental for PV devices, as PV devices rely on the separation of
charge carriers to drive a current.

There is considerable debate as to the nature of the peak that appears in the absorbance spectra of
Cs2AgBiBr6. Some groups ascribe the peak to an excitonic transition in the material, but other groups
ascribe it to an F-center (an anionic vacancy defect occupied by unpaired electrons) or other optical
effect (scattering via electron-phonon coupling) [21, 32, 33]. Kentsch et al. measured the exciton
binding energy of the silver-bismuth double perovskite to be 268 meV, approximately ten times higher
than the thermal energy available at room temperature (𝑘ፁ𝑇 = 25.9 meV) [32].

2.1.3. Perovskite Ionic Substitution
As mentioned in Chapter 1, the main compound studied in this thesis was Cs2AgBiBr6, a lead-free
double perovskite. Double perovskites have chemical formulas A2B’B”X6, where B’ and B” are transition
metal cations with charge 1+ and 3+, respectively. The choice of Ag1+ and Bi3+ to replace Pb2+ was
not random, as only certain ions will satisfy the criteria needed to create a stable compound with the
same structure via ion replacement (based on the size of the ions). The empirical criteria which govern
whether an ion is of an appropriate size are known as the Goldschmidt Rules, and are expressed as
follows [3]:
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𝜇 = 𝑟ፁ
𝑟ፗ
, 0.442 ≤ 𝜇 ≤ 0.895 (2.1) 𝑡 = 𝑟ፀ + 𝑟ፁ

√2(𝑟ፁ + 𝑟ፗ)
, 0.457 ≤ 𝑡 ≤ 0.8553 (2.2)

where 𝜇 is the octahedral factor, 𝑟 is the ionic radius, 𝑡 is the tolerance factor, and 𝐴,𝐵,and 𝑋 indicate
the ion in the perovskite chemical formula. The octahedral factor, 𝜇, is a measure of the stability of the
BX6 octahedra, and values between 0.442 and 0.895 indicate stable octahedra. Tolerance factor values
(𝑡) less than 0.8 or greater than 1.0 indicate that the A site cation is too small or large, respectively, for a
stable perovskite structure. A value of 𝑡 between 0.8 and 0.89 indicates a distorted perovskite structure,
and a value between 0.9 and 1.0 indicates a majority structure of standard cubic phase perovskite. For
double perovskites, Equations 2.1 and 2.2 were modified by replacing 𝑟ፁ with the average ionic radii
of B’ and B”. Table 2.1 shows the the calculated values of 𝜇 and 𝑡 for Cs2AgBiBr6, Cs2AgSbBr6, and
Cs2AgBiI6, using ionic radii values from Shannon [34].

Table 2.1: Goldschmidt Rules results for double
perovskites.

Material 𝜇ፚ፯፠ 𝑡ፚ፯፠
Cs2AgBiBr6 0.556 0.890
Cs2AgSbBr6 0.407 0.931
Cs2AgBiI6 0.495 0.877

The results indicate that while Cs2AgBiBr6 is fully
stable, Cs2AgSbBr6 would have unstable octahedra,
leading to poor perovskite stability. This prediction
agrees with current literature, which shows that Sb3+
substitution for Bi3+ is difficult to achieve. The io-
dide complex was calculated to illustrate that the Gold-
schmidt Rules alone do not determine whether a cer-
tain material will form a stable double perovskite.
Cs2AgBiI6 has thus far been reportedly only been syn-
thesized as a nanocrystal via halide substitution, and
as an extremely unstable thin film [22, 35]. Calculations of the heat of formation of the iodide complex
are usually just above or just below zero, indicating a compound that is not very stable, contrary to the
results of Table 2.1 [36, 37].

2.2. Computational Chemistry
2.2.1. Quantum Mechanical Foundation
The aim of computational chemistry is to model chemical systems as accurately and efficiently as
possible, and there is often an inherent tradeoff between accurately capturing all of the information of a
chemical system and expending computational effort and time to do so. The most accurate description
of a chemical system is its quantum mechanical description, where the wavefunction of the system
contains all necessary information. An example of this is the time-independent Schrodinger Equation,
shown in Equation 2.3:

�̂�Ψ = −ℏኼ
2𝑚 ∇ኼΨ = 𝐸Ψ (2.3)

where �̂� is the Hamiltonian operator, Ψ is the wavefunction, ℏ is the reduced Planck constant, 𝑚 is
the mass of the particle, ∇ is the gradient operator, and 𝐸 is the energy of the system. The solutions
of the time-independent Schrodinger Equation can only be solved analytically for a limited number of
systems (after multiple simplifying assumptions)1, those systems having fewer than three particles.
The reason for this limitation is analogous to the three-body problem of classical physics, involving
calculating the motions of the Earth, Moon, and Sun as they affect each other gravitationally in their
orbits. In the quantum mechanical system, the system of equations can no longer be solved analyti-
cally once three particles are present due to the electrostatic interactions between electrons and the
nucleus and between electrons and other electrons. The energies which cannot be calculated analyt-
ically are the exchange energy and correlation energies (together referred to as the XC energy). The
correlation energy refers to the electrostatic interaction between all of the electrons in the system while
the exchange energy refers to the purely quantum mechanical effect of multiple particles being indis-
tinguishable (such as the electrons in a chemical system). It is these energies that must be computed
computationally in order to predict physical properties of the system using DFT.

1These assumptions include the Born-Oppenheimer Approximation, that the mass of the nucleus is so much greater than that
of the electron that the kinetic energy of the nucleus can be ignored.
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2.2.2. Density Functional Theory
Rather than attempting to track every electron in the system and calculate the interactions between
them, Density Functional Theory (DFT) describes the chemical system in question through the use of
functionals (functions of functions) that describe the electron density over the system as a function of
position. Paul Hohenberg and Walter Kohn showed that the electron density of the system correlates
directly to the energy of the system, and so the computational goal of DFT is to find the electron den-
sity that minimizes the total system energy [38]. The central problem is that the “true” electron density
functional that correctly describes the motion and energetics of all electrons in the system (to calculate
the XC energy mentioned in Section 2.2.1) is not known, and therefore many different functionals have
been created, each with their own purpose and underlying methodology. For example, the most basic
functional is the local density approximation (LDA), which requires very low computational effort but has
poor accuracy. A hybrid functional named Becke 3-Parameter Lee-Yang-Parr (B3LYP) is an extremely
popular functional that combines empirical corrections to the exchange energy from a Hartree-Fock
type calculation with DFT to produce a functional with a reasonable compromise between accuracy
and computational effort. With the advance of computing power over the past few decades, DFT has
become the primary computational chemistry tool, with other less accurate but often computationally
inexpensive methods such as the Hartree-Fock method and the Universal Force Field method some-
times applied for much larger systems.





3
Methods

3.1. Computational Methods
3.1.1. Foundational Options
Program
The program used for calculations was AmsterdamDensity Functional (ADF), a popular quantum chem-
istry package which includes a powerful graphical user interface, allowing newcomers to the field to
properly run complex calculations on large chemical systems. The options selected for DFT calcula-
tions in this work are detailed in the following sections [39].

Basis Set
The basis set is the set of functions which transform the differential equations of DFT into algebraic
equations that can be solved by a computer (generally as a matrix). The smallest basis set, Single
Zeta (SZ) describes each atomic orbital by a single basis function, such that a boron atom (electronic
configuration 1𝑠22𝑠22𝑝1) would have its orbitals described by three basis functions (1𝑠, 2𝑠, and 2𝑝x).
Larger basis sets such as Triple Zeta Polarized (TZP) represent each atomic orbital by three basis
functions and add another five basis functions to represent the 𝑑-orbitals. As the size of basis sets
increases, both the computational accuracy and computational effort increase. In this work, the TZP
basis set was selected for use in all calculations (justification provided in Section 3.1.3).

Exchange Correlation Functional
The purpose of the functional in DFT is to describe as accurately as possible the XC energy. As men-
tioned in Section 2.2.2, different XC functionals are constructed to account for specific interactions.
For example, BLYP is a Generalized Gradient Approximation, and is a very local functional (as in, frag-
ments of the system are influenced most by their immediate surroundings). It is a popular functional
for geometry optimization, but another functional called BLYP-D3 includes the Grimme dispersion cor-
rection, which is useful to model systems with conjugated double bonds and 𝜋-stacked orbitals. In this
work, BLYP was used for geometry optimizations and the long-range corrected functional CAM-B3LYP
was used for simulations of the absorbance spectra (justification provided in Section 3.1.3).

3.1.2. Secondary Options
COSMO
As described thus far, DFT calculations of chemical systems treat the molecules as isolated, gas-phase
systems in a vacuum. One way to model solution-based systems is to use molecular dynamics, which
is a lower effort computational method that allows for modeling hundreds of explicit solvent molecules in
a system. Another method within DFT is to use an implicit solvation model, in addition to explicitly coor-
dinated solvent molecules. The Conductor-Like Screening Model of solvation (COSMO) is a continuum
approach to model ions in solutions. The COSMO model places the solute in a cavity surrounded by a
dielectric medium with a dielectric constant equal to the desired solvent’s dielectric constant.

11
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Frozen Core
All DFT calculations are a trade-off between computational time and accuracy. Another method used
to lower computational time is to apply a so-called frozen core. From MO theory, it is known that
the majority of elemental and molecular properties such as bonding, geometries, and reactivities, can
be predicted solely by the valence electrons of the atoms involved. The frozen core option runs the
calculation with the inner shells of electrons of an atom orthogonal to the valence shell of electrons,
separating the two. This speeds up computation by eliminating calculations of interactions between
the core electrons (numerous for heavy elements) and the typically small number of valence shell
electrons, without losing too much information regarding the molecular properties. Mathematically, the
frozen cores are solutions of a large basis set, all-electron calculation on the isolated atom.

Relativistic Effects
As electrons revolve around the nucleus, they are constantly subjected to an electrostatic potential with
the nucleus and with other electrons. A common trait of heavier elements is that, due to an interaction
of the electron’s spin, the electrostatic potentials are affected, manifesting as a splitting of spectral lines.
This process is called spin-orbit coupling (SOC). SOC is especially common for heavier elements and
has been shown to be an important feature in lead-based perovskites, thus warranting some form
of its inclusion in the DFT model [40]. While an accurate SOC calculation option exists in ADF, it is
computationally intensive. As a compromise to include some form of relativistic effects without the full
SOC treatment, the scalar relativity option was used. The scalar option employs the Darwin correction
and the mass-velocity correction, which correct the potential energy in the case of electron charge
smearing and correct the electron kinetic energy in the case of relativistic mass-variation, respectively
[41].

3.1.3. Further Calculations
Interaction Energy
The interaction energy of a system is defined as the energy released or required to bring the component
fragments from isolated systems into a combined molecular complex. This description is called the
uncorrected method, because in DFT calculations, there is an issue with the above description called
the Basis Set Superposition Error (BSSE). Each atom has its own basis functions, and when DFT
calculations are run, those functions overlap in order to increase computational accuracy. However,
this overlap (superposition of the basis sets) leads to an overestimation of the true interaction energy
of the complex. To solve this, rather than comparing the energy of the isolated fragments versus the
final molecule, a “ghosting” method is employed, whereby all atoms except the fragment in question
are ghosted and the energy of the fragment is calculated. Ghosting treats the atom as though it has
no electrons and no nuclei, but spatially preserves its basis functions. This allows for the energy of
the fragment with interaction of the nearby basis functions to be properly calculated. The energy of all
fragments with the rest of the molecule ghosted is then subtracted from the full complex energy to find
the interaction energy. This method is called the corrected method, and the BSSE is defined as the
difference between the corrected and uncorrected methods (see Figure 3.1).

Figure 3.1: A diagram for interaction energy calculations involving 3 simplified species, A1+, B, and C1-.
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However, as will be shown in Section 4.1.1, the ghosting method does not work in tandem with
COSMO. It appears that the COSMO continuum shell is too large when attempting to analyze a central
ion in a complex, thus reducing the effects of the dielectric continuum and incorrectly estimating the
fragment energy of the central ion. Therefore, the calculations of the interaction energy were performed
via the uncorrectedmethod. While this indeed reintroduces the BSSE into the calculations, the relatively
large basis set (TZP) significantly reduces the BSSE of the system to an acceptable level.

Time-Dependent Density Functional Theory
Time-Dependent Density Functional Theory (TD-DFT) is the computational method where solutions to
the time-dependent Schrodinger Equation are solved. The method used in this work was the Davidson
method. TheDavidsonmethod is a truncated form of the so-called Exact method, where each and every
transition is calculated. As can be reasoned, calculating every excitation for every electronic transition
of every ion in the entire complex would quickly become extremely computationally intense. In the
Davidson method, the matrix from which the oscillator strengths and transition energies is obtained is
diagonalized and only the lowest eigenvalues are calculated (theoretically corresponding to the lowest
excitation energies and therefore most probable transitions).

The excitation of a molecule is essentially the molecule’s response to an oscillating electric field
(electromagnetic radiation). Upon excitation, the molecule is polarized, with electrons being drawn to
a particular position based on the geometry of the system. While excitations are often thought of as
a single electron rising in energy, the entire system undergoes a change, as each electron’s position
affects the positions of those around it, and it is important to capture this dynamic. As mentioned
earlier, BLYP is a very local functional, and while sufficient for geometry optimizations, the longer
range interactions that occur upon electronic excitation are better captured by a different functional,
CAM-B3LYP (Coulomb-attenuating method Becke 3-Parameter Lee-Yang-Parr) [42]. CAM-B3LYP is a
range-separated hybrid functional, combining different quantities of Hartree-Fock correction and Becke
correction depending on whether the surrounding atoms are at short-range or long-range distances.
With its emphasis on long-range interactions, CAM-B3LYP better approximates the excited state sys-
tem.

3.2. Experimental Methods
3.2.1. Synthesis
Synthesis methods for the double perovskite Cs2AgBiBr6 are generally quite intensive, with procedures
such as boiling precursors in 9M HBr (aq) or sintering precursor powders under vacuum for greater than
24 hours [19, 21, 43]. In this work, a simple synthesis was employed in a nitrogen-filled glovebox at
positive pressure, similar to that of Hoye et al., Li et al., and Liu et al [25, 26, 44]. Precursor powders
(CsBr, AgBr, BiBr3, and SbBr3) were added in stoichiometric amounts to dimethyl sulfoxide (DMSO) to
create a solution of 0.5 M of total double perovskite precursors. The solution was magnetically stirred
on a hotplate at ~75°C. Following complete dissolution (after approximately 1-2.5 hours) the solution
was cooled, filtered through a 0.22 µm polytetrafluoroethylene filter to remove any microscopic solids,
and spin coated. The spin coating procedure was to deposit 100 µL of solution onto a plasma cleaned
quartz substrate and spin coat at 4000 rpm for 40 seconds. Once the program finished, the sample
was annealed on a hot plate for 5 minutes and then cooled on a steel surface.

3.2.2. Structural Characterization
X-Ray Diffraction
X-ray Diffraction (XRD) is an experimental technique used to determine the crystal structure of a ma-
terial by striking the sample with x-rays and measuring the angles at which a detectable signal is pro-
duced. Amorphous samples produce no signal in the XRD because they do not have long-range order,
and samples with higher crystallinity are preferred for PV applications as they tend to have better opto-
electronic properties. The mathematical basis of XRD is described by Bragg’s Law, which states that
XRD reflections can only be seen when Equation 3.1 is satisfied:

𝑛𝜆 = 2𝑑፡፤፥ sin(𝜃) (3.1)
where 𝑛 is a positive integer, 𝜆 is the wavelength of incoming x-ray radiation, 𝑑፡፤፥ is the interplanar

atomic spacing for a plane with Miller indices of (ℎ𝑘𝑙), and 𝜃 is the angle at which the x-ray strikes the
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sample (compared to the plane of the sample rather than the normal to the sample). The interplanar
spacing, 𝑑፡፤፥ can be calculated geometrically based on the crystal system, and for cubic systems is
expressed as per Equation 3.2:

𝑑፡፤፥ =
𝑎

√ℎኼ + 𝑘ኼ + 𝑙ኼ
(3.2)

where 𝑎 is the lattice parameter of the system. In the case of a cubic system, such as Cs2AgBiBr6
double perovskite at room temperature, 𝑎 is equal to the side length of the unit cell [15, 45].

The diffractometer used for the XRDmeasurements was a Bruker D8 Advance, set up in θ-θ, Bragg-
Brentano geometry with Co-κα1 radiation of wavelength (λ=1.789 Å). Figure 3.2 shows the geometry
of the XRD setup. The x-ray beam was first filtered to eliminate Co-κβ radiation and reduce Co-κα2
radiation, then sent through a collimator to ensure parallel x-rays, and finally sent through a polarizing
grating and diffraction slit to ensure a unidirectional field of x-rays striking the samples. The Co-κα2
radiation peaks remaining after filtering from the source were combined with their corresponding Co-
κα1 peaks automatically by the software to form one peak in the output. A varying divergence slit was
used, which increases the size of the beamwhich hits the sample in an attempt to counteract the natural
loss of intensity at higher diffraction angles observed from the equation for scattering amplitude [45].

Figure 3.2: A simplified diagram showing the position of the x-ray source, x-ray detector, and sample. The goniometer
moves the source and detector along the white arrows to sweep the specified ranges of 2θ.

θ-θ geometry is not ideal for the study of thin films, as the penetration depth of x-rays is typically
greater than the thickness of the films, leading to a background noise of the underlying quartz substrate
appearing in the XRD signal. However, the position of peaks remains constant, allowing for quick
identification of the materials. The ideal geometry for thin film XRD analysis is the so-called grazing-
incidence geometry, where the beam is kept essentially parallel to the sample to shine through the
thin film material exclusively, with the detector sweeping around the sample. This method prevents
quartz background noise from appearing in the signal, but requires significantly more time to set up for
each sample, as the beam must be precisely focused into what is typically a <300 nm thickness film.
Therefore, the more common θ-θ geometry was used.

Scanning Electron Microscopy and Energy Dispersive X-ray Spectroscopy
Scanning Electron Microscopy (SEM) is a powerful tool that allows visualization of materials at a resolu-
tion of 10’s to 100’s of nanometers. It operates by scanning the surface of the material with electrons of
a specific energy. These electrons can either displace a valence electron from an atom on the surface,
or be scattered by the electron cloud of the atoms. These electrons are detected separately to form a
black and white image, with heavier elements tending to appear as brighter in the output because they
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scatter electrons better than smaller atoms. One issue with SEM is that samples must be conductive.
Without a conductive sample, the surface of the material will slowly charge with electrons over time,
preventing data acquisition. To make sure the perovskite thin film would be conductive, it was spin
coated on indium tin oxide (ITO), a conductive oxide often used as the n-type collector in perovskite
PV cells.

Energy Dispersive X-ray Spectroscopy (EDXS) is a technique often built in to SEMmachines used to
analyze the composition of materials. Performed under the same conditions (high vacuum, conductive
substrate, etc.), this technique involves striking the surface of the sample with electrons and ejecting a
core electron, which produces an x-ray with a characteristic energy based on the element. These x-ray
energies are matched to the characteristic x-ray energies to identify the elements present. This process
is performed over a large area to obtain a map of the intensity of each element over the sample area.
This information can be averaged to provide a quantitative measure of the amount of each element in a
sample, providing information about the location of each element and the relative overall composition.
In this work, the elements checked via EDXS were cesium, silver, bismuth, bromine, and antimony.

Profilometry
In order to determine the thickness of the spin coated samples, a Veeco-Bruker Dektak 8 Stylus Pro-
filometer with stylus diameter of 12.5 µm was used. The thin film samples were scratched away using
a toothpick at three locations (either end of the sample and the center), revealing the quartz substrate
below. The Dektak operates by applying a user-specified stylus force of 2 mg (consistent with softer
organic materials) in a straight line over a time of 30 seconds. The stylus’s path is set to move over a
portion of the sample containing both the exposed quartz and the thin film, and the measured height
difference and sample roughness are recorded. The measurement is taken a total of 7 times on each
sample, and averaged to provide a value of film thickness across the full surface.

3.2.3. Optoelectronic Characterization
Optical Absorption
The instrument used to measure the absorbance of the materials was a PerkinElmer LAMBDA 1050
UV/Vis/NIR Spectrophotometer with integrating sphere, deuterium and tungsten halogen lamps, and
Peltier-cooled PbS and InGaAs detectors [46]. The machine and lamp were allowed to warm up for
at least 30 minutes before any measurements were made in order to stabilize any fluctuations in the
lamp’s output. Thin film samples were measured using the integrating sphere, as per Figure 3.3. A
plain quartz substrate was first measured in the integrating sphere, and its contribution to the absorption
of light was subtracted before calculations of the final absorbance.

Figure 3.3: The diagram shows the capabilities of the spectrophotometer. The detector is located at the bottom of the
integrating sphere, which collects light that enters the sphere. The thin film sample can be placed at either the red,

blue, or green position to find the transmittance, absorbance, or reflectance of the sample, respectively. The solid and
dashed arrows indicate reflected or transmitted light. The cuvette holders can be used simultaneously, with the upper

holder used to automatically reference the measured sample, removing the effects of solvent and quartz cuvette.

Absorbance is defined in Equation 3.3 [45]:

𝐴 = − logኻኺ 𝑇 = − logኻኺ (
𝐼
𝐼ኺ
) (3.3)
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where 𝐴 is the absorbance, 𝑇 is the transmittance, 𝐼 is the intensity of light leaving the sample,
and 𝐼ኺ is the incident light intensity. Using the integrating sphere as described in Figure 3.3 with the
sample placed in the “Absorbance” location means that the light reaching the detector will be the sum
of reflected and transmitted light.

The fraction of absorbed light can then be calculated using Equation 3.4 and then combined with
Equation 3.3 to calculate the absorbance,

𝐹ፀ = 1 − 𝐹ፑ − 𝐹ፓ (3.4)

where 𝐹ፀ is the fraction of light absorbed, 𝐹ፑ is the fraction of light reflected, and 𝐹ፓ is the fraction of
light transmitted.

Figure 3.4: The diagram shows that as light passes
through a material, its intensity decreases exponentially

until it exits the material.

Absorption in thin films is described in Figure
3.4. Another useful set of values to find from ab-
sorbance measurements is the attenuation coeffi-
cient as a function of the wavelength, 𝛼(𝜆). The
attenuation coefficient allows for the creation of a
Tauc plot, which helps to determine the type of
electronic transition occurring (direct/indirect, al-
lowed/forbidden) [47].

A Tauc plot displays (𝛼(𝜆) ∗ 𝐸፩፡፨፭፨፧(𝜆))ኻ/፫ on
the ordinate and 𝐸፩፡፨፭፨፧(𝜆) on the abscissa, where
the exponent 1/𝑟 determines the type of electronic
transition occurring [47]. On a Tauc plot with the
correct exponent, there should be a linear regime,
which can be extrapolated to the x-axis to find the
band gap of the material. For this work, 𝑟 = 2.0
was used, indicating an indirect transition allowed
by spin selection rules. To find the attenuation coef-
ficient in thin films, the integrated form of Lambert’s
Law is used:

𝐼(𝐿)
𝐼ኺ

= 𝑒ዅᎎ(᎘)ፋ (3.5)

where 𝐿 is the total film thickness, and using the
boundary condition that 𝐼 = 𝐼ኺ at 𝑥 = 0. Combining
Equations 3.3 and 3.5 together yields the final equation which can be used to calculate the attenuation
coefficient:

𝛼(𝜆) = 2.303𝐴
𝐿 (3.6)

Time-Resolved Microwave Conductivity
Time-Resolved Microwave Conductivity (TRMC) is an analytical technique used to quantify the mo-
bilities and lifetimes of charge carriers in semiconductors. TRMC has certain advantages over other
optoelectronic characterization techniques. One is that the technique does not use electrodes to collect
charges for a signal, as charge extraction can itself often be a barrier in the system. Another is that
the presence of excited state electrons is directly observed. For example, photoluminescence tech-
niques require that a photoexcited electron recombine radiatively in order to produce a signal, entirely
missing information of excited state electrons that have recombined non-radiatively due to trap states
or crystal defects. TRMC allows for observation of the excited state electrons and therefore captures
the dynamics of the system after photoexcitation. Further analysis and parameter fitting can also re-
veal information about the dominant recombination mechanisms and rate constants associated with
the charge carrier dynamics [48].

A laser at 10 Hz frequency is used to excite electrons from the valence band to the conduction
band. This results in an increase in free charge carriers in thin films samples, which changes the
sample’s conductivity. The electric field component of a GHz-order microwave interacts with the free
charge carriers and is used to measure the sample. The difference in conductivity between the sample
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before and after excitation is measured as a function of time. The additional free charge carriers formed
by photo-excitation absorb microwaves, and cause a reduction in microwave power that reaches the
detector, as expressed in Equation 3.7:

Δ𝑃
𝑃 = −𝐾Δ𝐺 (3.7)

where ጂፏ
ፏ is the fractional change in microwave signal, 𝐾 is a sensitivity factor (determined for a

specific sample holder and microwave frequency), and Δ𝐺 is the photoconductance. The conductivity
of the sample is defined in Equation 3.8 and the photoconductance is proportional to it:

𝜎 = 𝑒(𝑛፧𝜇፧ + 𝑛፩𝜇፩) = 𝑒𝑛ኺΣ𝜇 ∝ Δ𝐺 (3.8)

where 𝑒 is the electron charge, 𝑛፧ and 𝑛፩ are the concentrations of electrons and holes respec-
tively, 𝜇፧ and 𝜇፩ are the mobilities of the electrons and holes respectively, 𝑛ኺ is the total concentration
of free charge carriers (both electrons and holes), and Σ𝜇 is the sum of the mobilities of the charge car-
riers. Figure 3.5 shows a simplified diagram of the TRMC measurement process. The equations show
that the effect of electrons and holes cannot be separated by this detection method, as both charge
carriers increase the conductivity of the sample, and therefore influence microwave measurement and
photoconductivity calculations of the sample.

Figure 3.5: A simplified diagram of the core concept of
TRMC measurements: the excitation of electrons and

conductivity measurement via microwaves.

The typical data output from a TRMC mea-
surement (called a trace) shows an instanta-
neous increase in the photoconductivity of the
sample followed by a decay to zero at a long
enough time scale (typically between nanosec-
onds or microseconds, depending on the sam-
ple). To normalize the results, the ordinate is plot-
ted as Δ𝐺/𝛽𝑒𝐼ኺ with overall units of mobility (cm2/
V•s), where 𝛽 is a ratio of the sample dimensions
(height over width), 𝑒 is the electron charge, and
𝐼ኺ is the incident laser light intensity. This quan-
tity can be further normalized by 𝐹ፀ, which is the
fraction of absorbed photons. The total quantity
Δ𝐺/𝛽𝑒𝐼ኺ𝐹ፀ represents the fully corrected photo-
conductivity of the sample, while also account-
ing for reflection and transmission. The decay in
photoconductivity as a function of time can be ex-
plored by varying the laser light intensity to pro-
duce a larger number of charge carriers in the
sample, leading to increasingly higher order re-
combination processes.

Samples are placed inside a gold plated sam-
ple holder closed with an iris. This iris allows mi-
crowaves to resonate and form a standing wave
in the cavity of the sample holder before exiting
to the detector, thus amplifying the signal. However, the rise time required to form the standing wave
(18 ns) prevents full capture of the faster dynamics of the system compared to a sample holder without
an iris (rise time of 3 ns) [49]. The sample with the cavity holder was required to amplify the signal as
Cs2AgBiBr6, being an indirect band gap material, produces fewer free charge carriers with the same
photon fluence compared to a direct band gap material.
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Results and Discussion

4.1. Density Functional Theory
Attempting to dissolve individual precursors in DMSO led to the discovery that while CsBr, AgBr, and
BiBr3 dissolve together in DMSO, only BiBr3 was individually soluble. When checking mixtures of
BiBr3 with the other precursors, BiBr3 dissolved with CsBr but not with AgBr. Furthermore, a spin
coated solution of all three precursors was found by XRD to have the correct double perovskite structure
without annealing, meaning that that double perovskite crystallites were likely present in solution. These
observations led to the hypothesis that the formation of the double perovskite in solution followed the
pathway of dissolution of BiBr3, followed by adduction with CsBr, and followed finally by adduction
with AgBr to produce the double perovskite crystallite. Given the seemingly sequential nature of this
process, the first complex studied was BiBr3 in DMSO.

4.1.1. BiBr3 Geometry Study
Initial Tests – Geometry
The first step in performing calculations was to check the effects of various functionals and basis sets on
the calculation results. BiBr3 was selected as the test molecule as it is small enough to run calculations
fairly quickly and is charge neutral. Table 4.1 shows the results of geometry optimizations of BiBr3 with
different functionals and basis sets.

Table 4.1: Baseline test results for BiBr3.

BLYP BLYP-D3 B3LYP

Basis
Set

Bi-Br
Bond
Length
(pm)

Br-Bi-Br
Bond
Angle
(°)

Mulliken
Charge
Bi, Br

Bi-Br
Bond
Length
(pm)

Br-Bi-Br
Bond
Angle
(°)

Mulliken
Charge
Bi, Br

Bi-Br
Bond
Length
(pm)

Br-Bi-Br
Bond
Angle
(°)

Mulliken
Charge
Bi, Br

SZ 266.6 99.7 0.34,-0.11 266.4 99.1 0.34,-0.11 257.0 100.0 0.17,-0.06
DZ 277.4 101.6 0.80,-0.27 276.9 100.5 0.80,-0.27 266.8 100.3 0.84,-0.28
DZP 272.6 101.7 1.09,-0.36 272.1 100.7 1.09,-0.36 262.6 100.3 1.14,-0.38
TZP 272.3 101.8 1.12,-0.37 271.8 100.9 1.12,-0.37 263.3 100.7 1.16,-0.39
TZ2P 270.2 101.2 0.96,-0.32 269.7 100.3 0.96,-0.32 261.2 100.2 1.14,-0.38
QZ4P 265.1 101.4 1.15,-0.38 264.8 100.6 1.15,-0.38 262.0 100.5 1.18,-0.39

There are small trends in bond lengths and Mulliken charges as the size of the basis set changes,
with the geometry values converging after the SZ basis set and the Mulliken charges converging after
the DZ basis set. One of the main results expected was that the Mulliken charge of the Bi3+ ion should
be >1, as a heavy element can more easily accommodate a higher proportional partial charge. Basis
sets above DZ tended to give this result, but the QZ4P basis set appeared to be too large to run
computations in a reasonable time. The basis set TZP was thus selected as the largest basis set that
provided accurate partial charges while requiring low computational effort.

19
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Comparing between the different functionals, there was very little variation in the optimized geometry
properties. However, B3LYP significantly increased computation time due to frozen coremethods being
incompatible with hybrid functionals, and the dispersion correction provided by BLYP-D3 appeared to
do very little to change the computed geometry values. This left the lower-level GGA method BLYP as
the functional of choice. The standard DFT options for the geometry optimizations were thus fixed as:
BLYP functional, TZP basis set, scalar relativity, small frozen core, and COSMO solvation.

Optimized Geometries
Geometry optimization calculations were performed on the full set of possible Bi-Br-DMSO complexes,
with a possible maximum of six total ligands connected to a central bismuth ion. Comparing the op-
timized geometries of the same species with and without COSMO, the COSMO solvation model ap-
peared to bring ligands closer together, with smaller angles between ligands. In the cases of four and
five coordinated species, the geometries would sometimes be altogether different, even though the
initial input geometries were the same. Examples of different optimized geometries with and without
COSMO include [BiBr5]2-, which changes geometry from trigonal bipyramidal to square planar, and
[BiBr1DMSO4]2+, which changes from square pyramidal with the bromine at the apex, to square pyra-
midal with DMSO at the apex (shown in Figure 4.1). However, once a coordination number of six was
reached for the central bismuth ion, the geometries did not differ between optimizations with and with-
out COSMO, suggesting that the effects of the COSMO model were not enough to overcome the steric
interactions of a highly coordinated species.

Figure 4.1: Optimized geometries of [BiBr1DMSO4]2+ without COSMO (left) and with COSMO (right).

Interaction Energies of Bi-Br-DMSO Complexes
The interaction energies of the Bi-Br-DMSO complexes were calculated using the methods described
in Section 3.1.3. The results of these calculations are presented in Figure 4.2, showing the results with
and without COSMO, using both corrected and uncorrected methods. The figure should be examined
vertically, with the values of the uncorrected interaction energy first, followed by the corrected interaction
energy, followed by the difference between the two (the BSSE). The magnitudes of the interaction
energy are significantly different between the calculations with and without COSMO, but that is to be
expected given that COSMO has the effect of stabilizing individual ions (as does solvent in a solution).

From Figure 4.2, it is clear that the magnitude of the BSSE is much smaller without COSMO than
with COSMO, as both the uncorrected and corrected interaction energies follow the same trend with
similar energy values without COSMO. Figure 4.2e) indicates that there is an issue within the computa-
tional software when combining COSMO and the ghosting method required for the corrected interaction
energy calculation. When examining the individual fragment energies, the Bi3+ ion was found to be the
culprit (shown in Table A.1 in Appendix A). While DMSO and Br1- have approximately the same energy
as successive ligands are added to the complexes, the energy of the Bi3+ ion increases by ~2 eV as the
number of ligands increases. As mentioned in Section 3.1.2, COSMO works by placing the molecule
in a cavity surrounded by a dielectric continuum. The values in Table A.1 suggest that the effect of
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Figure 4.2: Plot of the Energies of the Bi-Br-DMSO complexes without COSMO (a, b, c) and with COSMO (d, e, f). a)
and e) show the uncorrected interaction energy, b) and e) show the corrected interaction energy, and c) and f) show

the BSSE difference.

COSMO diminishes as the ions are located further away from the surface of the cavity. With Bi3+ at
the center of the cavity for higher coordinated complexes, COSMO may be having less of an effect on
the ion, thus significantly changing the calculated energy of the ion and introducing large errors in the
corrected method.

Because COSMO is needed to describe a chemical system in solution, the approach chosen was to
proceed with COSMO, but to use the uncorrected interaction energy method, and accept a certain level
of BSSE in the results. Figure 4.2c) shows that the magnitude of the BSSE is ~1 eV using basis set
TZP on this system, and Figure 4.2d) shows that the interaction energies of the most stable complexes
are ~ 9eV. This BSSE leads to an uncertainty of ~11% in the values of the interaction energy, which
was deemed acceptable to proceed with the analysis.

4.1.2. Solution Spectroscopy – Experimental and Computational
Molecular Orbital Analysis
By examining Figure 4.2d), the most stable structures appear to be the six coordinated complexes with
high numbers of bromine ligands. However, given the BSSE of ~1 eV, any of the highly coordinated
complexes could potentially have very similar interaction energies. Therefore, the Bi-Br-DMSO com-
plexes selected to be examined by TD-DFT were [BiBr6]3-, [BiBr3DMSO3], and [BiDMSO6]3+, which
provided a range between fully DMSO-bonded complexes and fully Br-bonded complexes. Figure 4.3
shows the typical molecular orbitals involved in the dominant simulated transitions of the Bi-Br-DMSO
complexes.

The gold/brown and orange/cyan surfaces represent the positive/negative regions of molecular or-
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Figure 4.3: [BiBr3DMSO3] showing the optimized geometry (left), the HOMO showing mostly ፬-orbital character on the
Bi3+ ion (center), and the LUMO showing mostly ፩-orbital character on the Bi3+ ion (right). Both HOMO and LUMO

show ፩-orbital character on the Br1- ions.

bitals and show the interactions across the molecule. In both HOMO and LUMO, the strongest interac-
tions are between the central bismuth ion and the bromine ligands, with smaller contributions from the
DMSO ligands. The HOMO shows the 6𝑠 orbital of bismuth interacting mainly with the 3𝑝 orbital of the
bromines, while the LUMO shows the 5𝑝 orbital of the bismuth interacting mainly with the 3𝑝 orbital of
the bromines. These observations are consistent with a charge transfer, in this case, a metal-to-ligand
charge transfer. This description can also be visualized more clearly by examining the MO diagram of a
[BiBr6]3- complex (see Figure 4.4), which undergoes the same dominant transition. [BiBr6]3- was used
for the MO diagram, as its symmetry and simplicity make the MO diagram much easier to examine.

Figure 4.4: Molecular orbital diagram for [BiBr6]3-, showing a triply degenerate unoccupied state for the LUMO, with
bismuth on the left and bromines on the right. The metal-to-ligand charge transfer involves an excitation from the

13a1g MO to the 18t1u MO.

Initial Tests – TD-DFT
With a new DFT calculation to perform (excitations rather than geometry optimizations), the choice of
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functional must be re-examined. The simpler [BiBr6]3- system was again examined, this time using
BLYP, B3LYP, and CAM-B3LYP, with the simulated spectra shown in Figure 4.5.

Figure 4.5: Plot of the simulated electronic transitions
for [BiBr6]3-.

There is a large shift of ~0.2 eV as succes-
sively longer-ranged functionals are used (BLYP to
B3YLP to CAM-B3LYP). This shift is another indi-
cation that the electronic transition taking place is
a charge transfer process. Given the difference in
energies of the simulated spectra between the dif-
ferent functionals, it is clear that longer-range in-
teractions are important in even the comparatively
small [BiBr6]3- system. Therefore, the functional
which was specifically constructed to account for
long-range interactions, CAM-B3LYP, was used for
the TD-DFT calculations. The main DFT options
for TD-DFT were thus fixed as: CAM-B3LYP func-
tional, TZP basis set, scalar relativity, small frozen
core,and COSMO solvation.

The other settings used were the precise calcu-
lation method for TD-DFT and the type of excita-
tions. The method used was the Davidson method, which calculates only the lowest eigenvalues. Only
singlet excitations were calculated, as the solutions displayed no observable phosphorescence, which
would have indicated the presence of triplet states. Plots showing the effect of changing the calculation
method, frozen core, and number of excitations are shown in Appendix Figures A.1 and A.2.

Experimental and Simulated Spectroscopy
The purpose of the DFTmodeling was to determine what structures were present in solution. Therefore,
UV-Vis spectroscopy on solutions was performed, beginning with BiBr3 in DMSO. The concentration of
solutions was initially set to 0.5 M in a 10 mm cuvette, resulting in absorbance measurements that were
far too high to properly use. The solutions were eventually measured at a concentration of 0.5 mM,
but even a 1000x reduction in concentration still had very high absorbance measurements, indicating
the substantial absorbance of the complexes in solution. The experimental absorbance spectra of
BiBr3 solutions are shown in Figure 4.6a), where each solution had an overall concentration of 0.5 mM.
Because absorbance is calculated on a logarithmic scale (see Equation 3.3), an absorbance value of
1, 2, or 3 indicate that 90%, 99%, or 99.9% of incident light was absorbed, respectively. In terms of
instrumentation, this means that the detector is attempting to distinguish between extremely minute
quantities of light, meaning that at high absorbances, the measurements must still be taken with some
skepticism.

(a) BiBr3 mixed with other precursors. (b) BiBr3 mixed with CsBr at different ratios.

Figure 4.6: Experimental solution spectra, 0.5 mM, 10 mm cuvette.

Another feature of note that can be seen from Figure 4.6b) is that as the amount of CsBr in the
solution increases, no new transitions are observed. However, the strength of the peaks of BiBr3 (at 3.5
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and 3.9 eV) is reduced. The lowering of BiBr3 concentration in solution explains the decrease in peak
strength and also helps explain the apparent “shift” of the peak at ~4.5 eV. The most likely explanation
is that there is a very strong peak in the UV range, with a peak maximum somewhere between ~4.5-5.5
eV. As the concentration of BiBr3 in solution reduces, the overall peak becomes smaller, leading to what
appears to be a shift, which is in reality a peak size reduction. Lastly, the detector of the LAMBDA 1050
described in Section 3.2.3 has a minimum detection limit of 250 nm (4.95 eV). As such, it is possible
that the detector signal has a larger scaling factor or higher error at energies just below 4.95 eV, leading
to the apparent decrease in signals for high BiBr3 ratio solutions.

Figure 4.7: Six-coordinated Bi-Br-DMSO complexes.

Figure 4.8: [BiBr6]3- with Cs1+ ions.

Simulated Spectra of Bi-Br-DMSO
Six–Coordinated Complexes
With similar interaction energies for all six-
coordinated bismuth complexes, the simulated ab-
sorbance spectra were calculated using CAM-
B3LYP for [BiDMSO6]3+, [BiBr3DMSO3], and
[BiBr6]3-. The results are shown in Figure 4.7. The
visible trend is that as DMSO ligands are replaced
by bromine ligands, the energy associated with the
transitions becomes smaller. Comparing the re-
sults of Figure 4.7 to the experimental spectra of
BiBr3 in solution in Figure 4.6a), all of the simu-
lated peaks are at energies higher than the exper-
imental peaks at 3.5 and 3.9 eV.

This result indicates that larger complexesmay
be present in solution, as larger complexes tend to
have lower absorption energies due to the band
gap becoming smaller (see Figure 2.1).

Simulated Spectra of Larger Clusters of
Bi-Br-DMSO and Cs–Complexed Clusters
The steps outlined for complexes containing a sin-
gle bismuth ion were repeated for larger clusters of
a Bi-Br-DMSO system containing more than one
bismuth ion. The geometries were optimized us-
ing BLYP, and the simulated spectra of the op-
timized geometries were calculated using CAM-
B3LYP. First, a single [BiBr6]3- complex was tested
with an increasing number of Cs1+ ions.

Geometry optimizations resulted in the Cs1+
ions occupying the space where it would normally
sit in the double perovskite bulk crystal. The simulated absorbance spectra are shown in Figure 4.8.
The addition of Cs1+ ions results in very little change to the energies of the peaks, and only seems to
cause some splitting of the lower peak at 4.4 eV. Examining the MO diagram, the energy of the MO’s
arising from Cs1+ were above the MO’s of the metal-to-ligand charge transfer, thus not contributing to
the simulated spectra. This result was consistent with experimental results showing no visible shift in
peak energies.

Larger corner-sharing complexes with and without Cs1+ ions were also tested, with the results of
their simulated absorbance spectra shown in Figures 4.9a) and 4.9b). Calculations of larger com-
plexes both with and without Cs1+ ions converged, confirming numerical stability and at least indicating
structural stability.

Figures 4.9a) and 4.9b) show a similar pattern for large clusters as Cs1+ ions are added as for the
smaller [BiBr6]3- cluster, namely a very small shift in energies with some spectral line splitting. The
surprising result was that the peak energies did not monotonically decrease with cluster size. While
[Bi4Br20]8- shows peaks that may match the experimental BiBr3 solution spectrum peak at 3.9 eV, no
complex was found to show peaks near 3.5 eV, the stronger experimental transition.
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(a) Large clusters of BiBr3. (b) Large clusters of BiBr3 with Cs1+ ions.

Figure 4.9: Simulated absorbance spectra for larger complexes of BiBr3 and complexes containing Cs1+.

Further Analysis
The above analysis could be redone in an effort to find a more accurate answer. Due to the high
absorbance of BiBr3 solutions, a high dilution factor of 1000x was employed. This may have changed
the majority species in solution by changing the equilibrium between the DMSO molecules and the
complex. Additionally, the largest peak of the experimental absorbance spectra being located just
beyond the range of the detector prevented peak position identification. These problems could be
solved by using a spectrometer with a detector that is better tuned for absorption in the UV and by using
an ultra-low path length cuvette (which are akin tomicroscope slides with a single drop of solution placed
in between).The ultra-low path length cuvette should allow for solution spectroscopy without dilution.
The effect of the functional was also noted to be substantial, with shifts of ~2 eV shown in Figure 4.5.
Different functionals with different long-range interaction components could also be tested to see if the
simulated spectra converge to a more precise range.

Further avenues of study include the dissolution SbBr3 in DMSO and analysis of small fragments
of double perovskite in solution. SbBr3 was found to dissolve in a similar manner to BiBr3, and a partial
analysis of SbBr3 in DMSO solution was performed similar to that done with BiBr3, with the results
shown in Figures A.3 and A.4. Additionally, combined solutions of CsBr, AgBr, BiBr3, and SbBr3 in
varying Sb:Bi ratios were measured for their absorbance and an interesting pattern was seen, shown
in Appendix Figure A.5.
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4.2. Thin Film Analysis
4.2.1. Cs2AgBiBr6 – Structural Characterization
XRD and Absorbance Measurements
Synthesis of the spin coated double perovskite was performed at multiple annealing temperatures and
confirmed by XRD to match the structure produced by Slavney et al. [15] The XRD diffractograms are
shown in Figure 4.10.

Figure 4.10: XRD of Cs2AgBiBr6 samples at multiple annealing temperatures with Miller indices referenced peaks.

The wide signal between 20-30° was a background signal resulting from the quartz substrate. The
sample annealed at 250°C was seemingly far more crystalline in comparison to the unannealed sample
and the samples annealed at 200°C and 300°C, and thus had a much higher signal-to-noise ratio,
diminishing the quartz background noise. Given that peaks corresponding to reflections of multiple
different lattice plane families appear, the sample is most likely a polycrystalline thin film, which is
consistent with most spin coated thin films.

Further confirmation of the successful synthesis of the double perovskite came from UV-Vis ab-
sorbance measurements of the thin films. Figure 4.11 shows the absorbance of the same films. The
absorbance spectra match those previously reported in literature, with a slow onset of absorption (the
tail between ~2.0-2.5 eV), and a peak at ~2.8 eV (445 nm) [21]. The nature of the peak at ~2.8 eV is
discussed later. The plots together demonstrate that the synthesis method described in Section 3.2.1
was successful in creating a polycrystalline sample of Cs2AgBiBr6, even without annealing.

Closer examination of the diffractogram of the sample annealed at 250°C revealed a double peak at
2θ = 37°, and extra peaks at 2θ = 14° and 29°. Figure B.1 in Appendix B shows the diffractogram of this
sample compared to common side products of the double perovskite synthesis, with the extra peaks
ascribed to BiOBr impurity. More samples were synthesized, this time annealed at 240°C, 260°C, and
280°C, to hopefully find an optimal balance between high crystallinity and low BiOBr impurity formation.
Figure 4.12 shows the diffractograms of these Cs2AgBiBr6 samples. There appeared to be an increase
in the height of the BiOBr impurity phase as the annealing temperature increased. The sample annealed
at 300°C in Figure 4.10 was expected to show considerable impurity, but may simply have had too low
crystallinity to be able to resolve the BiOBr peaks.
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Figure 4.11: Absorbance measurements of Cs2AgBiBr6 samples annealed at high temperatures.

Figure 4.12: Cs2AgBiBr6 annealed at increasing temperatures showing an increase in BiOBr impurity.
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Figure 4.13: Cs2AgBiBr6 annealed at 250°C in an airtight
holder, showing no BiOBr reflections.

Given that the entire synthesis had been per-
formed in a nitrogen-filled glovebox above atmo-
spheric pressure, the formation of an oxygen-
containing side product was not very likely. The
more likely scenario was that the material had de-
graded after exposure to air. To check this, an-
other sample annealed at 250°C was synthesized,
placed in an airtight XRD sample holder within the
glovebox, and then analyzed via XRD without ex-
posure to air. The sample holder was a plastic
dome with a screw-down top and gasket on a non-
XRD-reflective piece of polished silver. The re-
sults are shown in Figure 4.13. The outer plastic
of the sample holder causes significant noise, but
the peaks of the double perovskite are still visible
in the correct positions, with no discernible degra-
dation products.

SEM Imaging
SEM images were taken of two samples (see Figure 4.14), one annealed at 250°C and one at 90°C
(to prevent side product formation [18]). The film annealed at 250°C had very small crystallites on the
order of 100’s of nanometers, with visible gaps of ~100 nm between the material. The film annealed
at 90°C, on the other hand, had an extremely smooth and even surface coverage, which was hard to
focus on and image given its smoothness.

(a) Annealed at 250°C, 10 µm scale. (b) Annealed at 90°C, 10 µm scale.

(c) Annealed at 250°C, 1 µm scale. (d) Annealed at 90°C, 1 µm scale.

Figure 4.14: SEM images of the Cs2AgBiBr6 films annealed at different temperatures.
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Given the difference in crystallinity observed from XRD measurements (comparing Figure 4.12 to
Figure 4.20a)), the thin film annealed at 90°C was likely very amorphous, with higher temperatures nec-
essary to provide enough thermal energy for the material to rearrange and crystallize. Slower, ramped
annealing or an intermediate annealing temperature may result in the desired effect of achieving a
sample of high crystallinity that is stable and resistant to degradation.

4.2.2. Cs2AgBiBr6 – Optoelectronic Characterization
Excitonic Transition
To probe the nature of the peak in the absorbance spectra, the sample was placed in a liquid helium-
cooled cryostat, which allowed for precise temperature control, while simultaneously taking transmis-
sion measurements. The focus of the analysis was on the peak at 2.8 eV as that is where most of the
difference in the spectra was expected (shown in Figure 4.15). The peak energy decreases until the
sample temperature reaches 120°C, when it starts to increase again. This result is in agreement with
the work of Schade et al. [50], who studied Cs2AgBiBr6 structure and optical properties with changing
temperature, and found that the double perovskite undergoes a phase change at ~120°C from cubic to
tetragonal. The shift in peak energies was found to follow proportionally to the tetragonal strain in the
lattice.

Figure 4.15: Absorbance spectra of Cs2AgBiBr6 at varying temperatures and fixed vacuum pressure. The individual
measurements have been offset from each other to more clearly visualize the peak energy.

When the traces are viewed without offset (see Appendix Figure B.2), there is a noticeable increase
in the peak height as the temperature decreases. This is inconsistent with the nature of the transition
being due to scattering via electron-phonon coupling, as electron-phonon coupling increases at higher
temperatures [29]. It is also intuitive that as the temperature increases, there are more vibrational
modes of the ions in the lattice, leading to increased electron-phonon coupling. This intuition can be
confirmed by examining the equation describing scattering probability via electron-phonon coupling,
which scales as 𝑒ዅኻ/፤ፓ [30]. The shift in peak energy proportional to structural change and increase in
peak height with decreasing temperature support the hypothesis that the peak is most likely the result of
an excitonic transition rather than scattering via electron-phonon coupling, though this remains debated.
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TRMC Measurements
TRMC measurements were performed on the Cs2AgBiBr6 samples annealed at various temperatures,
at laser excitation wavelengths of 3.8 eV (325 nm), corrected by the fractional absorbance at the excita-
tion energy. Performing TRMC measurements at this excitation energy allows for analysis well above
the excitonic peak for an understanding of the charge transport properties of the thin film without too
much interference from the excitonic contribution. To compare the effects of annealing temperature, a
plot on a logarithmic scale showing a single trace from measurements of samples annealed at differ-
ent temperatures was made (see Figure 4.16). There was an increase of two orders of magnitude in
signal height as the annealing temperature increased, as well as a substantial increase in the charge
carrier lifetime. This result was consistent with the observed difference in crystallinity from the XRD
diffractograms of Figures 4.10, 4.12, and 4.20a), and the SEM images in Figure 4.14.

Figure 4.16: Plot of TRMC traces from measurements of multiple Cs2AgBiBr6 thin films with photon fluence ≅ 2 × 1012.

For a more complete analysis, the full set of TRMC traces for the Cs2AgBiBr6 thin films annealed
at 250°C and 90°C at laser excitation energies of 3.8 and 2.8 eV (325 and 445 nm), also corrected by
the fractional absorbance, are shown in Figure 4.17. TRMC measurements were also performed at
2.35 eV (525 nm) in an attempt to measure optoelectronic properties near the band edge. However,
correcting the TRMC traces by the fractional absorbance near the band edge proved inaccurate, as
the absorbance is very low at that excitation energy. These plots have been included in Appendix B.

It is important to note the differences in the axes of both the time scale and the photoconductance in
comparison of Figures 4.17a) and b) versus 4.17c) and d). As shown previously, the sample annealed
at 250°C was more crystalline, and was therefore analyzed on a longer time window of 5 µs compared
to the 1 µs window of the sample annealed at 90°C. The photon fluences used for the sample annealed
at 250°C were also two orders of magnitude lower than the fluences used for the sample annealed at
90°C, and yielded maximum photoconductances that were two orders of magnitude higher.

From Figure 4.17a), the sample annealed at 250°C and excited at 3.8 eV, the behavior of a trap-
filling regime was first observed as photon fluence increased. In the trap-filling regime, electrons are
excited and immediately occupy trap states within the band gap. These trapped carriers cannot move
freely, and thus do not contribute to the conductivity of the sample. As the photon fluence (and subse-
quently the concentration of charge carriers) increases, the maximum photoconductance of the sample
increases, to a point. Eventually, the trap states are saturated by excited electrons and increasing the
photon fluence results in free charge carriers rather than trapped electrons. As the photon fluence in-
creases further, the decay of free charges becomes quicker due to an increase in recombination as the
concentration of photoexcited electrons and holes increases. This results in both a faster decay of the
TRMC traces and a lowering of themaximal value of the photoconductance. For the sample annealed at
90°C, the trap-filling regime was not observed, with only the decrease in normalized photoconductance
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(a) Annealed at 250°C, Excitation = 3.8 eV. (b) Annealed at 250°C, Excitation = 2.8 eV.

(c) Annealed at 90°C, Excitation = 3.8 eV. (d) Annealed at 90°C, Excitation = 2.8 eV.

Figure 4.17: TRMC traces of Cs2AgBiBr6 thin films annealed at different temperatures, with thin films annealed at low
temperatures plotted on different time and photoconductance scales.

observed with increasing photon fluence. The lack of trap-filling behavior for the samples annealed at
90°C was attributed to a a low signal to-noise ratio. Relatively high photon fluences of order 1012
were required to obtain an initial signal, meaning that the point at which all traps were saturated had
likely already passed. This result, combined with the SEM images indicate that rather than discrete trap
states present in a bulk crystal material, the photoexcited charge carriers were quickly recombining with
dangling bonds between the semi-crystalline and amorphous regions via trap-assisted recombination,
leading to a high signal-to-noise ratio. The amorphous phase explains the lower maximal photocon-
ductance, as amorphous phase materials have a large proportion of dangling bonds, leading to distinct
domains within the film. With low tunneling probability between these domains, the conductance of
the sample after the excitation of electrons remains low, greatly diminishing the signal measured by
conductivity measurements [51]. The decreased lifetime can be explained by charge carriers traveling
a shorter distance before reaching a dangling bond and recombining, as opposed to travelling a longer
distance to reach a point defect or grain boundary in the sample annealed at 250°C. The results of
Figure 4.17 are consistent with literature reports for Cs2AgBiBr6 thin films annealed at temperatures ≥
200°C and temperatures of 90°C, with a drop of 2-3 orders of magnitude in photoconductance signal.

There was also a significant decrease in the maximal photoconductance of the sample annealed
at 250°C when excited at 3.8 eV versus 2.8 eV (factor of 1/3). This supported the hypothesis that the
absorbance peak was the result of an excitonic transition, as excitons do not contribute to the conduc-
tivity of the sample. The sample annealed at 90°C surprisingly had a maximal photoconductance of
similar values between the different excitation energies. However, this can again be explained by the
amorphous nature of the film. While the absorption of light and formation of excitons is still possible,
the conductivity of the sample does not significantly increase upon free charge generation nor upon
exciton generation, thus maintaining the low signal level at each excitation energy.

4.2.3. Cs2AgSbxBi1-xBr6 – Structural Characterization
XRD and Absorbance Measurements
The possibility of ionic substitution of Sb3+ for Bi3+ was explored in an effort to make thin films with band
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gaps more suitable for PV devices. Sb3+ substitution has been shown to reduce the band gap energy to
a more favorable value for solar energy absorber materials, and its incorporation into Cs2AgSbxBi1-xBr6
via the facile synthesis method was tested. Figure 4.18 shows the diffractograms of the antimony
substituted thin films annealed at 250°C. Side product formation was noted at x=0.4 and completely
different crystal structures were observed for x=0.7 and x=1.0. The absorbance spectra for the proper
double perovskite-structured samples is shown in Figure 4.19. Substitution of Sb3+ for Bi3+ should
result in a decrease in lattice size and band gap, leading to XRD peaks appearing at larger angles and
absorbance spectra with lower energy onsets. Close examination of the diffractograms for thin films
annealed at 250°C indicated no substitution of Bi3+ for Sb3+ had occurred (with no shifts in XRD peak
positions).

Figure 4.18: XRD diffractograms of Cs2AgSbxBi1-xBr6 thin films annealed at 250°C.

Figure 4.19: Absorbance spectra for Cs2AgSbxBi1-xBr6
thin films annealed at 250°C.

The absorbance spectra for the thin films an-
nealed at 250°C showed some slight evidence of
antimony substitution, with a small shift in the on-
set of absorption as the antimony content was in-
creased. However, given that the diffractograms
do not show any peak shifts to confirm this, it was
concluded that thin films annealed at 250°C were
not capable of antimony substitution.

Figure 4.20a) shows the full diffractograms of
the antimony substituted thin films annealed at
90°C. The samples showed no side product or im-
purity formation except for x=1.0, and all samples
appeared to have the correct double perovskite
structure, though with lower crystallinity than sam-
ples annealed at 250°C. Figures 4.20b) and 4.20c)
show zoomed in sections of Figure 4.20a) show-
ing the peak shifts as smaller antimony ions replace
larger bismuth ions in the lattice.
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(a) Full diffractograms.

(b) (2,2,0) plane. (c) (4,0,0) plane.

Figure 4.20: XRD Analysis of Cs2AgSbxBi1-xBr6 thin films annealed at 90°C.

The expected result was that the lattice parameter should decrease upon substitution of a smaller
ion in the lattice, and this was confirmed by the calculations in Table 4.2, using Equations 3.1 and 3.2.
The lattice parameter shifted by ~0.05 Å as the antimony content increased from x=0 to x=0.7. The
ionic radii of six coordinated Sb3+ and Bi3+ are 0.76 Å and 1.03 Å, respectively [34]. While the lattice
parameter shifts by a smaller amount than the difference in the ionic radii between Sb3+ and Bi3+, this
is to be expected, as other ions such as Br1-, Cs1+, and the remaining Bi3+ will keep the lattice closer
to its original size.

The absorbance spectra for the double perovskite-structured samples with no impurities (x=0-0.7)
are shown in Figure 4.21a), with the corresponding Tauc plots for an indirect, allowed transition (𝑟 =
2) shown in Figure 4.21b). Figure 4.22 is a photo of the thin films, showing a transition from yellow
to orange with increasing antimony substitution, indicating a narrower band gap and earlier onset of
absorption (consistent with the absorbance spectra).
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Table 4.2: Shifts in the lattice parameter of Cs2AgSbxBi1-xBr6 upon increasing Sb3+ substitution, with a reported
lattice parameter of 11.250 Å [15]. The difference calculated shifts between the two crystal planes may be a result of

small sample height variations, which cause systematic shifts in peak positions across the diffractograms.

Crystal Plane Sb3+ Content (x value) Peak Position (°) 𝑑፡፤፥ (Å) Lattice Parameter, 𝑎 (Å)
(220) 0.0 25.95 4.088 11.564

0.1 25.99 4.082 11.547
0.2 26.01 4.080 11.539
0.4 26.05 4.074 11.522
0.7 26.08 4.069 11.510

Total Shift = 0.054

(440) 0.0 53.40 2.228 12.606
0.1 53.45 2.227 12.598
0.2 53.50 2.226 12.589
0.4 53.55 2.224 12.581
0.7 53.68 2.220 12.560

Total Shift = 0.045

(a) Absorbance spectra showing the change in absorption onset
and excitonic peak with increasing Sb3+ substitution.

(b) Tauc plots for indirect allowed transitions, with dashed lines
indicating the linear regime extrapolated to the abscissa.

Figure 4.21: Absorbance analysis of Cs2AgSbxBi1-xBr6 thin films annealed at 90°C.

Figure 4.22: Photo of Cs2AgSbxBi1-xBr6 thin film samples. Left to right: x = 0, 0.1, 0.2, 0.4, 0.7.
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Table 4.3 shows the calculated values of the band gap for an indirect, allowed transition (𝑟 = 2) with
the attenuation coefficients found using the thicknesses in Appendix Table B.1. While the changes in
diffractograms are consistent with Sb3+ substitution in the samples annealed at 90°C, the band gap
energies calculated by the Tauc plots are not. The values of the band gap energies are as low as
0.75 eV, which is well below the energies for the indirect transitions of both Cs2AgBiBr6 (2.2 eV) and
Cs2AgSbBr6 (2.08 eV) as found by DFT band structure calculations [25]. This was likely a result of
the excitonic peak overlapping with the indirect transition, preventing an accurate assessment from
being made via Tauc plot analysis. The onset of absorption does monotonicallly decrease as antimony
substitution increases, which is consistent with both the expected results and reports in literature [18,
25].

Table 4.3: Band gap energies calculated from the
slopes of the Tauc plot.

Sb3+ Content (x value) Band Gap (eV)

0 2.47
0.1 2.26
0.2 0.72
0.4 1.15
0.7 0.80

The reason that lower temperatures incorporated
antimony was not explored, but one hypothesis could
be that annealing at high temperatures very quickly
created silver-bismuth double perovskite crystallites.
The formation of antimony-bromine octahedra may re-
quire longer times in a more amorphous system. A
slower, ramped annealing method as mentioned ear-
lier, or a two-step annealing method may be key to
incorporating antimony while achieving a highly crys-
talline material with good optoelectronic properties.

Further confirmation of the Sb3+ substitution was
attempted via EDXS, but the signal for antimony could
not be detected. Samples analyzed via SEM were spin coated on ITO to improve conductivity for SEM
imaging, but the large EDXS signal of the underlying tin overlapped with the smaller signal of antimony,
preventing detection (see Appendix Figure B.3). EDXS could still be used in the future to confirm the
presence of antimony, provided that the underlying conductive layer have a characteristic x-ray pattern
with peaks far away from the rest of the elements in the sample (Cs, Ag, Bi, Sb, and Br).

4.2.4. Cs2AgSbxBi1-xBr6 – Optoelectronic Characterization
TRMC Measurements
In order to more easily compare the optoelectronic properties of the antimony substituted samples,
combined TRMC plots were made. These plots (Figure 4.23), show a single TRMC trace from each
sample (photon fluence ≅ 6 × 1012) at an excitation energy of 3.8 eV (325 nm). The samples annealed
at 90°C are all in the same relative range of photoconductance, as seen in Figure 4.23a). Figure
4.23b), however, also shows a trace from a sample annealed at 250°C, and shows the significance of
the annealing temperature on the optoelectronic properties of the thin films.

(a) Only films annealed at 90°C. (b) Including a film annealed at 250°C on a log scale.

Figure 4.23: Plot of TRMC traces from measurements of multiple Cs2AgSbxBi1-xBr6 thin films samples at 3.8 eV
excitation energy.

The Cs2AgSbxBi1-xBr6 thin films were measured using TRMC at excitation energies of 3.8, 2.8,
and 2.35 eV (325, 445, and 525 nm), with traces obtained at an excitation energy of 2.35 eV shown in
Appendix Figure B.4. The traces obtained at excitation energies of 3.8 and 2.8 eV are shown in Figures
4.24 through 4.27. Like the Cs2AgBiBr6 thin films annealed at 90°C, the trap-filling behavior is absent
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from the traces, indicating the same low crystallinity and high trap-assisted recombination.

An interesting result was that for all of the samples, the normalized maximum photoconductances at
2.8 eV excitation (within the excitonic peak) were nearly all of the same order of magnitude compared to
at 3.8 eV excitation (well above the band gap). As discussed previously, this result could be explained
by the amorphous nature of the films, with newly formed excitons contributing just as little to the con-
ductance of the film as free charge carriers. However, the Cs2AgSb0.2Bi0.8Br6 sample experienced a
significant decrease in maximum photoconductance (factor of 1/4) between excitation energies.

Comparing the maximal peak height position as a function of antimony substitution in Figure 4.21a),
the excitation energy of 2.8 eV most closely aligns the absorbance peak of Cs2AgSb0.2Bi0.8Br6. This
observation is consistent with a large fraction of excited electrons being in the form of excitons rather
than free charge carriers, thus leading to a decrease in TRMC signal compared to excitation at 3.8 eV.
While the excitation energies were set to 2.8 eV across all samples for consistency, it may be interesting
to see the results of TRMC measurements with excitation energies set precisely to the maximal peak
height energy of each sample as per the absorbance spectra. The contribution of the excitonic transition
to the absorbance appears to be a relatively narrow peak, and exciting electrons at slightly different
energies may produce dramatically different ratios of free charge carriers versus excitons in the thin
film.

(a) Excitation = 325 nm (3.8 eV). (b) Excitation = 445 nm (2.8 eV).

Figure 4.24: TRMC traces of Cs2AgSb0.1Bi0.9Br6 annealed at 90°C.

(a) Excitation = 325 nm (3.8 eV). (b) Excitation = 445 nm (2.8 eV).

Figure 4.25: TRMC traces of Cs2AgSb0.2Bi0.8Br6 annealed at 90°C.
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(a) Excitation = 325 nm (3.8 eV). (b) Excitation = 445 nm (2.8 eV).

Figure 4.26: TRMC traces of Cs2AgSb0.4Bi0.6Br6 annealed at 90°C.

(a) Excitation = 325 nm (3.8 eV). (b) Excitation = 445 nm (2.8 eV).

Figure 4.27: TRMC traces of Cs2AgSb0.7Bi0.3Br6 annealed at 90°C.





5
Conclusions and Recommendations

5.1. Conclusions
The solution chemistry of BiBr3 in DMSO was explored via Density Functional Theory combined with
experimental solution spectroscopy. The main transition found in Bi-Br-DMSO system was a metal-to-
ligand charge transfer process involving the 6𝑠 orbital of bismuth and the 3𝑝 orbital of bromine, and
was confirmed by molecular orbital diagram, the shape of the HOMO and LUMO surfaces, and the
relatively large change in simulated absorbance peak energy upon use of longer-ranged functionals.
The corner-sharing [Bi4Br20]8- complex was found to match the experimental absorbance peak at ~3.9
eV, but no complex was found to match the transition at 3.5 eV. The inclusion of Cs1+ ions had very
little effect on the simulated absorbance spectra of the Bi-Br-DMSO complexes, which was consistent
with experimental results. However, geometry calculations showed optimized structures with Cs1+
ions sitting in the cavity of three bromine ions in a geometry echoing that of the double perovskite
crystal structure, indicating the liklihood of the double perovskite crystallite formation in the sequential
precursor dissolution pathway.

Experimentally, the facile synthesis method of dissolving all precursors together in DMSO and spin
coating to create a Cs2AgSbxBi1-xBr6 double perovskite was accomplished, with variables such as the
amount of antimony substitution and annealing temperature tested to determine a preferred synthesis
route. Higher annealing temperatures, though more crystalline when observed under SEM, tended to
introduce degradation products (visible as extra reflections of BiOBr in the diffractogram) and did not
incorporate antimony into the lattice at any concentration. A low annealing temperature of 90°C was
found to incorporate an antimony substitution of up to 70% without degradation upon exposure to air,
at the cost of crystallinity and optoelectronic performance. The substitution of Bi3+ for Sb3+ led to a
change in the band gap from 2.27 eV to 2.07 eV (based on the onset of absorption) and a decrease
in the lattice parameter of ~0.05 Å (via XRD measurements). These results were consistent with the
smaller Sb3+ ion replacing the larger Bi3+ ion in the crystal structure. TRMC measurements confirmed
that the more crystalline thin films annealed at higher temperatures had longer charger carrier lifetimes
and higher normalized maximum photoconductance than the less crystalline thin films annealed at
lower temperatures. The reason for this discrepancy was hypothesized to be a result of excessive
trap-assisted recombination, which was also the reason for trap-filling behavior not being observed
in thin films annealed at lower temperatures. Low-temperature absorbance measurements showed a
trend of increasing absorbance peak height with decreasing temperature, contrary to what would be
expected from scattering via electron-phonon coupling. Further TRMC measurements on the thin films
annealed at high temperatures using an excitation energy of 2.8 eV (445 nm) resulted in a decrease
in photoconductance signal, and indicated that the transition was most likely the result of an excitonic
transition, as a result of a larger proportion of electrons being excited to excitons rather than free charge
carriers.

39
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5.2. Recommendations for Future Work
5.2.1. Computational
A portion of the computational work which could be redone would be obtaining the solution spectra with
the right equipment. The solutions absorbed both much more strongly and at much higher energies
than the thin films, requiring a different set of equipment to properly obtain solution spectra. An ultra-low
path length (10 µm) cuvette should be used so that the solutions do not require serial dilution to provide
a usable signal to the detector. A different spectrophotometer and detector with a better measurement
range in the UV regime should be used as well. This could reveal the precise location of the peak
located between ~4.5-5.5 eV and, when combined with DFT calculations of simulated spectra, could
help identify the complexes in solution.

Extension of the computational work offers multiple possibilities. As mentioned, Bi-Br-Cs-DMSO
complexes were already studied, leaving only the addition of the AgBr precursor to create the double
perovskite. Understanding the conditions required to properly form the double perovksite phase with
precisely alternating Ag1+ and Bi3+ ions is a possible avenue for study. Additionally, the Bi-Br-Cs-Ag-
DMSO complexes found to be most stable could be analyzed using TD-DFT to match their simulated
absorbance peaks to the experimentally obtained spectra of double perovskite spin coating solution
used for synthesis, leading to an enhanced understanding of the double perovskite synthesis.

Another route for further study would be to continue the work presented in this report on SbBr3 in
solution, which showed the same dissolution patterns as BiBr3 (dissolving individually and with CsBr,
but not with AgBr). Merging these results with the topic above would lead to a complete computational
understanding of the solution phase synthesis of Cs2AgSbxBi1-xBr6.

5.2.2. Experimental
Additional experimental measurements which could support the hypotheses put forth in this report in-
clude absorbance measurements at low temperatures for the antimony substituted thin films. Figure
4.21a shows that not only does the peak position change with antimony substitution, but that the peak
strength changes as well. This may indicate a lower exciton binding energy as antimony content in-
creases, and examining the behavior of the thin films at low temperatures could help understand how
the contribution of the excitonic transition to the absorbance spectra changes with antimony substitu-
tion. On the same line of reasoning, TRMC measurements with excitations at the precise absorbance
peak energy could also help to quantify the contribution of the excitonic transition to the absorbance
spectra. Comparing charge carrier dynamics and free charge carrier generation over a range of exci-
tation energies from the excitonic peak energy to an energy well above the band gap should allow for
comparison of the proportion of free charges versus excitons upon photoexcitation.

On a more device-focused track, the synthesis of Cs2AgSbxBi1-xBr6 could be fine tuned by varying
the annealing conditions to try and see if a balance can be found between having a highly crystalline
sample with good optoelectronic properties and incorporating antimony into the crystal structure. Full
double perovskite PV cells could also be synthesized to examine how well charge carriers transport at
the interface of the various layers required to form a PV cell.
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A
Appendix – Computational

(a) Effect of number of excitations. (b) Effect of frozen core.

Figure A.1: The effects of changing a) The number of excitations resulting in the addition of higher energy, lower
probability peaks, and b) the effect of removing the frozen core option resulting in a small energy shift.

(a) Different methods, unnormalized. (b) Different methods, maximum value normalized to 1.

Figure A.2: The effect of changing the calculation method used for the simulated absorbance spectra, both
normalized and unnormalized.
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Figure A.3: Plot of the uncorrected interaction energy for Sb-Br-DMSO complexes. Calculated using the same
settings as for the Bi-Br-DMSO complex geometry optimizations (BLYP functional, TZP basis set, COSMO model,

small frozen core, scalar relativity).

Figure A.4: Plot of the simulated absorbance spectra for six-coordinated Sb-Br-DMSO complexes (CAM-B3LYP
functional, TZP basis set, COSMO model, small frozen core, scalar relativity). The trend was the same as for the
Bi-Br-DMSO complexes, which was a decrease in simulated transition energies as Br1- replaced DMSO ligands.



47

Table A.1: Table of individual fragment energy values for calculation of interaction energy with COSMO. Note that the fragment energies of DMSO and Br1- remained more or less
constant throughout, but the fragment energy of Bi3+ increased by ~2 eV per ligand added to the complex. Without COSMO, all fragment energies remained more or less constant,

regardless of the number of ligands.

Energy of complex with all other ions ghosted (eV) Interaction Energy (eV)

Molecule or
Fragment

Total Bonding
Energy (eV) Bi DMSO

#1
DMSO
#2

DMSO
#3

DMSO
#4

DMSO
#5

DMSO
#6

Br
#1

Br
#2

Br
#3

Br
#4

Br
#5

Br
#6 Corrected Uncorrected BSSE (eV)

Bi3+ 17.71
Br1- -6.38
DMSO -47.75

BiDMSO1 -33.71 18.74 -47.17 -5.28 -3.67 -1.61
BiDMSO2 -83.61 20.25 -47.25 -47.11 -9.49 -5.81 -3.68
BiDMSO3 -132.76 22.51 -47.28 -47.20 -47.23 -13.56 -7.21 -6.34
BiDMSO4 -181.12 24.27 -47.25 -47.35 -47.33 -47.22 -16.22 -7.81 -8.41
BiDMSO5 -229.34 27.11 -47.19 -47.37 -47.32 -47.28 -47.27 -20.03 -8.28 -11.75
BiDMSO6 -277.35 31.77 -47.26 -47.28 -47.25 -47.32 -47.27 -47.30 -25.43 -8.53 -16.90

BiBr1 6.34 18.56 -6.34 -5.87 -4.99 -0.88
BiBr1DMSO1 -43.10 19.88 -47.35 -6.28 -9.36 -6.69 -2.68
BiBr1DMSO2 -92.04 21.75 -47.38 -47.37 -6.20 -12.84 -7.87 -4.97
BiBr1DMSO3 -140.27 23.85 -47.39 -47.31 -47.36 -6.19 -15.86 -8.34 -7.53
BiBr1DMSO4 -188.42 26.05 -47.21 -47.37 -47.45 -47.32 -6.10 -19.03 -8.74 -10.29
BiBr1DMSO5 -236.30 30.71 -47.34 -47.28 -47.37 -47.38 -47.31 -6.03 -24.30 -8.86 -15.44

BiBr2 -2.40 19.63 -6.32 -6.32 -9.40 -7.36 -2.04
BiBr2DMSO1 -51.17 21.42 -47.41 -6.25 -6.28 -12.65 -8.37 -4.28
BiBr2DMSO2 -99.11 23.48 -47.32 -47.31 -6.21 -6.21 -15.54 -8.56 -6.98
BiBr2DMSO3 -147.27 25.48 -47.38 -47.46 -47.46 -6.23 -6.10 -18.12 -8.97 -9.16
BiBr2DMSO4 -195.21 29.72 -47.36 -47.41 -47.41 -47.33 -6.06 -6.06 -23.29 -9.15 -14.14

BiBr3 -10.19 21.03 -6.30 -6.29 -6.29 -12.33 -8.77 -3.56
BiBr3DMSO1 -58.20 22.62 -47.56 -6.23 -6.23 -6.28 -14.52 -9.02 -5.50
BiBr3DMSO2 -106.17 24.92 -47.47 -47.47 -6.24 -6.16 -6.17 -17.58 -9.24 -8.34
BiBr3DMSO3 -154.04 28.93 -47.38 -47.42 -47.38 -6.14 -6.18 -6.07 -22.40 -9.35 -13.05

BiBr4 -16.96 22.70 -6.30 -6.30 -6.30 -6.30 -14.46 -9.16 -5.30
BiBr4DMSO1 -64.90 24.60 -47.50 -6.26 -6.22 -6.25 -6.22 -17.05 -9.34 -7.71
BiBr4DMSO2 -112.76 28.28 -47.44 -47.44 -6.16 -6.20 -6.16 -6.09 -21.54 -9.44 -12.09

BiBr5 -23.57 24.37 -6.25 -6.27 -6.26 -6.27 -6.26 -16.62 -9.39 -7.24
BiBr5DMSO1 -71.42 27.68 -47.46 -6.22 -6.18 -6.21 -6.21 -6.17 -20.64 -9.49 -11.15

BiBr6 -30.10 26.99 -6.24 -6.24 -6.24 -6.24 -6.24 -6.24 -19.66 -9.54 -10.12
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Figure A.5: Experimental absorbance spectra of solutions of all precursors together, overlaid with the absorbance
spectra of individual BiBr3 and SbBr3. While the peak at 3.5 eV persists in the double perovskite solution, the peak at
3.9 eV was absent, suggesting that whatever Bi-Br-DMSO complex was present and absorbing at that energy was

somehow removed from solution by the addition of the other precursors. As SbBr3 content increased, the spectrum
of the double perovskite solution resembled that of BiBr3 less, and that of SbBr3 more.
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Figure B.1: Cs2AgBiBr6 annealed at 250°C compared to common side product reference diffractograms.
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Figure B.2: Unshifted absorbance spectra of Cs2AgBiBr6 at low temperatures. There was a noticeable difference in
the curves above and below the tetragonal phase shift temperature of ~120°C, likely due to the structural changes in
the material. The absorbance peak narrows and becomes taller as the temperature decreases, but does not disappear,

supporting the hypothesis that the transition was excitonic in nature and not a result of scattering via
electron-phonon coupling.

Figure B.3: EDXS output of Cs2AgSb0.4Bi0.6Br6 with the characteristic peaks labelled. The peaks ascribed to antimony
were overlapped by the large signal from tin in the same energy range.

Table B.1: Thicknesses of thin films annealed at 90°C measured using the Dektak profilometer.

Sb3+ Content (x value) Average Sample Height (nm) Average Roughness (nm)

0 195.36 ± 25.36 38.98 ± 14.81
0.1 236.62 ± 16.87 36.83 ± 9.78
0.2 299.62 ± 100.51 58.55 ± 18.49
0.4 255.16 ± 32.32 70.24 ± 29.26
0.7 212.76 ± 38.82 51.50 ± 25.87
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(a) Annealed at 250°C, x = 0. (b) Annealed at 90°C, x = 0.

(c) Annealed at 90°C, x = 0.1. (d) Annealed at 90°C, x = 0.2.

(e) Annealed at 90°C, x = 0.4. (f) Annealed at 90°C, x = 0.7.

Figure B.4: TRMC plots of Cs2AgSbxBi1-xBr6 using an excitation energy of 3.8 eV (525 nm). Because the absorbance
of the double perovskite thin films is low at this wavelength (ጺ0.15 A.U.), the plots have significant error (the result of
the signals being normalized by a small number), and as such have been relegated to the Appendix. Like the plots in
the main text, the sample annealed at 250°C has a longer charge carrier lifetime and thus was measured on a longer

time scale.
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