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Summary

Dielectric Barrier Discharge Actuators
for Flow Control
Diagnostics, Modeling, Application

The global warming problem is one of the most urgent issues of our time.
The majority of modem technology development is now focused on more fuel
efficient, green solutions . In the field of aviation an overwhelming effort is
pursued for the development of aircraft which are operating with minimum
gas emissions and consume less fuel. Specifically in the area of Aerodynam­
ics the main focus tums towards methods for drag reduction. A promising
approach involves active flow control using a new kind of actuation device
called the Dielectric Barrier Discharge (DBD) or plasma actuator.

DBD actuators operate by ionizing the local area of surrounding air via intense
electric field. The ionized gas (plasma) is then subject to electrostatic forces
which respectively occur due to the electric field. Under the influence of these
forces the ionized gas undergoes movement and, through collisions, transfers
momentum to the surrounding neutra! air. This momentum transfer results
in the acceleration of the air which can be used as an efficient flow control
mechanism. An efficient tool for visualizing and modeling the effect of the
DBD actuator is a volume distributed body-force field.

This thesis attempts a multi-objective effort in the field of DBD actuators.
Firstly, it is concemed with advanced diagnostics towards better understand­
ing of the operational principles of DBDs. Secondly, an attempt on a new effi-
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cient way of DBD modeling is performed. Lastly, the attained and developed
knowledge is put to application within two distinct practical concepts.

The first part of this work involves the application of a wealth of experimental
diagnostic techniques in order to establish a firm description of the operation
of DBD actuators. Firstly, several parametrie studies are conducted in quies­
cent air conditions. These aim at establishing correlating relations between
geometrie or electrical properties and the performance of the DBD. Secondly,
studies in conditions of extemal flow are performed in which the actuator per­
forms in steady and unsteady mode of operation. Last, a study of the spatio­
temporal evolution of the DBD forcing mechanism is conducted. This reveals
fundamental features of the forcing dynarnics which shed light into one of the
last controversial issues in DBD actuation.

The second part of the thesis is concemed with the modeling of DBD actu­
ators. For this a novel technique is proposed for the experimental measure­
ment of the body force field. The technique is based on the decomposition
of the induced flowfield under quiescent conditions. The technique is formu­
lated and applied for several cases of actuation and results are compared with
existing techniques. Force field data are acquired which can efficiently be
implemented in numerical flow solvers as models of DBD actuation. Addi­
tionally, an initial validation and verification effort of the new model is under­
taken . Force distributions are inserted in a numerical flow solver framework
and results are compared with experimental data. Moreover, the comparison
is extended for cases of unsteady actuation.

The third and last part of the work involves two distinct concepts on applica­
tion of the gathered knowledge on DBD actuators. The first concept is con­
cemed with the implementation of the actuators in a numerical flow solver
framework. The actuators operate within a transitional boundary layer with
the final aim of active transition delay. More specifically, they directly attack
instability modes via destructive interference, thereby delaying the larninar­
turbulent transition process. Their operation is govemed by an adaptive feed­
forward control system. The second concept attempts to capitalize on the ob­
servations ofthe diagnostic study on the DBD forcing mechanisms. Itinvolves
the utilization of asymmetrie High Voltage waveforms for the improvement of
actuation in terms of strength and efficiency.
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Samenvatting

Dielectric Barrier Discharge Actuatoren voor
Stromingsbeheersing
Diagnostiek, Modellering, Toepassing

De opwarming van de Aarde is één van de meest urgente problemen van onze
tijd. Veel nieuwe technologische ontwikkelingen richten zich daardoor op
efficiëntere, groenere oplossingen. In de luchtvaart wordt hard gewerkt aan de
ontwikkeling van vliegtuigen die zo min mogelijk schadelijke gassen uitstoten
en tevens minder brandstof verbruiken. Binnen de Aerodynamica richt het
onderzoek zich vooral op methoden om de luchtweerstand te verminderen.
Een veelbelovende techniek maakt gebruik van een nieuw soort actuator voor
het actief beïnvloeden van de luchtstroom: de Dielectric Barrier Discharge
(DBD) of plasma actuator.

De werking van DBD actuatoren berust op het ioniseren van kleine hoeveel­
heden lucht met behulp van een sterk elektrisch veld. Dit elektrisch veld
veroorzaakt elektrostatische krachten, die op hun beurt weer invloed uitoe­
fenen op het geïoniseerde gas (het plasma). Onder invloed van deze krachten
komt het gas in beweging en draagt het, door middel van botsingen, impuls
over aan de omringende lucht. Deze impulsoverdracht resulteert in een ver­
snelling van de lucht, waarmee de stroming op een efficiënte manier kan wor­
den beïnvloed. Een goede manier om het effect van een DBD actuator op de
luchtstroom te visualiseren en te modelleren is via een zogenaamd ruimtelijk
verdeeld "lichaamskrachtveld".
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In dit proefschrift wordt een uitgebreid onderzoek naar DBD actuatoren gep­
resenteerd. Allereerst wordt er getracht beter te begrijpen op welke principes
de werking van DBD actuatoren berust. Vervolgens wordt gekeken hoe deze
actuatoren het meest efficient kunnen worden gemodelleerd. Tenslotte wordt
de verkregen kennis toegepast op twee verschillende praktische concepten.

In het eerste deel van dit proefschrift wordt een groot aantal (experimentele)
diagnostische technieken beschreven, die gebruikt worden voor het vaststellen
van de werking van DBD actuatoren. Eerst wordt een aantal experimenten
uitgevoerd in stilstaande lucht. Het doel van deze experimenten is het vast­
stellen van de verbanden tussen de geometrische en elektrische eigenschap­
pen en de prestaties van de DBD actuator. Vervolgens wordt een aantal testen
gedaan in een externe luchtstroom, waarbij de actuator in stationaire en niet­
stationaire modus opereert. Als laatste wordt een studie uitgevoerd naar het
ruimte en tijd afhankelijke verloop van het DBD voortstuwingsmechanisme.
Hieruit volgt een aantal fundamentele eigenschappen van de door de actuator
beinvloede stromingsdynarnica, die meer inzicht geven in één van de laatste
controversiële kwesties rondom DBD actuatoren.

Het tweede deel van het proefschrift legt zich toe op het modelleren van DBD
actuatoren. Hiervoor wordt een nieuwe techniek gebruikt voor het meten van
het lichaamskrachtveld, die is gebaseerd op de splitsing van het tijdsgebon­
den, geïnduceerde strorningsveld en de stilstaande condities. De techniek
wordt beschreven en toegepast op een aantal testcases, waarna de resultaten
vergeleken worden met bestaande methodes. De gemeten krachtvelddata kun­
nen gebruikt worden ten behoeve van een model voor een DBD actuator, en
zodoende efficiënt worden geïmplementeerd in een numerieke stromingsanal­
yse. Dit wordt ook gedaan ter validatie en verificatie van het nieuwe model.
De krachtverdelingen worden ingevoerd in een numerieke stromingsanalyse
en de resultaten worden vergeleken met experimentele data. Deze vergeli­
jking wordt zowel voor een stationaire als een instationaire actuatie uitgevo­
erd.

Het derde en laatste deel van dit proefschrift gaat over twee verschillende
concepten, waarin de verkregen kennis over DBD actuatoren wordt toegepast.
Het eerste concept betreft met het implementeren van de actuatoren in een nu­
merieke strorningsanalyse. De actuatoren opereren in het omslaggebied van
de grenslaag, met als uiteindelijk doel om het omslagpunt actief naar achteren
te verschuiven. In feite worden de instabileitsmodi aangevallen met behulp
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Samenvatting

van destructieve interferentie, waardoor het omslagpunt van laminaire naar
turbulente stroming verschuift. De actuatie wordt gestuurd door een adap­
tief "feed forward" regelsysteem. Het tweede concept probeert de bevindin­
gen van de diagnostische studie naar het DBD stuwmechanisme te gebruiken.
Daarbij wordt gekeken hoe asymmetrische hoogspanningsgolfvormen kunnen
worden gebruikt voor het verbeteren van de sterkte en efficiëntie van de aan­
drijving.
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Chapter 1
Introduetion

This research work attempts to address several fundamental questions on Di­
electric Barrier (DBD) actuators. Nevertheless, the overall context within
which Dielectric Barrier Discharge actuators are examined is the one of Drag
Reduction and more specifically Active Flow Control. This introductory chap­
ter attempts to give a brief overview of these concepts. Additionally, a brief
setup of the research goals of the present work is presented along with a gen­
eral outline of the thesis.

1.1 Towards drag reduction using active flow control

1.1.1 A greener future

One of the emerging problems of our Era is the immense inftuence human
activity has on the global environment. The exponentially growing worldwide
economie and social development which is based on an energy driven system
is putting global environment dynamics under stress and misbalance. This is
further enhanced with the increase of world population, and the improvement
of living and social conditions in developing countries.

Due to these reasons, addressing pollution factors has become a necessity in
most areas of technology development. In the specific field of aviation, the ef-
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1.1. Towards drag reduction using active flow control

forts for more efficient and green aircraft has been the major point of research
in the last decades. It can be expected that the search for partial or even full
elimination of greenhouse gases emissions from aircraft will continue to be the
driving force behind current and future research and development efforts . The
latter are focused on several aspects of the modem aircraft such as propulsion
system, aerodynarnic performance, structural weight and operations manage­
ment. The field of aerodynarnic performance is of special interest where a
seemingly never ending quest for aerodynamic drag reduction in all aspects
dominates the research field. A short description of these efforts is given in
the next section.

1.1.2 Aerodynamic drag reduction

The field of aerodynamic drag reduction is vast. Here a brief description of
previous efforts is attempted. For more complete overview the reader is di­
rected to the excellent review paper by Bushnell [24] and references within .
Aerodynarnic drag can be separated into several components based on defini­
tion. A common segregation is based on the expression of pressure or form
drag, drag due to lift or induced drag, shock wave drag and viscous or friction
drag.

All components of drag, as defined above , have been subject to extensive re­
search over the past 50 years. Viscous drag is of special interest in this case
since it presents the ideal platform for DBD-based flow control. Viscous drag
reduction occupies an extensive area in the research field due to the multi­
tude of proposed solutions. The earliest efforts involved careful shaping of
the airfoils and wings in order to achieve favorable pressure gradients which
consequently delayed transition. In combination with manufacturing tech­
niques enabling smooth wing surface the collected efforts were placed under
the general umbrella of Natural Laminar Flow (NLF) [26, 131, 107]. Later,
distributed suction was employed in a hybrid passive (pressure gradient) and
active (suction) flow control approach which was named Laminar Flow Con­
trol (LFC) [136, 13, 8]. Large gains in drag reduction have been gained using
LFC although the practical implementation of many of the proposed solutions
was hindered by issues of maintainability, robustness and cost effectiveness.
Additionally to extension of the laminar region, Turbulent Drag Reduction
(TDR) has also received extensive research effort [34,44] . Large reduction
was achieved using passive skin shaping means such as longitudinal riblets.
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Chapter 1. Introduetion

Again issues of reliability, maintainability and cost restricted these solutions
to mere laboratory exercises.

1.1.3 Active flow control for skin friction drag reduction

The advancement of passive flow control technology has had two major effects
on the development of aircraft. Firstly, the last generation of airliners (Boeing
787, Airbus A350) are by far more fuel efficient, environmentally friendly
and quiet than the respective first generation jets (Boeing 707). Secondly, it
is clear that the next step change in efficiency, and sustainability can only be
achieved by active means. In aerodynarnics, this automatically translates to
applications of Active Flow Control.

In this section a brief description of selected active flow techniques is given.
These are restricted to friction drag reduction concepts. For a more complete
discussion on general active flow control techniques can be found in [44].
Viscous or friction drag can be separated in two sub-categories related to the
state of the developed boundary layer. More specifically there can be drag
due to a larninar or turbulent boundary layer with the latter being one order of
magnitude larger than the former in cruising Reynolds numbers [118]. In this
sense, the first option for skin friction drag reduction is the forced extension
of the larninar flow and the simultaneous reduction of turbulent flow. This is
typically achieved with the delay of the laminar-turbulent transition.

Laminar-turbu1ent transition delay

Larninar - turbulent transition delay has been in the research spotlight for sev­
eral decades due to the large potential it presents for drag reduction. Typi­
cally transition occurs due to the amplification of disturbances which enter
the larninar boundary layer through a receptivity process [25, 135,23]. These
instability mechanisms pass from an initially linear to a non-linear regime and
eventually break down to chaotic motion and thus turbulence [48]. Therefore,
successful transition delay comes down to the forced cancellation or damp­
ing of the propagating modes. Two distinct approaches for the dampening of
transition inducing instability modes exist. These are the manipulation of the
mean boundary layer profile and the targeted phase-locked manipulation of
the instability modes themselves.
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1.1. Towards drag reduction using active flow control

(b)
without AWC AWC

~oce~
Actuator Signal

~
Error Signal

~~
I " I "

Figure 1.1: Concept of active TS wave control for transition delay (taken from
[128]).

The previously mentioned LFC concept is the main representative of the mean
flow manipulation approach. After the initial identification of the instability
regime several LFC approaches can be explored. Especially in the flow regime
typical of subsonic airliners, dominant modes involve the TS waves alongside
the crossflow instability. Several extensive and successful LFC flight experi­
ments have been conducted in the USA and in Europe [29, 89, 139,90,53].
In prominent position are the experiments conducted by NASA using the Jet­
star suction leading edge, which showed successful results in simulated airline
service, for a multidude of flight and weather conditions.

The second approach towards transition delay is the direct and phase-locked
manipulation of instability modes using active unsteady actuation [132] as
demonstrated in Fig.Ll , Chapter 9 of the current thesis is concemed with
such concept. The extremely small energy content of the individual instabil­
ity modes renders such an approach very attractive in terms of actuator power
consumption. This is especially interesting in the case of DBD actuator due to
their limited momentum input. Several numerical [21, 6, 77] and experimen­
tal [133, 100, 128] efforts have been published on direct wave cancellation,
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Chapter 1. Introduetion

especially focusing on the TS waves due to the simplicity of the test case .
In genera! the basic approach provides positive and promising results, both
experimentally and computationally.

Turbulent drag reduction

The second major trend in skin friction drag reduction is the direct attack of
the turbulent drag production. The techniques involved are categorized under
the umbrella name of Turbulent Drag Reduction (TDR). Following the defi­
nitions of Bushnell [24] three approaches to active control of wall turbulence
can be defined based on the level of interaction between actuation and tur­
bulent structures. These are respectively steady state, dynamic but not phase
locked and dynamic phase-locked approach.

The most obvious and viabie steady state approach is the use of massive suc­
tion to relaminarize the boundary layer by pulling all of the turbulent flow into
the aerodynamic body [103]. A second possibility for active, but not dynamic,
TDR methods is the use of combinations of pressure and wall temperature
gradients which damp turbulence via baroclinic torque effects.

The second approach to TDR is dynamic but not phase locked techniques.
These include oscillatory transverse wall motion [67, 5, 81] and dynamic slot
injection [125] with reported drag reduction in the order of 24-45 % in air. A
very interesting possibility is opened here for the utilization of DBD actuators
as will be shown in Chapter 2.

The third approach for TDR is the dynamic, phase-locked, control of tur­
bulence structure [96, 143, 27] which is approximately analogous to the the
instability wave cancellation for transition delay approach discussed earlier.
Research thus far has established theoretical feasibility for such an approach
and work has been demonstrated on physical actuator development. Again
DBD actuators appear to offer a viable altemative to existing actuator con­
cepts for this kind of TDR approaches.

7
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1.2 Thesis aim and objectives

The aim of this thesis is multi-dimensional. Initially an effort is undertaken to­
wards the better understanding of the working principles of the DBD actuator
and their capabilities for unsteady actuation common in active flow control
with focus on skin friction drag reduction. Additionally this thesis aims at
providing a new body force model which, although phenomenological, has
the accuracy of numerical first-principles models at a fraction of the cost in
time and effort. Last, the work aims at demonstrating the application of the
gained knowledge through two concepts . One involves a numerical study on
flow control for transition delay while the other offers an approach for the
improvement of performance of DBD actuators.

The work is executed following a three step approach corresponding to ex­
perimental diagnostics and description of operation, modeling and applica­
tion. The work in this thesis combines experimental, numerical and theoretical
parts. Here the individual objectives are summarized.

• The first objective of this thesis is based on a circumstantial need rather
than a scientific question. The current research represents the first effort
of TU Delft in the area of plasma actuators. As such, experience with
the device and operating procedures was essential before actual origi­
nal research could be initiated. In this manner the fist objective is to
experimentally explore the operation of the actuators in continuous and
pulse mode. This is mainly done in quiescent flow using a variety of
time resolved or averaged diagnostics.

• Moving towards more original research the second objective of the the­
sis is the investigation of the pulse mode of operation in quiescent and
external flow. Pulse mode refers to unsteady actuation where the ac­
tuator is turned rapidly on and off with specific frequencies and duty
cycles. The interaction of the actuator with the surrounding fluid in
this case has received little attention from the research community al­
though this kind of actuation is fundamental in active flow control. The
description of an operational envelope in which the actuator can effec­
tively operate is attempted.

• The last objective in terms of diagnostics involves a high risk and re­
spectively high value attempt to gain insight into one of the most de­
bated and interesting phenomena in DBD actuation. This is the forc-
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ing mechanisms within the High Voltage (HV) cycle. As mentioned
in the previous sections, it is well established that the forcing which the
plasma region exerts on the neutral fluid is unsteady and periodic during
the HV cycle. What has been controversial is the actual description of
the forcing and how this is related with the HV signal. An experimental
campaign is set up toward this goal.

• The next objective involves the modeling of the force field of the actu­
ator. Again this is attempted using a novel technique which increases
risk considerably. The technique is purely experimental and it attempts
to combine the accuracy of first principles numerical models with the
robustness and speed of phenomenological models, More specifically,
the objective involves the experimental measurement of the produced
body force vector field due to plasma. Additionally, a verification and
validation effort of the new model is attempted using a typical numeri­
cal solver.

• The application part of this work is separated in two objectives. In
general it involves the application of the knowledge which has been
gained through the diagnostics and modeling part of the present work.
The first concept is addressed numerically. This work involves a flow
control scenario in which the plasma actuator operates in pulse mode.
More specifically the case involves the active cancellation of TS waves
using plasma actuators . Knowledge gathered on the pulse operation of
the DBD, along with the body force model are used in conjunction with
an automatic control system.

• The second concept, and last objective, departs slightly from the gen­
eral goal of the thesis. Based on the knowledge gathered on the forc­
ing mechanisms of the DBD, an experimental effort is attempted in or­
der to improve the performance of the actuator. This is done in terms
of forcing magnitude as well as power consumption. This objective
is set based on the ever increasing needs for stronger, more efficient
DBD actuators which would be able to have substantial effects on high
Reynolds number flows.

9



1.3. Thesis outline

1.3 Thesis outline

Chapter 3 involves a description of the methodology used throughout the the­
sis work. More specifically, description of the used experimental techniques
such as Hot Wire Anemometry (HWA) and Partiele Image Velocimetry (PIV)
is given regarding basic principles and implementation issues. Additionally,
the Proper Orthogonal Decomposition (POD) technique used for data analysis
is described. Regarding the numerical techniques a brief overview of the basic
theory of Finite Volume (FV) methods is given, followed by a description of
the reduced Navier-Stokes (NS) solver which was developed for the purposes
of this work. Finally, a theoretical description of the filtered-x LMS control
algorithm which is used in Chapter 9 is given.

Chapter 4 presents the experimental effort and diagnostics on the DBD oper­
ation in quiescent flow conditions. A description of the experimental setup is
given followed by a presentation of results of four separate parametrie stud­
ies.

Chapter 5 is concerned with the operation of the actuator in conditions of
external flow. Special emphasis is given on the pulse mode of operation. Fol­
lowing the description of the experimental setup, discussion on the results in
both quiescent and larninar boundary layer external flows is attempted.

Chapter 6 attempts an experimental investigation into the spatio-temporally
resolved forcing behavior of the actuator. In order to enhance the observabil­
ity of the underlying mechanisms, four High Voltage (HV) waveform shapes
are tested. A description of the experimental setup as well as the phase shift­
ing technique which is employed is given. Finally results on the four tested
waveforms are presented and discussed.

Chapter 7 gives a description on the experimental measurement of the plasma
produced force field. Description of the theoretical background of the pro­
posed force estimation techniques is followed by a presentation of the exper­
imental setup. Discussion on the results in terms of body force, thrust, power
and efficiency is presented.

Chapter 8 is dealing with the validation of the developed force model from
Chapter 7. This involyes the implementation of the measured force field in a
numerical solver and the comparison of the results with experimental data. A
description of the numerical framework is provided followed by a discussion
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on the results for both cases of continuous and pulse operation.

Chapter 9 presents the numerical investigation of an active flow control con­
cept involving the use of DBD actuators for the cancellation of Tollmien­
Schlichting (TS) waves. The actuators are modeled using the force model
described in Chapters 7 and 8. A description of the methodology is presented
followed by the presentation of the results in several simulation cases.

Chapter 10 is concerned with an experimental study aimed at the improve­
ment of performance of plasma actuators. This is attempted using asymmetrie
HV waveforms based on the results of Chapter 6. A description of the exper­
imental setup and methodology is followed by discussion on results.

Finally, Chapter 11 gives a summary of the major conclusions derived from
the present work. Additionally a list of recommendations for future research
on several issues regarding DBD actuators, flow control and drag reduction is
presented.

11
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Chapter 2
Principles of Dielectric Barrier
Discharge Actuators

A genera! review on theoretical, experimental, numerical and application is­
sues conceming DBD actuators is attempted here. Since this subject has be­
come immensely popular during the last 10 years, the existing bibliography is
vast. As such it is not possible to fully cover the subject in the limited pages
of this work. The interested reader is referenced to the excellent reviews in
plasma actuators recently published [32,94,33,61]

2.1 Working principles of barrier discharges

2.1.1 Physical background

The term plasma was introduced in 1928 by Langmuir [84] to describe a re­
gion of gas discharge in charge equilibrium. This effectively translates into
an approximately equal number of positively and negatively charged species
within the plasma region. Over the years the definition has been broadened
to that of a system of particles whose collective behavior is characterized by
long-range Coulomb interactions. In the specific case of air discharge the flu­
ids under question consist of multiple charged species such as electron, posi-
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2.1. Working princip1esof barrier discharges

tive ions, negative ions etc. A major property of air discharges is their colli­
sional character. As will be shown later this property has a profound effect on
the momentum transfer processes associated with plasma actuation.

For the so-called cold plasma dis-
charges an electric filed of sufficient
amplitude is applied to a volume of
gas. Under the extreme forces de­
veloped in atomie level, ion-electron
pairs are formed [78, 79, 88, 109].
A typical arrangement for creating a
self-sustained gas discharge at low
pressures of a few torr or less has
been two separated facing metallic
electrodes. Such a configuration is
widely used in industry albeit for
different reasons than DBD actua­
tors.

The strong electric field is formed
by applying high voltage difference
between the electrodes which can
be direct (DC) or altemating (AC).
For given ambient conditions such
as pressure, temperature and chem­
ical consistency of the neutral gas, a
breakdown electric field value exists
which is surpassed by the local ap-
plied electric field plasma is formed Figure 2.1: Photograph of the DBD ac­
as shown in Fig.2.1 [78,79,88, 109]. tuator during operation (adapted from
In contrast to neutral air, the plasma [19])
bulk is consisted of numerous free
electrons which have a strong effect
on the gas conductivity. As a consequence there is a current, J, which flows
between the electrodes. Especially in the case of DBD actuators diagnostic,
the instantaneous value of the current J is invaluable to decipher the under­
lying discharge behavior. This is demonstrated in a range of experimental
studies as well as well as in the present work.

14



Chapter 2. Principles of Dielectric Harrier Discharge Actuators

Harrier discharges can be initiated and sustained in a large variety of regimes
such as diffusive, filamentary, microdischarge etc. A review of the various
discharge regimes, modes and associated terminology can be found in [72].
Nevertheless, all barrier discharges share one main feature i.e. one of the
electrodes is covered with adielectric barrier (insulator).

Okazaki and coworkers were among the first to use barrier discharge approach
[69,68,70,74,98,144]. In the case ofthe existence ofthe dielectric layer the
utilization of an AC electric field is necessary. Dielectric Harrier discharges
have been operated mainly in the microdischarge regime [36, 73]. In this
regime, the discharge consists of a number of consecutive filamentary mi­
crodischarges (streamers), each of which has a limited lifetime. The passage
of the streamer across the gap between the exposed electrode and the dielectric
layer locally charges this capacitance, reverses the local field and self termi­
nates. It is due to the self-terminating nature of the discharge that the AC
electric field is necessary to sustain barrier discharges over macroscopie time
periods.

2.1.2 The asymmetrie barrier diseharge

The typical configuration for the DHD actuator is highly asymmetrie in the
placement of the metallic electrodes (Fig.2.2). This in turn creates astrong
asymmetry of the discharge between the two half-cycles of the AC actua­
tion. For the entirety of this work the first half of the AC cycle where the
exposed electrode is negative shall be denoted as the forward stroke while the
second half where the exposed electrode is positive shall be denoted as the
backward stroke. During the forward stroke electrans are emitted from the
exposed electrode and travel towards the dielectric surface. At the same time
charged species of air such as positive ions (0+, N +) and negative ions (0-)
are formed through ionization and attachment processes. The negative species
move towards the dielectric while the positive species move towards the ex­
posed electrode. Similar processes occur during the backward stroke with the
direction of the movement of the charged species reversed due to the voltage
reversal.

Due to the asymmetry of the discharge between the two half cycles, the ion­
neutral momentum coupling is also asymmetrie. This point is of fundamental
importanee to the understanding ofthe DHD forcing mechanisms and has been
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Figure 2.2: Schematic of the DBD plasma actuator (not to scale)

controversial in the past. More discussion on the momentum coupling mech­
anisms is given in following sections. However, it is widely acknowledged
that it is due to this momentum coupling that the actuators induce tangential
to the wall velocities. Additionally it has been found that a convenient way of
understanding and simulating the effect is via a volume distributed body force
acting on the surrounding fluid. A hallmark feature of DBD actuators is that
the body force field and hence the induced velocity is always directed from
the exposed electrode towards the covered electrode.

2.2 Experimental diagnostics on DBD actuators

The birth of the conventional DBD aerodynamic actuator is placed in the mid­
dle of the nineties when the group of Roth developed and patented the so
called One Atmosphere Uniform Glow Discharge Plasma [114, 110]. This
has been the most conventionally used configuration since with the two asym­
metric metallic electrodes separated by adielectric layer. Fig.2.3 shows the
original configurations used by Roth.

The actuator, as operated by Roth, is typically composed of two planar elec­
trodes which are flush-mounted on the aerodynamic surface. They are sep­
arated by adielectric layer made of strong insulating material. Usually the
exposed electrode is excited by an AC high voltage while the covered elec­
trode is kept at ground potential. lust as in a conventional barrier discharge,
above the breakdown threshold voltage Vo, a plasma sheet appears on both
sides of the dielectric , resulting in an induced air velocity (electric wind) on
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Figure 2.3: Schematic ofthe first published DBD actuators (taken from [113])

either side.

Typical operational parameters for the DBD actuators are the width of the
electrodes, thickness and material of the dielectric layer, horizontal gap be­
tween the electrodes, carrier frequency and amplitude of the HV. In most
cases, typical values are: electrode width of a few mm, electrode gap equal
to zero or a few mm and a dielectric in Teflon, kapton, glass, ceramics or
PMMA (Plexiglas). The thickness of the dielectric is usually between 0.1 and
a few mm o Amplitude, frequency and wavefonn of the applied AC HV in­
put change with different research groups and applications, while the typical
range of values is: amplitude from a few kV to 20 kV and carrier frequency
Jac between 100 H z and a few tens of k H z .

2.2.1 Electrical behavior

One of the main areas of DBD actuators diagnostics is the measurement of
electrical properties. Specifically discharge current measurements are of great
interest. It has already been mentioned that the phenomenology of the dis­
charge current can provide useful insights into the regime of the underlying
process. Typical behavior of the discharge current within a HV period is pre­
sented in Fig.2.4 for the case of exposed and covered grounded electrodes
respectively [104].

Similar study has been conducted and confinns these observations [38, 39]
where by using a different method, optical measurements which reveal that
the structure of the plasma is different in both space and time during the
forward stroke versus the backward stroke were perfonned. During the for­
ward stroke, microdischarges happen in rapid succession with a relatively low
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Figure 2.4: Evolution of the discharge current in the case of (a) exposed and
(b) encapsulated ground electrode (adapted from [l04]).

charge transferred per event whereas during the backstroke, there is a rela­
tively small number of more intense microdischarges.

18

Figure 2.5: Conceptual model of the
discharge sequence during the (a) for­
ward stroke and (b) backward stroke
(taken from [39])

(b)

Additionally, Enloe et al. [39] pro­
vide a physical model for the dis­
charge sequence in the DBD . This is
summarized in Fig.2.5. During the
forward stroke the exposed electrode

AC

is negative and emits electrons as it =: '\,
is bare metal and hence an infinite
electron source. This is signified by
the strong but few current peaks reg­
istered during this period. Due to
the charge buildup on the dielectric
surface, the local electric field drops AC

voItaçe '\,

below the breakdown threshold and IOUree

the discharge is quenched and self­
terminates. When the voltage re­
verses during the backward stroke,
the electrons move in the opposite
direction. At this point however, the
electrons are provided by the accu­
mulated species on the dielectric and
thus are not so readily available as in the forward stroke. This is causing the
multitude of weak current peaks during this period.
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2.2.2 Mechanical behavior

Of primary interest to the flow control engineer is the mechanical behavior
of the DBD actuator. In general the mechanical effects can be described us­
ing three distinct parameters. These are the induced velocity, the mechanical
power and the produced thrust. The induced velocity has been by far the most
popular parameter for investigation. Originally, measured by the University
of Tennessee [114, 111], the now weU established tangential wall jet can be
seen in Fig.2.6

Figure 2.6: The first published record
of DBD induced velocity measure­
ments (taken from [114]).
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Since the original measurements
from the group of Roth, large con­
tributions to the field have been
achieved from the University of
Notre Dame in cooperation with the
US Air Force (USA) and the Uni­
versity of Poitiers in France. At
Poitiers both time averaged and time
resolved measurements of the in­
duced velocity have been conducted
[43,42, 12]. On the other hand the
groups from the USA have mainly
been occupied with the produced
thrust from the actuator [134]. Ad­
ditionally other groups have also
been concemed with induced veloc­
ity measurements using a variety of diagnostic techniques [120, 3, 35].

As soon as sufficient experience was developed with the system, researchers
attempted to optimize the performance of the actuator using systematic para­
metric studies. Pons et al. [104] measured velocity profiles in quiescent flow
with the help of a glass Pitot tube, while investigating the effect of several pa­
rameters such as the applied voltage, carrier frequency, electrode gap, dielee­
tric thickness and dielectric material. This study has been completed by Forte
et al. [42] with the ultimate goal of maximizing the induced velocity.

The second characteristic value of interest is the produced thrust due to the
plasma operation. A major distinction should be made here as to the nature
of produced thrust. In several works [137, 134] and some plasma review pa-
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pers [32, 94], the term electric force is used to represent the spatio-temporally
averaged body force value produced by the actuator. This is usually in force
units such as mN and sometimes normalized with the effective span of the ac­
tuator (mNjm). On the other hand several numerical studies [18, 85] as well
as Chapters 7 and 8 of the present thesis are consemed with the calculation
and modeling of the volume distributed force field rather than the integrated
value. In this manner the term thrust is used in the present thesis to describe
the integrated in space and time force value while the term body force is used
to describe the volume force vector field.

Regarding thrust measurements several studies have been published. Again
the group of Roth were pioneers in this aspect [111]. Folowing this initial
research, Van Dyken et al. [137] performed a study conceming the net thrust
produced by a single actuator. This was a parametrie optimization study where
the influence of several parameters (signal waveform, carrier frequency, elec­
trode geometry, electrical power consumption) was investigated in order to
increase the induced net force. Major conclusions from the results of Van
Dyken were:

• The waveform shape has a major influence on the production of thrust.
It is shown that the positive sawtooth shape produces the largest thrust
for a given power. This point is discussed extensively in the present
work in Chapters 6 and 10.

• Thicker and weaker than Kapton dielectrics such as Plexiglass provide
larger net thrust due to the higher voltage values enabled.

Additionally, recent thrust measurements [105] show that:

• The thrust is proportional to carrier frequency.

• Relative efficiency is typically between 0.15 and 0.20 mN per electrical
W

2.2.3 Forcing mechanisms within the HV period

One of the most exciting and debated issues within the field of DBD actuators
diagnostics is the unsteady behavior of their induced forcing. As already ex­
plained, it is widely regarded that collisional processes drive the momentum
transfer [16]. This is further supported by an important property of the plasma
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Figure 2.7: Synchronized records of voltage, current, horizontal velocity (u)
and vertical velocity (v) of the DBD-induced velocity, versus time. (taken
from [42])

discharge in air. This states that the frequency of charged species-neutral par­
ticles collisions within the plasma region is of the same or larger order of the
electrostatic oscillations frequency. This effectively means that the Coulom­
bian forces exerted on the charged particles by the electric field are transfered
entirely to the neutral air. Since the electric field oscillates during the AC
HV period, the applied force on the charged species is respectively expected
to be unsteady. Yet experimental and numerical information on the influence
of each half cycle and more specifically the sign of the applied force at each
stroke is controversial. Additionally, the effect of the waveform shape (which
as suggested by the results of Van Dyken [137] has a major influence on the
performance of the DBD actuator) has not yet been studied systematically in
the context of its respective time resolved forcing .

There has been a limited number of experimental investigations on the forc­
ing mechanisms of the actuators. Time-resolved Laser Doppier Anemometry
(LDA) measurements were conducted in quiescent air [42] where the asym­
metry between the two half cycles is evident (Fig.2.7). Large momentum
transfer during the negative half cycle was recorded which corresponds with
the recent modeling efforts. In another study [71] phase locked PIV mea­
surements are taken which indicate the dominanee of the negative cycle in
momentum transfer. Using a different technique Enloe et al.[37] and Font et
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al.[4ü] showed positive momentum transfer during both half cycles. Due to
the fundamental interest which the forcing behavior of the actuator presents,
as well as potentially important insights into the effect of the voltage wave­
form shape further investigation into the subject is performed in Chapters 6
and 1Ü of this thesis.

2.3 Numerical modeling of DBD actuators

The numerical investigation ofDBD actuators has been extremely popular and
the volume of published results might even surpass the respective experimen­
tal studies. This is due to the controlled environment in which the numerical
experiments are conducted which gives unlimited access to the, difficult to
be physically measured, spatial and temporal metrics associated with the dis­
charge. Additionally, numerical models are seen as the vehicle towards the
creation of body force models which can retrospectively be fitted in existing
numerical flow solvers in order to simulate the effect of the plasma actuator. In
essence numerical investigations on DBD actuators serve primarily a twofold
goal:

• To provide insight into the discharge process as a function of macro­
scopic parameters such as voltage, frequency, geometrical dimensions
etc.

• To provide valid, accurate body force models for implementation in
numerical flow solvers.

Two main variants of modeling approach have been suggested, each present­
ing favorable and adverse features. On one hand phenomenological, semi­
empirical body force models are proposed usually loosely based on the un­
derlying physics and heavily manipulated and calibrated using experimental
evidence. These models are typically low-fidelity since they fail to capture the
actual physical background of the discharge nor do they account for a large
number of control parameters. They are usually formulated for fixed geome­
tries, electrical parameters and conditions. On the other hand their computa­
tional complexity and cost are very low making the ideal for multi-iteration
processes such as parametrie or optimization studies on flow control.

On the other hand first-principles models are devised where all of the essen­
tial physics is captured using usually a combination of Maxwell equations
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with the conservation of momentum for various charged species. Although
some assumptions are made, these models are regarded as highly accurate es­
pecially in cases where chemistry is taken into account. They are primarily
used for gaining insight into the discharge process and the effect which several
parameters have on it. On the other hand, these models are extremely inten­
sive due to several reasons. Firstly the discharge process presents an extreme
range of spatial and temporal scales. As an example time scales of simultane­
ous events during a typical kHz discharge are spread anywhere between ms
and ns. This effectively means that in order to resolve all the relevant scales
one must advance using a time step smaller than the fastest process. Sec­
ondly the goveming equations are inherently stiff due to souree teems. This
makes explicit solution highly unstable for anything but very small time steps
while implicit solutions present increased implementation complexity while
the acceleration of solution is still limited due to the first reason mentioned
above.

In general phenomenological models produce fast but inaccurate results used
mainly as force models while first-principle models are considerably more
accurate but so expensive that they can only be used as research tools. A large
effort is undertaken in this thesis to develop a new technique of modeling
which negates the disadvantages of both variants of numerical models towards
the production of force models. This is discussed in Chapters 7 and 8. In this
section a review of the major numerical modeling efforts is given. For a more
extensive review the reader is referenced to the review paper by Jarayaman
and Shyy [61].

2.3.1 Phenomenological models

As with the experimental observations, the group of Roth was also a pioneer
on setting the requirements for a body force model able to give a description
of the effect of the DBD actuator. Their model [113, 112] has been a sim­
plified approach based on forces in gaseous dielectrics as discussed by [83].
More specifically, the body force is proportional to the gradient of the squared
electric field as in:
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as it is based on a static formulation and does not account for the presence
of the charged particles, both of which have been shown to be of great im­
portance in experiments. Boeuf and Pitchford [18] give similar comments
in their derivation of Eq.2.1. Elaborating, [39] further showed that the body
force given by Eq.2.1 can only be valid in the special case of a 1D condition
where the electric field has only horizontal components, a scenario which is
quite distanced from physical applications relevant to DBD's.

One of the most popular models was published by Shyy et al. [121]. Due
to its simplicity this model has been used in a large number of numerical
studies. A basic assumption of this model is that the electric field strength,
decreases linearly from the edge of the exposed electrode toward the covered
electrode. Unfortunately, this assumption does not agree with experimental
studies [39, 101, 102], which show an exponential spatial decay. On a dif­
ferent approach Singh and Roy [122] used a combination of results obtained
from a first-principles simulation in conjunction with phenomenological ob­
servations to develop an approximation for the 2D body force components.
Suzen and colleagues [130, 129] used the electrostatic model with an imposed
Gaussian distribution for the spatial charge distribution to calculate the plasma
body force using a formulation given by [38, 39].

An interesting approach toward an efficient body force model has been pro­
posed by Orlov and colleagues [102, 101]. Their method is a variation of the
model proposed by Enloe et al. [39] which is based on the lumped-element
circuit model. A schematic of this model is shown in Fig.2.8. The novelty of
this model is the division of the domain over the covered electrode into N par­
allel networks. The properties of each parallel network depend on its distance
from the exposed electrode. Each parallel network consists of an air capac­
itor, a dielectric capacitor, and a plasma-resistive element, as in the earlier
model [39, 102]. Zener diodes are used in addition to set a threshold voltage
level at which the plasma initiates and to switch into the circuit the different
plasma-resistance values based on the current direction, which experiments
had shown to be important. The lumped element model is quite efficient in a
numerical point of view. On the other hand, the account for the time evolu­
tion of the surface voltage provides significant improvement on the achieved
accuracy of the force model. In this sense it represents the most viabie option
for a phenomenological force model.
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Figure 2.8: Space-time lumped-element circuit model for a single-dielectric
barrier discharge plasma actuator that divides the region over a covered elec­
trode into (a) N subregions that (b) each represents a parallel arrangement of
circuit elements. (adapted from [32], originally from [102])

2.3.2 First-principles models

One of the first physics-based first-principles models for a DBD plasma actu­
ator was developed by [91]. It consists of aiD model based on a sirnultaneous
solution of the continuity equations for charged and excited particles and the
Poisson equation. The model has also been applied by Jayaraman [61] for
the same boundary conditions. The gap voltage evolution for both studies is
presented in Fig.2.9 with the peaks indicating the discharge events.

After the initial lD efforts, it was deemed necessary not only to expand the
numerical capability in 2D domains but also to include air chemistry in the
resolved charged species. Prior to the advancement of plasma actuators there
had been several models developed for DBDs in air that include complicated
chemistry. These models have served as the basis for the 2D models involving
DBD actuators. To simplify the chemistry, [41] solve for the plasma discharge
in a 2D asymmetrie plasma actuator that includes only nitrogen and oxygen
reactions. Very thorough numerical models have been developed by the group
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Figure 2.9: Evolution of the gap voltage over one full cycle (taken from [61])

of the Pennsylvania State University [85] and the group of the University of
Paul Sabatier [18, 17]. They model the weakly ionized plasma as a mixture
of neutral molecules, electrons, and positive and negative ions. They account
processes such as ionization and recombination.

It is evident that first principles models can precisely describe all the different
processes involved in the plasma actuator. However, they are computationally
time-consuming and require significant computer resources. This is especially
true if they are applied to air since the number of species to be resolved (and
hence equations) increases significantly.

2.4 Applications of DBD actuators

Although no published report of an industrial application of aerodynamic
DBD actuators exists to date, the amount of application studies in laboratory
conditions has been overwhelming. Considering space and relevanee restric­
tions this section is concemed with only applications of DBDs for drag reduc­
tion and more specifically, skin friction drag reduction. For a more detailed
review of DBD applications the interested reader is referenced to the extensive
reviews been published by Moreau et al. [94] and Corke et al. [32].
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Figure 2.10: Setup of the transition delay experiment (taken from [49])

As was previously described, skin friction drag reduction can be divided to
laminar-turbulent transition delay and turbulent drag reduction. Plasma actu­
ators have been used for both. A description of these numerical and experi­
mental efforts is given here.

2.4.1 Transition delay
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Figure 2.11: Experimental shape factor for ac­
tuated and base flows (taken from [49])

The first experimental investigation on this concept has been conducted by

In the previous description
of techniques for transition
delay, it was stated that
mean flow manipulation is
one of the main routes of ac­
tion. LFC techniques make
strong use of this princi­
ple although several robust­
ness restrictions have pro­
hibited such methods from
industrial application . DBDs
present an alternative to LFC
and more specifically mean
flow manipulation for transi­
tion delay. Through their di­
rectional, wall parallel forc­
ing they can be used to energize the laminar boundary layer, make the velocity
profile more full hence making it more hydrodynamically stabie.
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Figure 2.12: The control system for TS cancellation (taken from [51])

ONERA [120]. It involved the utilization of a DBD actuator placed on a flat
plate at zero angle of attack. The orientation of the actuator was perpendicular
to the mean flow direction and the forcing effect directed downstrearn. During
actuation, the forcing of the actuator is providing momentum to the near-wall
regions of the boundary layer which make the profile fuller and damps the am­
plification of instabilities. Nevertheless, the results of this study were negative
as transition was actually promoted than delayed.

On a more successful study [49] a similar investigation was conducted. In this
case the arnbitions were more conservative and a freastream velocity not ex­
ceeding 10 mis was used. The experimental setup of this study is presented
in Fig.2.1O. In this study the boundary layer was artificially perturbed using a
DBD actuator in pulse mode in order to introduce disturbances. Further down­
strearn two actuators operating in continuous mode were used to accelerate the
boundary layer.

The study was complemented with numerical simulations using a RANS flow
solver. For the modeling of the actuator a modified version of the model of
Jayararnan was used. Both experimental and numerical results have demon­
strated transition delay of several cm between base and actuated flows as
reflected in the boundary layer shape factor shown in Fig.2.11. The group
of Darmstadt has been a leader also in the field of phase-locked wave can­
cellation techniques using DBDs. In experimental studies which were com­
plementary to their continuous operation cases artificially excited TS waves
were damped using plasma actuators operated in pulse mode [50, 51]. The
experimental setup has been comrnon between the two studies (Fig.2.1O) al-

28



Chapter 2. Principles of Dielectric Barrier Discharge Actuators

QSV. modlli<d by

"V'-~5o-"-- pw...-_
Ot<ûbto<y. """"""tulg.
• ttea.aJ\IIIiw \'Ort1cn ot
}ow momenrum ftWd

Figure 2.13: Conceptual model for the turbulent boundary layer with oscilla­
tory plasma forcing (taken from [66]).

though the waves were introduced using a vibrating membrane rather than a
DBD.

Control plasma actuators positioned downstream of the excitation actuator
attenuate the waves by imparting an unsteady force into the boundary-Iayer as
shown in Fig.2.12. As aresuit the amplitude of the velocity fluctuations at the
excitation frequency was reduced significantly.

2.4.2 Thrbulentdrag reduction

Interesting possibilities for DBDs rise in the field of turbulent drag reduction
as weil. Utilizing the very fast frequency response of the flow under plasma
actuation the group of the University of Nottingham [66] have applied the ac­
tuators in a configuration of parallel to the flow opposing exposed electrodes.
By energizing one of the two electrodes in each pair in a periodic successive
manner, they were able to produce a near-wall spanwise oscillation which is
typically known to reduce turbulent friction drag [67, 5, 81] . Drag reduction
of up to 45 % was reported for this study.

It was suggested that the plasma forcing resulted in the creation of stream­
wise co-rotating vortices which could disrupt or cancel the quasi-streamwise
vortices occurring near the wall in a turbulent boundary layer. A conceptual
sketch of the mechanism as envisioned by this group is shown in Fig.2 .13.
Although the experimental study was conducted for very small freestream ve-
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locities (1.6 mis) the concept presents an interesting approach for the use of
DBDs for turbulent drag reduction.
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Chapter 3
Methodology

This chapter is dedicated to the description of the different experimental and
numerical techniques used throughout the current investigation. Addition­
ally, the description of the automatic control system used in Chapter 9 is
given.

3.1 Experimental and data analysis methods

3.1.1 Hot Wire Anemometry

Hot Wire Anemometry (HWA) is one of the staple techniques used in experi­
mental fluid mechanics. It is based on small heated sensors which are placed
in the flow to be measured [30]. The sensor in its most traditional form is made
of a thin tungsten or platinum wire supported between two metallic probes.
Taking advantage of the Joule effect, the wire is heated by an electric current
provided by a Wheatstone bridge circuit. Variations in external flow velocity
produce an increase or decrease in the heat which is transfered by the sen­
sor to the fluid. This can be traeed back to voltage variations which, through
proper calibration can be correlated with velocity. Here a brief description
on the working principles of HWA is provided. Details on the experimental
setups and measurements parameters are given within each individual chapter
concerning HWA.
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In general two modes of operation are provided by most HWA systems. These
are Constant Temperature Anemometry (CTA) and Constant Current Anemom­
etry (CCA) respectively. In the more common CTA mode, the wire sensor is
kept at constant temperature by the Wheatstone bridge circuit. This is done
with fast voltage balancing able to follow the fluctuations in heat transfer
caused by the extemal flow. On the other hand, CCA keeps a constant current
flowing through the wire . For this study the CTA mode is applied.

The sensor wire is made out of electrically conductive material, meaning that
when voltage is applied at the ends, electrical current flows through the wire.
Electrical energy is dissipated by the Joule effect which is then transformed
into thermal energy, causing the wire to warm up. The rate at which this
transformation will take place is govemed by the relation:

(3.1)

where Rw is the resistance of the wire, I is the traveling current and <I> is
the heat-loss rate due to thermal convection from the sensor to the flow. To
maintain an equilibrium wire temperature, the thermal energy generated, due
to the flow of electrical current, should be balanced by heat losses (primarily
convective) to the surrounding fluid in motion. The convection heat-loss rate
to the flow can be expressed with:

<I> = 7rlko(8 w - 1JTo)N u (3.2)

where l is the length of the wire, ko is the thermal conductivity of the wire in
quiescent flow, 1J is the thermal recovery factor and Nu is the Nusselt number
which stands for a non-dimensional heat transfer coefficient. The Nusselt
number can be expressed with the semi-empirical relation:

Nu = X + Y'R e" (3.3)

where X , Y and n are constants. Expanding Eq.3.1 using Ohm's law (E =
IR) and combining Eqs.3.1 and 3.2 and reformulating Eq.3.3 the calibration
formula:

(3.4)

where Land M are constants specific to the wire and overheat ration prop­
erties. Considering that the King 's law expresses the relation for n =0.5, the
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relation between U and E requires at least a fourth order polynomial to be
represented accurately during calibration.

HWA has been used in experimental investigations described in Chapters 4
and 5. Since these experiments have been performed at different locations and
times, the setup details of the HWA system present some differences which
are described within each respective chapter. Here a general description of the
equipment used in all experiments is provided.

In the entirety of this work the TSI IFA300 system is used for HWA. As was
previously mentioned it is operated in CTA mode. The system provides si­
multaneously reading of two channels which enables the use of two single hot
wire sensors or one double wire sensor. The system provides automatic selec­
tion of overheat ratio and the typical operating temperature of the sensors is
250 degrees C.

Bridge voltage is read by a National Instruments CompactDAQ system which
employs several modules for fast NO conversion. Maximum sampling fre­
quency is 100 k H z for each channel at 16 bit resolution. The sampling fre­
quency for each individual experiment is mentioned in the respective chapter's
experimental setup section.

The sensor used for the experiments is the TSI model 1201 Standard dispos­
able probes. These are very robust and rigid cylindrical hot film probes. They
are constructed from tungsten film wrapped around a glass cylindrical wire.
The thickness of the sensing element is 5 J..Lm while the length is 1 m mo

The probes have been calibrated using a dedicated TSI 1127 manual velocity
calibrator employing a low velocity nozzle set. More details on calibration
process and issues can be found in the thesis work of Pieter Boon [19] .

3.1.2 ParticIe Image Velocimetry

Partiele Image Velocimetry (PIV) has been extensively used in this work in
Chapters 4, 6 and 10. Here a general description of the working principles
of planar PIV is given while details for the individual setups are given at the
respective chapters. A review on the PIV working principles can be found in
[141].
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Working principle

PIV is a nonintrusive technique that measures the velocity simultaneously at
numerous points within a fluid volume or area using optical means . The fluid
is injected (seeded) with non-transparent tracer particles that are assumed and
considered to demonstrate two important properties:

• the tracer particles do not influence or alter the motion of the fluid

• the tracer particles exactly follow the motion of the fluid

The local fluid velocity at location X is obtained indirectly as a displacement
D of the tracer particles within a finite time interval of !:l t = t2 - t I. This can
be expressed as:

l
t 2

D(X , !:l t ) = v (X (t), t) dt
tl

(3.5)

where v (X (t)) is the velocity of the tracer particles along the trajectory X
within the time interval !:l t . In the case which the tracer particles fulfill the
two previously specified properties, the tracer partiele velocity v can be con­
sidered equal to the local fluid velocity u (X , t) . It is important to mention that
the displacement (D) provides only the average velocity along the partiele's
trajectory over the time !:l t.

The tracer partiele position and displacement is established by illuminating
and optically capturing the planar measurement domain twice in a short deter­
ministic time interval !:lt. This successive illumination is provided by a pulsed
laser sheet while the optical capture is performed using fast digital cameras.
A statistical analysis is then conducted on the two captured image pattems in
order to determine the most likely displacements of the partiele ensemble and
in extension the instantaneous velocity vector field. A schematic of an exper­
imental arrangement for a typical PIV experiment is shown in Fig.3.1 from
[108].

Tracer particles

The tracer particles must fulfill a range of contradicting requirements. On
one hand in order to follow the flow with fidelity and unobtrusively typi­
cally demands that the partiele diameter be sufficiently small. On the other
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Figure 3.1: Typical experimental setup for planar PIV (taken from [108])

hand, since the detection technique is optical, the particles must also be large
enough so that they scatter enough light. Considering the motion of a partiele
in a continuous medium, in the case which extemal forces, such as gravi­
tational, and electrostatic forces etc. can be considered negligible, then the
ability of the partiele to track the flow is a function of its shape, diameter dp,
density PP' fluid density Pf' and fluid dynamic viscosity J.L. If the particles are
considered spherical, an expression relating the instantaneous relative veloc­
ity (V = Up - U r) between the partiele and the fluid, to the instantaneous
veloeities Up and Ur of the partiele and the fluid, respectively, is given by
[92].
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where the term in the right hand side (RHS) and the first term in the left hand
side (LHS) represent the acceleration force and viscous resistance according
to Stokes law respectively. The second term in the LHS term is an additional
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force due to the pressure gradient acting on the particles which is a result of
the acceleration of the surrounding fluid. The third term represents the resis­
tance of an inviscid fluid to the acceleration of the spherical particle, and the
fourth term is the Basset history integral, which is a resistance due to flow
unsteadiness. Por PIV in gases such as air, only the first two terms are impor­
tant because of the large density ratio Ppj Pf ' which simplifies the equation of
motion to:

dUp

dt
Up -Ur

Tp
(3.7)

where Tp is the characteristic time lag of the partiele which can be calculated
from:

(3.8)

where CD is the drag coefficient and Red is the Reynolds number based on
the partiele diameter. Por the entirety of the measurements in this work olive
oil particles are used due to their dielectric strength and small diameter. Nev­
ertheless, due to the extreme electric fileds which the particles are operating as
weIl as the high frequency fluctuations they are requested to follow (Chapter
6) an analysis on their frequency response is given in the next section.

Seeding material considerations

As is already mentioned for the entirety of measurements olive oil droplets
have been used as tracer particles in the PIV experiments. Due to the nature
of the ionization region inherent in DBD operation several issues are raised on
the applicability of the specific seeding particles and in extension of the PIV
experiments as a whole . More specifically two main requirements for accurate
PIV measurements are formulated:

• It has been previously demonstrated [15, 37] and independently proven
by the current work that a highly fluctuating velocity field is developed
within the ionization region in the vicinity of the actuator. The main
speetral component of these fluctuations corresponds to the carrier fre­
quency Jacof the DBD actuator. In the performed experiments of this
work Jac ranges between 0.5 and 4 kHz. The frequency response ofthe
selected seeding material must be enough for the particles to faithfully
be able to track velocity fluctuations of up to 4 kHz .
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• At the vicinity of the DBD actuator strong electric field is produced by
the applied voltage between the actuators electrodes. In turn, due to the
strong electric field, the air is ionized and plasma is formed. This occurs
at spatial points where the local value of the electric field is higher than
the breakdown voltage of air. In the case where seeding particles exist,
they are subject to the same electric field which in consequence can lead
to the partiele breakdown and electrical charging. This is undesirable
since if the seeding particles are charged, they will not be able to inde­
pendently follow the fluid flow since they will be subject to Coulombian
forces from the electric field. It is thus necessary for the seeding ma­
terial to have a breakdown voltage which is higher than the maximum
local value of the developed electric field

For the first requirement the frequency response analysis described by Melling
[92, 93] is followed. It should be noted here that this analysis is intended for
homogenous stationary turbulent motion. This effectively means that the fluid
fluctuations are small seale motions. Although the plasma induced fluctua­
tions cannot be considered turbulence in a speetral point of view due to their
primary frequency component, they are indeed small amplitude fluctuations.
It is therefore assumed that the analysis of Melling is valid in this case.

Initially the Stokes (Bk) number is defined as a non-dimensional representa­
tion of the frequency of the partiele response:

Bk = (~) 1/2 dp (3.9)

where w is the angular frequency of the fluid motion and dp is the diameter of
the particle. Following the assumption made in the previous section regard­
ing large density ratios between tracking particles and fluid, the equation of
motion is expressed by Eq .3.7 and can be reformulated as:
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(3.10)
dUp-=-C(U - U e)dt p

where C is a characteristic frequency of partiele motion defined in terms of
drag coefficient CD as defined in Eq.3 .8:



(3.12)
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Melling suggests for Stokes resistance CD = 24/Rep and:

C = 18JL = 18w
Ppclf> Sk2s

where s is the density ratio (pp/Pf)' Since in this case the particles are liquid
(olive oil) and the ftuid is air the ratio s can be considered relatively high. For
s » 1 Hjelmfelt and Mockros [54] provide the solution to the equation of
motion:

_ ( W; )-1/2
Tl - 1 + C2 (3.13)

where Wc is the highest ftuid frequency of interest. Since the solution to the
equation of motion is based on the ratio of amplitude of partiele and ftuid
motion (Tl) a criterium must be set for the latter. Melling suggests Tl = 0.99.
Based on this criterium the maximum frequency which the olive oil particles
can track can be calculated using Eq.3.12 and 3.13. Based on the specifica­
tions of the TSI atomizer used in the experiments the diameter of the produced
olive oil droplets is IJLm. Density of olive oi1 is 970 kg /m3 while the density
ratio s is 617. Based on these values the maximum angular frequency which
the particles can follow is Wc =47595 rad/s and the maximum physical fre­
quency is Je = wc / 27r =7.57 kHz. As such olive oil droplets are deemed
sufficient for the intended frequency range (0.5-4 kHz).

The second issue raised on the applicability of olive oil particles as seeding
material is its dielectric strength under intense electric field conditions. A very
limited amount of work has been published on the subject which is basically
confined in two studies [9, 126]. Additionally an in-house investigation is
conducted as part of the MSc work of Giovanni Nati [97]. Results from all
three studies are used here.

In order to estimate the areas where electrical breakdown of seeding particles
might occur the estimation of the electric field distribution is necessary. This is
easily approximated by the Poisson equation for the electric potential é

(3.14)

where, E is the dielectric coefficient, and p is the space charge density which is
set to zero as an approximation. The problem definition, design and boundary
conditions is shown in Fig.3.2.
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Figure 3.2: Plasma actuator configuration, domain and boundary conditions
for determination of the electric field (taken from [97])

The input for the electric potential is chosen to be the maximum voltage used
during the experiments of Nati (18 kVpp ) . It should be noted that this is the
maximum value reached during an actuation cycle and not an averaged value.
The resulting electric field and electric potential are shown in Fig.3 .3.

The strongest electric field is found between the electrodes while the strength
of the electric field decays when moving away from away from the exposed
electrode. Based on the analyses of Artana et al. [9] the electrostatic forces
can be neglected for electric fields below 106 Vlm for partiele diameters of I
J.Lm. According to Fig.3.3 this is achieved after a quarter of a circle with a 2.5
mm radius away from the exposed electrode. In a 1mm radius the maximum
electric field is 106 Vlm which results in a ratio equal to the slipping veloc­
ity between the viscous and electrostatic forces. For typical plasma actuator
induced veloeities of several mis this means that the viscous forces is several
times (0 (1» larger than the electrostatic forces.

The conclusion ofNati's analysis on the electrostatic field induced by a plasma
actuator is that in an area (circle of Imm radius) in the immediate of the ex­
posed electrode edge facing the covered electrode the electrostatic force is
larger than the body force . Outside this small area the viscous forces are sev­
eral times larger than the electrostatic forces and seem to dominate the partiele
motion. Using a different technique Stephen et al. [126] arrives at similar con­
clusions. More specifically they use independent pitot tube measurements in
order to compare a particle-free flow with the PIV study. Again no influence
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Figure 3.3: Electric field resulting from the investigated plasma actuator con­
figuration, with 18kVpp (taken from [97])

on the seeding material has been found.

Imaging

During the imaging process the tracer particles are viewed through a finite
aperture lens and as such their image does not appear as a point in the image
plane, but forms a Fraunhofer diffraction pattem. This consists of an Airy
disk surrounded by Airy rings (l08]. The diameter of the Airy disk ddiff
represents the smaUest partiele image that can be obtained for a given imag­
ing configuration. The value of ddiff for a given aperture diameter D a and
wavelength ). can be calculated by approximating the normalized intensity
distribution of the Airy pattem by a Gaussian beU curve and using the thin
lens equation given by:

1 1 1- + - = - (3.15)
Zo Zo f

where Zo is the distance between the focal plane and lens, Zo is the distance
between the lens and the object plane and f is the focallength of the lens. The
magnification factor M can then be defined:

M= Zo
Zo
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Figure 3.4: Planar PIV cross-corellation process (taken from [108])

and the diffraction limited minimum diameter ddif f is expressed as

(3.17)

where f # is the f-number of the lens (ratio between focallength (f) and aper­
ture diameter (Dp».

Image analysis

After acquisition, the gathered digital images are analyzed in order to extract
the velocity vector fields. In the course of PIV image analysis, the partiele
distribution is described in terms of apattem. The captured partiele images
show the instantaneous locations of the tracer particles as peaks in the light
intensity stored in digital files. For a sufficiently small time interval between
two snapshots (~t), the two consecutive images present intensity distributions
with the second exposure slightly shifted with respect to the first. Determining
the shift, combined with the knowledge of ~t leads to the estimation of the
average velocity field during the respective time interval. The partiele shift
can be calculated using a correlation technique. The two consecutive partiele
images at times t and t + ~t, are shown in Fig.3.4 from [108].

The captured images are first divided into smaller so-called interrogation win­
dows, containing local pattems of light distribution. The distributions of light
intensity within an interrogation window at times tand t + ~t are desig­
nated h (i, j) and 12 (i, j) respectively, for a two dimensional matrix of pixels
counted in i and j. The cross-correlation process involves shifting the first
template I1 around template 12 by a given shift (dx, dy)0 The sum of the
products of all the overlapping pixel intensities at each spatial shift (dx, dy)
produces the map of correlation value C(dx ,dy), which is essentially a mea­
sure of the degree of matching between the two distributions for a given shift.
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A range of different shifts is analyzed in order for a correlation map to be
formed .

Initially the corelation value is normalized using the intensity standard devi­
ation from each window. The correlation map c(dx , dy ) is then searched for
the largest peak which by default corresponds to the most probable displace­
ment within the interrogation window. With knowledge of the time separation
I::i. t, the velocity vector field can then be determined. The signal-to-noise ra­
tio is then defined as the ratio between the first and second largest correlation
peaks.

3.1.3 Proper Orthogonal Decomposition

Several flow topologies resulting from unsteady actuation are characterized
by large coherent structures such as vortices, eddies or shear layers. This is
also the case with DBD actuators as is demonstrated in Chapter 4. The pres­
ence of these large scale structures and their contribution to the total kinetic
energy resulting from the actuation can be determined by using Proper Or­
thogonal Decomposition (POD) techniques. The decomposition can be car­
ried out using two methods: the direct method or the snapshot method. A
brief description of the mathematical background of the snapshot method is
presented here since this is the preferred technique for data analysis in Chapter
4. The interested reader is referred to [31] for more information on the direct
method.

The snapshot method was first introduced by Sirovich in 1987 [123] to reduce
the memory resources associated with processing large amounts of data. In
this technique POD extracts information via a statistical analysis of a set of
velocity fields. A typical expample of application is velocity fields resulting
from PIV measurements. Snapshot POD relies on the decomposition of the
fluctuations of a velocity field in a set of eigenmodes that represent an average
spatial description of coherent structures. The criterium of decomposition is
based on the energy content of the modes which usually translates into the
selection of predominantly large-scale structures [75]. These modes do not
necessarily correspond to coherent structures but mayalso represent events
in the flow that contribute the most to the energy of the flow such as turbu­
lence.

POD essentially separates large coherent structures (CS) from small, uncorre-
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Figure 3.5: Schematic ofthe snapshot POD method (taken from [31])
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where k = 1,2, . . . , N, denotes the individual snapshots. The temporal eigen-

(3.18 )
Nt

<I> (x) = L a(tk)u(X, tk)
k=l

lated flow features which can be attributed to noise, small scale turbulence and
other low energy structures. For this study the snapshot POD method [123]
is used which is a modified version of the classical POD technique. More
specifically, the flow is assumed to be composed out of a mean component
umean(x) and a a time dependent component u(x, t) which includes the CS
as well as the uncorrelated fluctuations. The first step of the POD analysis is
to subtract the mean velocity from the total velocity fields which are obtained
from the PIV experiment. All subsequent steps will refer to velocity u( x, t)
which corresponds to the fluctuating component.

The snapshot POD method (Fig.3 .5) consists of an eigenvalue problem from
which the resulting eigenfunctions a are the temporal POD modes with cor­
responding eigenvalues (À). The spatial modes <I> are then assumed to have a
special form with respect to the input field (u(x , t) :



(3.19)

3.1. Experimental and data analysis methods

functions (a(tk) ) are to be detennined such that the spatial modes <I> are solu­
tions to the integral Fredholm equation:

in R(x, X') <I> (x' )dx' = À<I>(x )

which in turn is using the spatial correlation function:

1 Nt
R(x,x') = N L u(x, td· uT(x, ti )

t i= l

(3.20)

The solution procedure for the eigenvalue problem begins with the formula­
tion of a snapshot matrix which contains the fiowfield data (in this case veloc­
ity). Each column of the snapshot matrix represents a single observation or
snapshot of the input ensemble:

(

U(Xl , td U(Xl,t2)
U(X2,tl) U(X2,t2)

A =

U(X~[,tl) U(X~,t2)

U(Xl, tNt)1
U(X2, tNt )

U(Xft,;, tNt)

(3.21)

where M is the number of all points of observation within one snapshot while
N, is the number of snapshots. Matrix A is used to build the two point corre­
lation matrix R needed for the formulation of the eigenvalue problem. Specif­
ically for the snapshot POD method, stationarity and ergodicity assumptions
are applied in the estimation of the spatial correlation tensor R:

AAT

R = - (3.22)»,
The integral Fredholm equation (3.20) can be reformulated into the eigenvalue
problem:

RV =ÀV (3.23)

where: Vi ( ::~::l ) for i = 1,2, ... , Nt The set of eigenvalues (À)

a1(tNt )
can provide the contribution of each mode to the total energy content of the
fiuctuating fiowfield:

(3.24)
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3.2 Numerical Methods

3.2.1 Finite Volume methods for CFD

The finite volume method is a mathematical discretization method which is
weIl suited for the numerical simulation of various types of conservation laws
such as elliptic , parabolic and hyperbolic problems. It has been extensively
used in fluid mechanics and has gained wide acceptance through commercial
CFD packages. Some of the important features of the finite volume method
are similar to those of the finite element method since it it may be used on
arbitrary geometries, using structured or unstructured meshes , and it leads to
rabust schemes . An additional feature is the local conservativity of the nu­
merical fluxes, which means that the numerical flux is conserved from one
discretization cell to its neighbour. This last feature makes the finite volume
method quite attractive when modelling problems for which the flux is of im­
portance, such as in fluid mechanics . The finite volume method is locally
conservative because it is based on a balance approach: alocal balance is
written on each discretization cell which is often called control volume. Using
the divergence theorem, an integral formulation of the fluxes over the bound­
ary of the control volume is then obtained. The fluxes on the boundary are
discretized with respect to the discrete unknowns.

The finite volume is the primary spatial discretization technique used in Open­
FOAM and as such a brief description of its mathematical background is given
here. The interested reader is referenced to [28] for a more detailed descrip­
tion of the method. In the following subsections the method is described using
the simple example of the linear transport equation.

Example 1. Transport equation

45

The first example considers the one-dimesnional transport equation for given
initial conditions:

(3.26)

(3.25)

U(x, O) = uo(x)

Ut(x, t) + \l . (vu)(x, t) = 0

with initial conditions:

where Ut is the time derivative of u. Consider the discretization over a mesh ~
of polygonal bounded convex subsets, namely contral volumes. Then, Eq.3.25
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can be integrated over a volume K E L; yielding the balance equation over
K:

f Ut(x, t)dx + f v (x, t) . UK (X)U(X, t)d,(x) = 0 (3.27)JK JaK
where U K is the normal vector to 8K, outward to K . If k is a constant time
discretization step and t« = nk then Eq.3.27 can be further discretized in time
using the explicit Euler scheme:

~lr> -u(n)(x))dx +~K v (x, t ) . uK (x )u(n)d, (x ) = 0 (3.28)

where d, is the one dimensional Lebesgue measure (in this case equivalent to
dx) on 8K and u( O)(x) = uo(x ). Using the divergence theorem the second
term of the RHS of Eq.3.28 is expressed as a sum of surface integrals where
0' denotes the face subset of the finite volume cell:

setting:

v~,~ = 1v (x, tn)UK,ad,(X)

the final discretized transport equation can be set:

along with the boundary condition:

uiO) = [ uo(x )dx

where m(K) denotes the measure of the control volume K.

3.2.2 Reduced Navier-Stokes solver in OpenFOAM

(3.30)

(3.31)

(3.32)

OpenFOAM is a widely documented open souree package and as such the in­
terested reader is referenced to [2, 1] for more information on the selection of
solvers and issues of implementation and validation. Here only a description
of the specially developed solver for the needs of this study is given. This
includes goveming equations, implementation in the souree code and a de­
scription of the boundary conditions.
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Goveming equations

In order to resolve all the spatial and temporal scales involved in the Tollmien­
Schlichting waves (TS) propagation and amplification problem, a full Navier­
Stokes solution is pursued. Furthennore a reduced approach is followed in
which the base flow (1aminar boundary layer) is considered fixed while the
NS equations are solved for the TS perturbations. Here an overview of the
flow solver is given.

Since the pimary interest of the study is the interaction of the DBD actuator
with TS waves propagating in the laminar boundary layer, a 2-dimensional
approach is taken in order to reduce complexity and numerical cost. It is
of course only a first step towards a complete transition control application.
Nevertheless, the methods, tools and conclusions related to this study can
easily be expanded to generalized 3D cases.

Consider the 2D incompressible Navier Stokes equations in the presence of
body forces:

au 2 V P Fb- + u .vu - v V U = -- + -m p p
(3.33)

(3.34)

In the context of hydrodynamic stability it is often convenient to express the
flow as the sum of a base mean flow (Uo,Po) and a fluctuating component
(u,p). The mean flow which is steady in time can be calculated beforehand
using either analytical solutions of the Falkner-Skan equations or numerical
solutions of the NS equations. In this case the standard incompressible NS
solver in Open FaAM (icoFoam) is used. More details in implementation and
validation of this solver as well as the results for the mean flow can be found
in the thesis work of Rogier Giepman [45]. The velocity, pressure and force
fields are expressed as:

U (x, y , t) = Uo(x, y ) + u (x , y , t )

P (x , y , t) =Po(x, y) + p(x , y , t)

Fb (X,u,t ) = fb(x, u,t)
To be noted here that the body force term is of major importance since it
provides an efficient way to introduce the effect of the plasma actuator in the
flow. A model for this is developed in Chapters 7 and 8. Here, no mean force
component is assumed since it is desirabie to keep the force as one single
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term for simplicity in the calculations. Instead, fb contains both the mean and
fluctuating components of the body force.

Substituting (3.34) into (3.33) produces the expression for the mean and per­
turbed flowfield:

8(Uo + u)
8t + (Uo + u) . 'V(Uo + u)

-v 'V2 (U
O
+ u) = _ 'V(Po+ p) + fb

p P
(3.35)

It can now be assumed and enforced that the mean flowfield (Uo , Po) is also
a solution of the NS:

8Uo 2 'VPo-- + Uo . 'VUo - v 'V Uo = ---
8t P

(3.36)

Subtracting Eq.3.36 from Eq.3.35 provides with the final fonnulation for the
perturbations:

~~ + (u · 'V)u + (Uo . 'V)u + (u· 'V)Uo - v'V2u = - 'V; + ; (3.37)

To be noted that no linearization has been applied to the NS equations. Instead
the overall solution can be visualized as a two-step approach where the mean
and fluctuating flowfields are calculated independently.

The set of goveming equations is implemented and solved within the com­
putational framework of OpenFOAM. The platform employs second order
finite volume discretization in space and a variety of finite difference meth­
ods for temporal advancement. The larninar boundary layer base flow (Uo) is
calculated using the boundary layer equations or the Palkner-Skan solutions.
Nevertheless in this study the incompressible viscous solver of OpenFOAM
(icoFoam) is used since the computational cost is minimum for a 2D study
[45]. The souree code for the reduced NS solver is presented in Appendix

A.
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Boundary and initial conditions

The boundary conditions for the stability problem are Dirichlet conditions
of zero perturbation velocity at the flat plate wall and top boundary while a
Neumann condition of zero gradient is imposed at the outflow. For pressure,
Neumann conditions of zero gradient are imposed on all boundaries except
the top where fixed zero pressure is imposed.

In order to investigate the boundary layer stability problem the disturbance in
question must be introduced in the numerical domain. This can be done in
a multitude of ways such as imposed fluctuating velocity at the inflow, un­
steady suction and blowing at the wall or fluctuating distributed body forces
[4, 21, 63]. It is generally a good choice to introduce the disturbanee upstream
of the first neutral curve to allow any transient noise to damp out. In this
study two techniques for introducing the disturbanee are employed. Firstly
a fluctuating velocity component is imposed at the inflow. The shape of the
fluctuation corresponds to the eigenfunction of the TS wave calculated from
Linear Stability Theory (LST) for the given frequency. Details on the LST
calculations are given in the next subsection. Zero net mass is achieved since
the imposed velocity has zero mean value. This technique is useful for ver­
ification purposes as well as single frequency control cases. Nevertheless it
presents some difficulties when wavetrains of more than one frequencies must
be introduced. For these cases an unsteady horizontal body force (fg(x , y, t)
is used in the form of:

fg(x, Y, t) =

i)wi . sin(211"wi t )) . sin ( 11" x ) . sin ( 11" Y )
i X2 - Xl Y2 - YI

(3.38)

where Xl < X < X2 , YI < Y < Y2.

The differences (X2 - xI> and (Y2 - yI> define the spatial wavelengths of the
force in x and y direction. For the current case the X wavelength is approx­
imately half the wavelength of the desired TS wave while the vertical wave­
length is approximately a quarter of the TS wavelength. The temporal vari­
ation of the fluctuating force is controlled by the sum of n sinusoidal modes
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with corresponding amplitudes (Wi ) and frequencies (Wi). In general, the nu­
merical study in Chapter 9 makes use of the imposed inflow for the single
frequency cases while the imposed body force is used for all multi frequency
cases.

Verification and Validation

The numerical framework in Chapter 9 is comprised of three discreet com­
putational modules which are coupled together in order to achieve the final
transition control goal. These are the flow solver, the forcing mechanism and
the adaptive control system. Due to the multiple models used in this approach,
it is desirabie to identify, evaluate and address possible sourees of error. This
is done via a verification and validation approach wherever is possible. For
more details on the validation and verification issues address to the Master
thesis of Rogier Giepman [45].

The flow solver is the most straightforward component to verify and validate
since accurate solutions exist for both the mean and the fluctuating velocity
components in the form of the Blasius equations and Linear Stability Theory
(LST) respectively. It should be noted here that both the Blasius solution
for the boundary layer and LST are solutions of a different set of equations
than the ones the solver of this study handles. Modeling errors are therefore
expected.

Firstly some notations are introduced in the framework of hydrodynamic sta­
bility. For the entire numerical study in Chapter 9, flat plate boundary layers
with zero pressure gradient at two freestream veloeities are considered. These
correspond to 10 and 30 mis. For all cases a Reynolds number based on the
inflow displacement thickness is defined:

Reü = Uooóó
1/

(3.39)

A TS wave frequency number is set based on the Reynolds number at the
inflow:

F = Wo X 106

Reà

where W = 'ti: is the local non-dimensional frequency of the mode.
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Figure 3.7: TS eigenfunction shape for the three tested grids (F = 86) along
with LST prediction.

For verification purposes two grid studies are employed. Firstly a mesh re­
finement study is conducted. Three computational meshes of different sizes
(106x544, 141x 727, 211 x 1090 cells denoted mesh 1, mesh 2 and mesh 3
respectively) are created employing the same physical dimensions and cell
clustering ratio. The h factor between the three meshes is 1, 1.5 and 2 re­
spectively. To be noted that the cell spacing of mesh 2 is the one used in this
study for the investigation of the selected test cases. For all three meshes, a
two stage sequence of cases is run. More specifically, for each mesh a mean
flow is calculated using the standard full Navier-Stokes solver (icoFoam) and
subsequently the stability case is run for a single frequency case using the
reduced NS solver (Eq.3.37). Veloeities at several spatial positions are calcu­
lated in order to estimate the observed order of accuracy as defined by Roy
[115]. Fig.3.6 presents N factors for the three different meshes for the case of
F = 86. The observed order of accuracy for the N factor at x =0.8 is 2.03.
Additionally a comparison between the shape of the propagating TS wave is
given in Fig.3.7.
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Figure 3.8 : N factor for different top boundary location. (F = 86, mesh 1)

The second grid study involves the location ofthe top boundary ofthe cornpu­
tational domain and its influence on the stability simulation. Fig.3.8 presents
the computed N factors for four cases of top boundary located at different dis­
tances from the flat plate wall . It is apparent that a threshold of approximately
258* exists above which the top boundary does not influence the simulation.
To be noted here that the top boundary study is done using the spacing ofmesh
1, hence the large difference of the N factor from LST results.

3.2.3 Linear Stability computations

Linear Stability Theory results are used for validation of the developed flow
solver as well as for generation of initial conditions for the simulation. Here,
only a brief discussion is given on the solution of the Orr-Somrnerfeld equa­
tion as well as some details on the eN method. For a more detailed account
on LST see the work of Van Ingen [57,58].

Disturbances in the laminar boundary layer are described by a stream function

'Ij;(y) = if>(y)ei (ax-wt) (3.41)

Various quantities are non-dimensonalized using the velocity at the edge ofthe
boundary layer (U) and the momentum loss thickness (0) as scales. Boundary
conditions for if> follow from u' and v' =0 at the wall and for y ~ 00:

if>(0) = if>'( O) = if>(oo) = if>'(oo) = 0 (3.42)

The Orr-Sommerfeld code used in the present investigation is based on the
global solution of the spatial stability problem using an expansion in Cheby-
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chev polynomials. For the treatment of the non-linearity of the eigenvalue the
companion matrix technique is used as proposed by Bridges and Morris [22].
More specifically the Orr-Sommerfeld equation can be written as

[( d
2

_ a2? _ iRe((aU _ w)( d
2

_ a2) _ aU")]t/J = 0 (3.43)
dy2 dy2

Equation 3.43 can be integrated indefinetely four times giving

t/J - (iwRe - 2a2) J J t/J-iaRe J J Ut/J + 2iaRe J J J U't/J+

(a
4

- ia
2w

Re) J J J J tt/J + ia
3
Re J J J J Ut/J+

b1y3 b2y2
-6- + - 2- + b3Y + b4 = 0 (3.44)

The eigenfunction t/J can be expressed in a series of Chebychev polynomials
as:

(3.45)
N

aa ~
t/J(y) = "2 + LJ anTn(y)

n=l

Equation 3.45 is substituted into Equation 3.44 along with the formula for
Chebychev multiplication and integration. Finally the system is solved by a
standard eigensolver to obtain the global spectrum of eigenvalues (a) for a
given combination of frequency (w) and Reynolds number (Re).

(3.46)

In the spatial mode of the stability analysis the circular frequency w is assumed
to be real and the wave number a to be complex. Also t/J and 'l/J are complex
but in the present study it is only important to specify a =ar + icq.

Introducing a into Eq.3.4lleads to:

'l/J(y) = t/J(y)e(-o;x)ei(Orx-wt )

(3.47)
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a
a+ da

It follows from Eq.3.46 that disturbances grow, remain constant or decrease
with x for ai < 0, =0 and > 0 respectively, meaning that the given flow is
unstable, neutral or stabie against the given disturbance. As can be seen from
Eq.3.46 the rate of amplification or damping is determined by - ai .

The amplitude a of the disturbance can be computed as a function of x using
Eq.3.46 .The ratio of the amplitudes a and a + da at x and x + dx is given
by:
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or:
ln(a + da) -ln(a) = d(ln (a)) = <cqdx

and after integration:

a l x

n = ln(- ) = -aidx
aa XQ

(3.48)

(3.49)

where Xa is the station where the disturbance with frequency w and amplitude
aa first becomes unstable. The quantity n will be denoted as the "amplification
factor" while -ai is the "amplification rate". Then en gives the "amplification
ratio". In applications Eq.3.49 is written as follows:

(3.50)

or by denoting T =106 ( R~~B )

(3.51)

The factors 106 and 10- 6 have been introduced for convenience. If n is calcu­
lated as a function of x for a range of frequencies (F00 =w)a set of n-curves
is derived. The envelope of these curves gives the maximuiii.amplification fac­
tor N as a function of x . The eN method assumes that transition occurs when
N has reached a critical value (of the order of9) but dependent (as determined
by experiment) on the disturbance environment in the flow such as turbulence
level, extemal noise, surface roughness etc.

3.3 Filtered-x LMS automatic control system

Chapter 9 is focused on the numerical investigation of control of TS waves
using DBD actuators. As is explained in the specific chapter, the robust and
autonomous control ofTS waves must rely in a capable automatic control sys­
tem. Since this work is coupled to future experimental work, the control sys­
tem must also work under realistic implementation conditions. This translates
to the need for simple arithmetics which can enable the control algorithm to
work in fast real-time Digital Signal Processors (DSP). One of the best suited
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algorithms to fulfill the requirements is the filtered-x LMS (FXLMS). In this
subsection mathematical overview of the working principles is given. An ex­
cellent introduetion in the field of active noise control and related techniques
(including FXLMS) is given in the book by Hansen [52].

As is previously mentioned for the control system the filtered-x LMS (FXLMS)
[80] adaptive algorithm based on FIR filters is applied. The concept is derived
from active noise cancellation techniques and it involves a feed-forward loop
for the estimation of the control signal which drives the actuator (in this case
the voltage amplitude of the DBD actuator). More specifically, the system
uses a reference and an error signal which in the investigated case are pres­
sure values at the flat plate wall. In the numerical framework these are read
directly within Open FaAM. The reference signal is read upstream of the
actuator in order to sense the incoming instabilities while the error sensor is
downstream of the actuator in order to sense the instability after manipulation.
A schematic of the working principle is given in Fig.3.9.

The system is using a primary Finite Impulse Response (FIR) filter:

(3.52)

through which the reference signal (x) is passed as follows I :

L-l

y(k) = w (k)T . x(k) = L wi( k)x(k - i)
i = O

(3.53)

55

1For the description of the controller algorithm the notation of Hansen [52] is followed
throughout.

(3.54)w (k + 1) = w (k) - 2j.Le(k)f(k)

where k is the time instant of the last sample of the reference signal and L
is the length of the primary FIR filter w. To be noted here that x (k) =
[x(k) x(k- 1) . . . x(k- L + 1)Vis a vector containing the L last samples of
the reference signal. Through this process the output signal y(k) which is sent
to the actuator is produced. In order to achieve the desirabie cancellation effect
the weights of the primary filter w must be adapted. This is achieved through
a Least Mean Square (LMS) approach which compares a filtered version of
the reference signal with the error signal at time instant k in order to compute
an updated set of primary filter coefficients for time instant k+ :
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Figure 3.9: Schematic of the working principle for the filtered-x LMS control
algorithm.

where the convergence coefficient 11 is a constant used to increase or decrease
the convergence of the adaptation process. The choice of 11 is extremely im­
portant for the final control performance. As will be shown in Chapter 9 too
small 11 leads to slow convergence and reduced performance while too large
11 renders the algorithm unstable. For this study a variation of the standard
FXLMS algorithm is used where 11 is normalized by the strength of the ref­
erenee signal in order to increase the robustness of the convergence process
and decouple partially the stability of the algorithm from the absolute values
of the reference signal :

(3.55)f3
11 = xT(k )x(k )

where f3 is a predifined constant.

In the control algorithm f (k) is produced by filtering the reference signal with
a secondary FIR filter (FIRII) which is a digital representation of the natural
cancellation path:

M- I

f (k - j ) = L êi(k)x (k - i - j)
i=O

(3.56)

where c(k) = [Cl (k), C2(k), . . . cM-I (k)jT and M is the length of c. This is
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done in order to have avalid comparison between reference and error signals
for the update process. The cancellation path copy (FIRn) is obtained using a
system identification routine based on a modified version of the LMS adaptive
algorithm. More specifically the actuator is driven by a predeterrnined signal
which in this case is the reference signal x (k). At the same time x (k) is
passed through the secondary filter. The produced signal is then subtracted
from the error signal and used in the LMS routine to update the coefficients
of FIRII. By using the difference of the two signal to update FIRII, the final
weight coefficients of the secondary filter are such that f (k) = e(k). This
effectively means that FIRII, in its final converged state, can model the natural
cancellation path as it was initially required by the primary control system.
The control sequence starts first by running a System Identification procedure
(circuit A in Fig.3.9). As soon as the system ID algorithm converges and FIRII
is available the actual control can begin (circuit B).

Both the system identification and control algorithms are implemented in the
Open FaAM framework and operate in parallel to the flow solver. Several
parameters of the algorithm such as primary and secondary filters lengths,
sampling rate, weights update rate and convergence values ({3) are set prior to
the simulation.
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Diagnostics

Felix, qui potuit rerum cognoscere causas.

Publius Virgillius Maro, Georgica
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Chapter 4
Actuation in Quiescent Flow
Conditions

The simplicity in construction and operation which is so typical of DBD ac­
tuators, is able to provide a wealth of possible configurations in terms of ge­
ometrical, electrical and operational properties. Prior to any attempt in utiliz­
ing DBD actuators in a flow control application, a clear view of the operating
principles must be established. Furthermore, the influence of many geomet­
ric and electrical properties on the actuation effect should be investigated and
mapped. Through appropriate parametrie studies, an operational envelope for
the actuators can be created which can serve as the starting basis for any in­
tended flow control effort.

This chapter is dedicated on the establishment of a clear description and under­
standing of the phenomenological actuation effect of the DBD actuators and
the dependenee of their performance on several operational parameters. The
investigation is performed in conditions of quiescent fluid in order to isolate
the effect of the actuator. Several parameters are investigated using a multi­
tude of measurement techniques and diagnostic tools. Two major campaigns
are initiated to this goal. Firstly, a large parametrie study is performed with
the use of HWA and direct thrust measurements. This choice is made due to
the robustness and time efficiency these measurement techniques can provide,
properties which are essential for mapping a large number of parameters. Sec-
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ondly, fewer selected cases are investigated with the used of time resolved PIV
in order to provide further insight into several steady and unsteady phenomena
occurring during actuation.

4.1 Experimental Setup

4.1.1 Thc actuator

The actuators consist of thin rectangular copper electrodes made out of self­
adhesive copper tape separated by adielectric layer. The thickness of the
electrodes is 60 um while the width varies between 5 mm and 25 mm de­
pending on the test case. Their effective spanwise length (along which plasma
is generated) is 200 mm for the majority of measurements. Longer actuators
(300 mm) are used for the thrust measurements. The electrodes are separated
by one to three Kapton tape layers depending on the test case. The thickness
of each layer is 2 mil (50. 8 J-lm). The electrodes and dielectric are supported
bya 10 mm thick, 200xloo mm rectangular POM plate. The free ends of
both electrodes are folded around the POM plate. The plate is then fixed on a
rectangular POM base carrying two aluminum connectors which contact the
electrodes. The connector of the upper electrode is connected to the HV out­
put cable of a TREK 20120C HV amplifier (±20 kV, ± 20 mA , 1000 W)
while the connector of the lower electrode is grounded. The design of the ac­
tuator is specifically chosen to be modular for the easy interchange of different
configurations of electrodes.

The actuator operation is controlled remotely via a computer workstation were
the driving signal is created by software (LabView) and is sent to the amplifier
via a DigitallAnalog (DIA) converter. The amplifier provides direct readings
of the output voltage and current through intemal measurement probes. While
the intemal voltage probe gives sufficiently accurate readings the intemal cur­
rent probe has been found to be too slow to resolve high frequency current
fluctuations such as the discharge currents typically found in plasma actua­
tors . To resolve this, a resistance is placed between the lower electrode and
the grounding cable and voltage is measured across it indicating the traveling
current.

When the actuator is activated, plasma appears near the inner edge of the two
electrodes in the form of a uniform purple glow cloud with decreasing inten-
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Figure 4.1: The actuator 1ayout and coordinate system (not to seale)

sity towards the covered electrode. The ionization region appears to be uni­
form and constant along the 1engthofthe electrodes although it is known that it
consists of multiple nanosecond discharges of high current flow [102].

4.1.2 Measurement techniques

To reduce the effect of any extemal disturbances on the measurements, the
tests are ran in still air. This approach has the advantage of increasing the
accuracy of the measurements since the induced veloeities are expected to
be in the order of 1 mis as wen as giving more insight to the 'pure' induced
velocity field. A major drawback of this approach is the 1ackof insight into the
interaction process of the actuator and a given external flow. A1though this is
not a major issue for the parametrie study of this chapter, experiments in a 10w­
turbu1ence boundary-1ayer tunnel are conducted and described in a following
chapter. For ensuring an environment of still air a test box is constructed from
c1earPlexiglas for optical access . The box has the shape of a cube with a 500
mm long side. The base of the box has a rectangu1ar slot were the actuator fits
in, flushed with the base of the box thus minimizing any effects of roughness
on the induced veloeities . The box is equipped with ventilation due to the
large amounts of ozone produced from the ionization process.

Hot Wire Anemometry

For the flow diagnostics the use of Hot Wire Anemometry (HWA) is selected.
HWA has been found best suited for a parametrie study as it combines suf­
ficient accuracy with re1ative ease of use. Furthermore, with the use of an
x-probe or two single wire probes reso1ving of both horizontal and vertical
velocity components is possible. Based on an initial two-dimensionality study
the flow has been identified as uniform and constant along approximately 80
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Figure 4.2: Time trace of total velocity for dif­
ferent x positions (Vapp = 10 kVpp , l ac = 2
kH z ). High-speed PIV measurements. All
data sampled at y =0.75 mmo
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4.1. Experimental Setup

%of the span of the electrodes. Based on this, any velocity component in the
spanwise direction is considered negligible and the probes are placed in order
to measure vertical velocity, v and total velocity, U. The horizontal velocity
component, u, is derived from U and v. All measurements are taken at the
half-span of the actuator.

High frequency interference

In the experimental studies described in this and the following chapters, the
first measurement point is placed at 7 mm from the actuator. In such close
proximity, the hot-wire readings present astrong fluctuating component at the
carrier frequency l ac of the actuation signal, which in this case is 2 kHz.
It is known from other investigations [15] that in the plasma formation area
velocity fluctuations appear, corresponding to the carrier frequency.

These are due to the physical
interaction between charged
and neutral particles. It is
thus important to establish
that the fluctuations in our
signal are due to EM noise
and not due to physical ef­
fects such as the plasma­
flow interaction . To this goal
high-speed (10 k Hz ) PIV
data from the experimental
campaign described in in the
next section are used. As
can be seen from Fig.4.2
the high frequency fluctua­
tions appear very near the in­
ner electrode edge (plasma
formation area) but damp
out and eventually disappear
prior to the first hot-wire
measurement point (at x = 7 mm). Based on these observations the high
frequency fluctuations which remain in the velocity signal will be considered
as EM noise and filtered out using a low pass filter.

64



Chapter 4. Actuation in Quiescent Flow Conditions

Table 4.1: Mean velocity values for covered and uncovered actuators.

t.: (Hz) U m ea n cove red (mis) U m e a n uncovered (mi s)

6
8
10
8
8
8

2000
2000
2000
1000
3000
4000

-0.0035
-0.0026
-0.0030
-0.0046
-0.0032
0.00 11

0.2493
0.3820
0.4723
0.3502
0.4264
0.4581

0.6r--~--~--~-~---,

0.40.380.34 0.36
time (5)

0.32

0.5

-0.1'---~--~--~-~--~
0.3

Figure 4.3: Induced velocity for covered and
uncovered actuators for Vapp =10 kVpp , Jac =
2 kH z. Sampled at x =7 mm, y =0.75 mmo

An additional consideration
is the effect of the EM
noise on the time averaged
value of velocity which can- ~:snot be corrected using fil-
tering. In order to investi­
gate this effect, HWA mea­
surements are conducted in
the vicinity of the actuator.
The actuator is then covered
with a plastic sheet in order
to obstruct the induced flow
field from reaching the hot
wire sensor and the measure­
ments are repeated. Care has
been taken in the design of
the cover as to not interfere
with the plasma region. A comparison between the covered and uncovered
actuator is presented in FigA.3. Additionally, the mean values of velocity for
different voltages and frequencies are presented in TabA.I . It is clear that
the EM noise has no significant effect on the time averaged value of induced
velocity.

Load cell

For the direct thrust measurements an electronic ME-messsysteme @ KD-40S
strain-gage load cell is used. The nominal force range is ± 2 N with an accu-
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racy of 0.1% (2 mN). A light PMMA (Plexiglass) plate of 5 mm thickness,
which carries the electrodes and dielectric, is directly mounted on the load
cello The conneetion of the electrodes to the HV and ground connectors is via
thin copper wires to minimize signal contamination from external vibrations.
Tests are repeated three times to minimize any error due to load cell relax­
ation. The measurement is continued for ten seconds before actuation and
thirty seconds after in order to ensure that the steady flow regime is achieved.
The sampling rate of the thrust measurement system is 100 H z. The thrust is
then calculated by comparing the time averaged readings from the two time
periods.

PIV setup

Figure 4.4: The PIV experimental
setup (not to scale)The plasma actuator is placed flushed

on the bottom of the Plexiglas box.
A Photron Fastcam SA 1 high speed
CMOS camera of 1024x 1024 pixels (full sensor size) is used to image the
field-of-view (FOV). Image acquisition has been conducted at 10 J{H z rate
in single-frame mode. This implies a time separation of 100 us between suc­
cessive images . A Nikkor 105 mm objective is set at f-stop 4 and is used along
with extension tubes in order to achieve 0.8 magnification and a FOV of 15x 6
mmoTo achieve the high sample rate needed for these measurements, the sen­
sor is cropped to a size of 1024x 512 pixels. The air in the Plexiglas box is
seeded with olive oil droplets of approximately 1 urn diameter generated by a
TSI atomizer. The particles at the mid span of the actuator are illuminated by
a light sheet of 2mm thickness generated by a Quantronix Darwin-Duo laser

Time-resolved PIV has been applied
to characterize the flow field in the
vicinity of the plasma actuator. This
technique provides the required spa­
tial and temporal resolution in order
to characterize the transient behav­
ior of the thin wall jet induced by
the actuator. A two component PIV
configuration has been chosen since
the large span of the actuator ensures
minimal 3D effects.
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Figure 4.5: The locations for the measurement mesh points

system with an average output of 80 W at 3 kHz . The images are analyzed
using Davis 7.4 (Lavision GmbH) by cross-correlating successive images. Fi­
nal interrogation window size of l2 x 12 pixels and overlap factor of 75% are
used. The interrogation windows are elongated in the wall normal direction
using a 4:1 aspect ratio in order to obtain higher spatial resolution . The veloc­
ity veetors are returned on a grid of 13 veetors per mmo

4.1.3 Test cases

Broad parametrie study: HWA and thrust cases

The measurements in quiescent flow are conducted in two major groups. Firstly
a large number of test cases is measured using HWA. Statistical data (i.e time­
averaged velocities) are obtained for a spatial mesh of points covering most
of the downstream area of the actuator as well as a small part of the upstream
area (Fig. 4.5). Due to the nature of the ionization region, a small area near
the inner edge of the electrodes cannot be approached by the hot-wires due
to short-circuiting hazard. The mesh consists of 89 non-uniforrnly positioned
nodes for better resolution of the flow-field near the wall as well as near the
actuator itself. The coordinate system presented here will be used throughout
this work. The origin is located horizontally at the inner edge of the upper
electrode and verticallyon the wall.

Additionally to the induced velocities, thrust measurements are taken by di­
rectly measuring the reaction force on the actuator due to the acceleration of
the induced flowfield. For this, an electronic strain-gage load cell is used. In
order to perform accurate thrust measurements some minor modifications are
made to the experimental setup. The POM base is replaced by a light Plexi­
glas plate of 5 mm thickness which is directly mounted on the load cello The
spanwise length of the electrodes is also increased from 200 mm to 300 mm
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Tab1e 4.2: Baseline actuator parameters for the broad parametrie study (HWA
and thrust)

parameter

upper electrode length (l u)

lower electrode length (ll)
horizontal gap (g)
dielectric thickness (t d)

electrode thickness (tu, ti)
electrode material
dielectric material
applied voltage (V)
carrier frequency (JaC>
voltage waveform
duty cycle (D)
pulsed frequency (Jp)

value

IOm m
25 m m
Om m

0.06 m m
0.06 m m

copper
Kapton @ polyimide

8 kVpp
2kHz

sine
100 %

o

Tab1e 4.3: Geometrical control parameters.

parameter

upper electrode length (l u)

lower electrode length (ll)
horizontaI gap (g)
dielectric thickness (td)

test values

5,IO,20 m m
5, 10, 15, 20, 25 mm
-5, -2.5, 0, 1.5 mm

0.06,0.12,0.17 mm

to increase the tota1 value of the thrust and thus the accuracy of the measure­
ment. Furthennore, the conneetion of the electrodes to the HV and ground
connectors is done via thin copper wires to minimize disturbances coming
from the cables. Each test case is measured three times in order to minimize
the influence from any load cell relaxation .

For the majority of the HWA test cases a ceteris paribus assumption method­
ology is used, keeping all other parameters fixed except the control parameter.
A baseline actuator (Table 4.2) can be defined in this way indicating all the
fixed parameters. For each test case the fixed values of the actuator correspond
to the baseline values un1ess stated otherwise and only the control parameter
is changed. The experiments are divided in two sub groups for time-averaged
velocity measurements and thrust measurements respective1y.

The first experimental sub-group involves a parametrie study on severa1 ge­
ometrical and electrical parameters of the plasma actuators. Time-averaged
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Table 4.4: Electrical control parameters.

parameter

applied voltage (V)
frequency (Jac)

duty cycle (D )
(@ f p = 100 H z )
pulsed frequency (Jp)
(@ D=25 %)

electrode lengths [lu . lil
for V and f ac cases
electrode lengths [lu. lil
for D and f p cases
dielectric thickness (t d)
for all cases

value

6.8. 10. 12 kVp p

I. 1.5.2 .2.5. 3 kHz
12.5.25.50. 100 %

50. 100. 150.200 H z

a: [5. 10 mm]. b: [10. 10 mm].
c: [5.15 mm]

[5.15 mm]

0.12 mm

velocity measurements are taken for each case at the nodes of the defined
mesh (Fig.4.5). The investigated geometrical properties are shown in Fig.4.6
and consist of the lengths of the two electrodes Lu and Li, the thickness of
the dielectric layer td and the horizontal gap 9 between the inner edges of
the electrodes. The values for the respective test cases are shown in Table
4.3.

For the electrical properties investigation the tested parameters involve the ap­
plied voltage Vapp and the frequency of the applied voltage Jac. In contrast
to the geometrical study the electrical properties investigation does not re­
quire the physical modification of the actuator. This shortens the testing time
considerably enabling the investigation of three actuators for voltage and fre­
quency. All the test parameters with respective values are presented in Table
4.4.

The second experimental sub-group
involves direct thrust measurements
using the load cello Thrust mea­
surements are taken for three geo­
metrical parameters of the plasma
actuator, namely upper and lower
electrode lengths and horizontal gap.
For each test case a sub-matrix of ap­
plied voltages between 6 kVpp and

I u 11
I

g -
Figure 4.6: The investigated geometri­
cal parameters of the actuator.
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Table 4.5: Test cases for thrust investigation

parameter

upper electrode length (lu)

lower electrode length (il)
horizontal gap (g)
applied voltage (Va p p )

frequency (F)

for geometrical test cases
all possible combinations of:
applied voltage (Vapp)

frequency (F)
for voltage and frequency
test cases:
electrode lengths [L u. lil

value

5,10, IS m m
5,IO,I5 m m

-2.5. -1.5. O. 1.5.2.5 mm
5 to 15 kVp p (steps of 0.5 kVp p )

0.5 to 4 k H z (steps of 0.25 k Hz)

6, 8. 10, 12. 14 kVp p

x
0.5. I. 1.5.2,2.5. 3 kHz

[5.15 mm]

14 kVpp and frequencies between 0.5 kHz and 3 kHz is constructed and
all combinations are tested. Furthermore, two dedicated test cases are per­
formed for voltage and frequency variation respectively. These involve a fine
grid of voltages for three different frequencies and a respectively large num­
ber of frequencies for three different voltages. Simultaneously to the mea­
surements , voltage and discharge current are measured in order to calculate
the power consumption. Due to the extremely small values of the vertical
component (within the accuracy limits of the load cell) of the produced body­
force, only the horizontal component of thrust is considered accurate enough
to be presented here. The overview of the parameters tested is shown in Table
4.5.

Refined parametrie study: PIV cases

The second major group of measurements is performed with the use of time
resolved PIV. The advantage of this technique compared to HWA is the ability
to provide field data instead of point data, can resolve areas of high ionization
(plasma) and is not susceptible to electromagnetic interference. On the other
hand the produced amount of data and the post processing time are limiting
factors on the number of test cases that can be performed. In order to remain
within time efficient limits, only one actuator is tested. This is identical with
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Figure 4.7 : Sample of the voltage signa! with the characteristic actuation val­
ues. (Vapp =10 kVpp, t; =2 kH z, fp =50 H z, D =50%)

actuator described in TabAA

The investigation is conducted in two parts. These involve the continuous
and pulse operation respectively. For the continuous operation the parameters
which are tested are the applied voltage (Vapp) and the carrier frequency Uac).

Two sub-sets of measurements are taken, the first for a fixed f ac and varying
Vapp and the second for a fixed Vapp and fixed fac. For the pulse operation
Vapp and fac are kept fixed while the pulsation parameters are varying. These
consist of the pulse frequency Up ) and the duty cycle (D). Throughout this
study the duty cycle is defined as the percentage of time (taper) the plasma
actuator is operating in a single pulsation period (Tp ) :

t aper
D = -- x 100 = t aper x f p x 100

Tp

A schematic of a typical actuation signa! is shown in FigA.7.
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Table 4.6: Test cases and parameters for the refined parametrie study (PIV)

test case applied voltage carrier frequency pulse frequency duty cycle [%]
[kVp p ] [kH z] [Hz]

continuous operation
-.J
tv applied voltage (Va p p ) 8, 10, 12, 14, 16 2 0 100

carrier frequency (Jac) 10 1,2,3,4 0 100

pulse operation

pulse frequency (Jp) 10 2 50,200,350 50
duty cycle (D) 10 2 50 25,50,75
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Figure 4.8: Maximum induced veloeities (left) and u-velocity profiles (right)
for upper electrode length (lu) variation

4.2 Results

4.2.1 Broad parametrie study using HWA

The induced flow veloeities under the variation of the length of the upper
electrode (lu) is shown in Fig. 4.8. It is apparent that the maximum induced
velocity is moderately affected by Lu. This is also evident in the development
of the flow to more downstream stations. The slight increase in the veloeities
with decreasing electrode length can be attributed to the strengthening of the
electric field caused by the shorter electrode. It should be noted here that
higher veloeities are occurring in the close vicinity of the actuator where the
hot wire probe cannot approach. This area will be resolved by the subsequent
PIV measurements.

For the variation of the length of the lower electrode (ll ) it is apparent that
a threshold length of about 5 mm exists, above which there is no significant
influence on the induced flow (Fig. 4.9). For short lower electrodes the plasma
region is physically limited by the length of the grounded electrode below
the dielectric. For cases in which the length of the lower electrode exceeds
the threshold, electron-ion recombination processes limit the plasma region
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independently of any further increase in i l. This is also apparent from the
velocity profiles were the flow extent in the case of i l =5 mm is significantly
lower than the other cases at a downstream position of x =7 mmo Yet by x =
12mm veloeities for all cases are similar. This indicates an attractor behavior
from the lower electrode which is limited by the threshold length.

The maximum induced veloeities and velocity profiles for the horizontal elec­
trode gap (g) variation are shown in Fig. 4.10. A threshold behavior similar
to the il case can be observed. For increasing gap the intensity of the elec­
tric field decreases with respective decrease in induced velocity. For negative
gap (overlapping electrodes) there is no significant change in the maximum
velocities. Nevertheless a considerably larger extent of the flowfield in down­
stream positions is achieved in the case of 9 = -5 m m o It should be noted
that for negative gaps a significant increase in traveling current and subse­
quently consumed power has been registered. This leads to faster degradation
of the dielectric and should be taken under consideration in future applica­
tions.

The dielectric thickness (td) (Fig. 4.11) is also directly related with the dis­
tance between the two electrodes which has a clear impact on the intensity of
the electric field and the induced velocity. The relation between maximum ve­
locities appears to be linear. On the other hand this is not to the case for more
downstream positions as can be seen from the velocity profiles. This suggests
that the influence of the dielectric thickness on the electric field is only local
at the inner electrode edges. In general it seems that thinner dielectrics pro­
duce locally strong velocity components near the inner electrode edge, while
thicker dielectrics give a more uniform flow in downstream direction.

The influence of the applied voltage (Vapp ) is presented in Fig. 4.12. Both
the maximum velocity and the downstream evolution is in direct relation with
the applied voltage for the tested range of 6 to 12 kVpp • In contrast to the
dielectric thickness variation, the effect on the electric field here seems to be
global and directly scales up the entire induced flowfield. During this test case,
the value of approximately 5 kVpp is identified as the discharge breakdown
threshold below which no ionization is observed for the current geometrical
configuration.

Similar to the applied voltage behavior, an increase in the frequency Jacleads
to increase in maximum veloeities and downstream evolution of the flowfield
(Fig. 4.13). Also evident from this test case is the rapid degradation of the
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for frequency (Jac) variation

dielectric layer with increased frequency. Although irrelevant to the scope of
this study this is an important factor in the case of any feasible application and
should be taken intoaccount.

Until this point the operation of the actuator has been in continuous mode.
Additionally, several cases have been tested in pulsed mode and the respec­
tive time averaged quantities have been measured. For the pulsed operation
veloeities are shown in Fig. 4.14 for pulse frequency lp and Fig. 4.15 for duty
cycle (D). It is interesting to note that there is no significant influence on the
velocity value from variations in pulse frequency. Also apparent is the rela­
tively large v-velocity component for larger duty cycles which could indicate
some form of vortical structures. Although these test cases involve pulsed op­
eration, the velocity measurements are time-averaged giving rise to the need
for a time resolved study in order to clarify some outstanding issues, such as
the large vertical velocities, as weIl as to gain more insight to the process. This
is achieved using the time resolved PIV measurements and is presented in the
foIlowing section.

77



4.2. Results

_f =50Hz
p

...... f =100 Hz
p ,

.... f = 150Hz
p

_ f =200 Hz
p I

O.OS 0.1 O.lS 0.2
Horizo ntal velocity (u) [mis]

x=7mm-
10- - - -02.~-~--~-

.... total velocity
+. · u- velocity

O.ls~v-velocity S-

~
<. E :;JL-

0.16 " . ~ . .. - -_...Eo o~-~--~-
.. .. . -;;IO----------~

~... ~. - x = 12mm

O.l [

O.OS . 0_.
I - .•

oor ~--~'~j
. 50 100 150 200

Pulse frequency (f
p

) [Hz]

:î0.14f

Figure 4.14: Maximum induced veloeities (1eft)and u-velocity profiles (right)
for pulse frequency Up) variation. The duty cycle (D) is 25 %

0 .4

-0= 12.5 %
...... 0=25 % '[
.... 0=50 %
- 0 = 100 %

0.1 02 0.3 0.4
Horizontal velocity (u) [mis]

x=7mm

x= 12mm

~----------~

fIt- - - - - - - - - - - --,

O.4S ~ --~-
.... total velocity
·+· u- velocity
... v-velocit

':: .:
~0.25; /.,

~ 0.2f
> ...

o.ISt ./ . . • . . . -.

ot....·
o.oï

020- 40- 60 so 100
Outy cyele (0) [%]

Figure 4.15: Maximum induced veloeities (1eft) and u-velocity profiles (right)
for duty cycle (D ) variation. The pulse frequency Up) is 100 H z

78



Chapter 4. Actuation in Quiescent Flow Conditions

9
_ _I = 5 mm
E I U

Z 8 - I =lOmm
E u
- _ I =15mm
~li7 u

E
~. I
~ 6"

14
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4.2.2 Broad parametrie study using thrust measurements

Thrust measurements for variation of the upper electrode length are shown in
Fig. 4.16. There i~ little influence on the thrust apart from the case of Lu =15
mm were the values at high voltages are smaller. The behavior of the thrust
with voltage appears to follow a power law. This property is investigated in
more detail in following test cases.

For the lower electrode length variation (Fig. 4.17) the thrust appears to be
entirely independent to any change in length. This corresponds well to the
time-averaged velocity measurements. Although the time-averaged data indi­
cate a decrease in maximum velocity for the case of LI = 5 mm the downstream
evolution of the flowfield, which in integrated form reduces to the total thrust,
is uniform arnong the test cases.

Measurements for the variation of the horizontal electrode gap are shown in
Fig. 4.18. As it is already shown from the time-averaged data, positive gaps
have a reducing effect on the intensity of the electric field and all induced
quantities including thrust. For negative gaps no significant dependenee of the
thrust exists although the traveling current and thus the power consumption
increase considerably. For the case of 14 kVpp no negative gap measurements
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Frequency Uac) is 2 kHz

are taken due to the destruction of the dielectric by the increased discharge
current.

So far it is c1ear that there is a strong thrust dependenee on applied voltage.
Geometrical parameters are a1so influencing the thrust magnitude albeit to a
lesser degree. Thrust measurements for the applied voltage (Vapp ) variation
are shown in (Fig. 4.19). The sequence of voltages is tested for three different
frequencies. Additionally, the current traveling through the actuators is mea­
sured simu1taneously to the thrust enabling the calcu1ation of the dissipated
power (Fig. 4.20). A power 1aw seems to govem both the thrust and power
behavior under different voltages.

For the variation in frequency U ac) the thrust measurements are shown Fig.
4.21. The sequence of frequencies is tested for four different voltages . The
power curves are shown in Fig. 4.22. As with the voltage variation, thrust be­
havior seems to be almost linear with frequency. The dispersion in the results
is caused due to the inherent difficulties in measuring the thrust more accu­
rate1y. In contrast, the measurements ofthe current show minimum dispersion
allowing a more safe speculation on the goveming relation. Careful examina­
tion of the power curves reveals a weak power law connecting frequency and
power. More accurate thrust measurements are needed in order to verify if the
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Frequency (Jac) is 2 kH z

same law applies for thrust behavior.

To this point it is clear that there is a thrust dependenee on applied voltage.
Geometrical parameters are also influencing thrust magnitude albeit to a lesser
degree. In order to gain more insight into the relation of thrust and voltage, a
fine grid of frequencies and voltages is devised and a new actuator is tested.
The tested actuator has an upper electrode length (l u) of 5 mm, lower elec­
trode length (11) of 10 mm and zero horizontal electrode gap (9). Dielectric
thickness (td) is 0.1 mmo As with the previous investigations, the spanwise
length of the actuator (l a) is 300 mmoThe frequency range lies between 0.5
and 4 kH z with a step size of 0.25 kH z while the applied voltage values
span from 5 to 15 kVpp in steps of 0.5 kV. The upper right area of the grid,
which consists of high voltages and high frequencies , is not tested due to the
HV amplifier slew-rate limitations. Simultaneous to the thrust measurements,
discharge current is also measured in order to calculate the power consump­
tion.

From the results of the fine grid investigation, several observations can be
made on the behavior of thrust and power consumption. Thrust and in ex­
tension body force appear to be connected with voltage through a power law
as it is already observed from the geometrical properties investigation, while
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Table 4.7: Fitting coefficients for the fine grid investigation

coefficient value

a 1.29.10-2 mNjkHz.kVb

b 2.798
c 4.29 . 10- 2 m Njk Hzd.kV e

d 1.35
e 2.738

Vo 5kV

the relation with frequency is linear. This agrees with observations made by
previous investigations [3,38] . Additionally, the existence of a threshold volt­
age value of approximately 5 kVpp is confinned. Below this threshold, no
detectable body force exists. For the power consumption, a similar power law
exists in relation to the applied voltage. Diverging from the body force case,
a weak power law applies also in relation to the frequency. This weak power
law dependenee has not been reported by any previous investigations. Based
on the observed behavior, two fitting fonnulas can be derived connecting volt­
age (Vapp ) and frequency (Jac) with thrust (T) and power consumption (P)
respectively. Fb and P are considered to be nonnalized with the spanwise
length of the actuator (la). It is repeated here that the value of thrust includes
the shear force on the flat surface.

T = a · F· (Vapp - Vo )b
la

p = c· Fd • (Vapp)e
la

(4.2)

(4.3)

Coefficients a and c correspond to the influence of discharge dynamics and
actuator geometry while coefficients band e define the power law on the volt­
age. The value of d defines the weak power law that connects frequency and
power. The factor Voaccounts for the non-zero voltage threshold below which
no significant body force is observed.

For deriving the coefficients of Eq.4.2 and Eq.4.3, data from the fine grid
investigation is fitted only for a range of frequencies from 0.5 to 1.25 k H z
were high voltage va1ues can be reached by the amplifier and thus the values
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Figure 4.23: Experimental and modeled thrust (a) and power (b) for voltage
and frequency variation.

of the body force are relatively large. The coefficients for the current actuator
are shown in Tab.4.7. Comparison of experimental and modeled thrust and
power values is shown in Fig.4.23(a) and Fig.4.23(b) respectively. Despite
the fact that the coefficients of the formulas are derived from fitting only part
of the measurement data, the formulas describe the mechanics of the actuator
well across the entire grid. Average error is 3.8% for body force and 2% for
power estimation. Maximum errors are 14% and 5.8% respectively. All errors
are referenced in respect to the maximum experimental values of force and
power. It is important to note that the formulas described by Eq.4.2 and Eq.4.3
are only valid for the tested range of frequencies and voltages. Regarding
the power law connecting voltage with thrust and power, the values of the
exponent (coefficients band e) lie between similar reported values [38, 35, 42],
although these researchers used thicker dielectrics.
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Figure 4.24: Snapshots of the evolving total velocity field for Vapp =12 kVpp ,

Jac =2 kHz (time values are relative to the start of the actuation).

4.2.3 Refined parametrie study using PIV: continuous operation

The limitations in spatial resolution arising from the HWA system call for the
use of more global diagnostic techniques in order to fully resolve the induced
flowfield. The most ideal method for such cases is time resolved PIV although
care must be taken in the selection of test cases due to the complexity and
time consumption inherent is this technique. The actuator is initially tested
in continuous operation mode where the applied voltage is altemating with
a fixed carrier frequency (Jac). Several voltages and frequencies are tested in
order to establish the dependenee of the induced flowfield on these parameters.
In all cases the measurements are taken prior to the start of the actuation in
order to resolve the initial transient of the induced jet. The measurements are
continued until after the flowfield has reached a quasi steady state in order to
acquire statistics information as well,

The transient development of the induced flowfield is presented in FigA.24 for
the case of 12 kVpp- The flow reacts faster than the PIV resolution time (0.1
ms) since velocity components are present already at the second PIV frame
after actuation. The development is similar to that of a wall jet with a typical
starting vortex forming within the first 5 ms of actuation. Through interaction
with the wall, the vortex convects out of the FOV in the downstream direc­
tion. After the starting vortex is at a sufficient distance from the actuator, the
flowfield settles into a wall jet with the dominant velocity component estab­
lished parallel to the wall. A weak suction effect is observed at an upstream
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location where fluid from the still flow is drown in a vertical direction towards
the actuator and then injected forward.

Figure 4.25: Average total velocity fields for
different applied voltages (continuous opera­
tion, Jac=2 k H z ).
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At the very first moments
of actuation (approximately
the first 5 m s) the hori­
zontal and vertical compo­
nents are of the same or­
der of magnitude as opposed
to the steady state where
the horizontal component is
dominant. This is caused
by the interaction of the in­
duced flowfield and the wall.
The effect is also observed
downstream with the devel­
opment of the starting vor­
tex. Such events present par­
ticular interest in flow con­
trol applications where both
horizontal and vertical ve­
locity components might be
of use. Since this effect ap­
pears only in the transient
phase of development, the
continuous operation of the
actuator seems not to be the
optimum for achieving this kind of effects. In contrast, a pulse mode of op­
eration where the actuator forces the flow in an 'on' and 'off' manner would
suggest that this transient behavior can be repeatable and controllable, The
pulse operation will be addressed in more detail in a subsequent section of
this chapter.

The PIV measurements are taken for a time span which extents well into the
region where the flow is fully developed to the farniliar wall jet structure. This
allows the averaging of several frames in order to calculate the mean flow for
each tested case. The averaged velocity field for the different tested voltages is
presented in FigA.25 while the averaged velocity field for the different tested
carrier frequencies is shown in FigA.26. The flowfields are averaged over
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1000 frames (1 s) for all cases. The jet is clearly a function of applied voltage
and carrier frequency as is already verified from the HWA study. Maximum
velocity for different voltages and frequencies is shown in FigA.27.

For varying applied voltage the jet changes in velocity magnitude as weIl as
direction . For increasing voltage the maximum velocity increases and the 10­
cation where this appears is moved downstream. Furthermore, the jet thickens
especially in close proxirnity to the edge of the exposed electrode.

Figure 4.26: Average total velocity fields for
different carrier frequencies (continuous oper­
ation, Vapp =10 kVpp ) .
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An overview of the loca­
tion where maximum ve­
locity occurs is given in
FigA.28. Additionally the
thickness of the jet at the 10­
cation of maximum velocity
is shown. The thickness is
selected as the distance from
the wall where the total ve­
locity becomes smaller than
20% of the maximum veloc­
ity. The increase in velocity
as weIl as thickness of the jet
can be explained by taking
into account the strengthen­
ing with voltage of the elec­
tric field in both magnitude
and spatial extent. This is
directly reflected on the pro­
duced thrust which in turn
defines the jet strength and
shape.

One more aspect is the downstream displacement of the location where max­
imum velocity occurs with increasing voltage. This is an indication of the
lengthening of the plasma region over the covered electrode due to the previ­
ously mentioned strengthening of the electric field. Finally, of interest is the
direction of the jet downstream. For low voltages the jet seems to have a pro­
nounced upward component indicating a deflection due to the thick boundary
layer the jet itself creates. As the jet velocity increases, the boundary layer be-
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Figure 4.28: Locations of maximum velocity and respective thickness of the
jet for the test cases in continuous operation

comes thinner and the inertial forces dominate over the viscous effects. Above
12 kVpp no perceivable upward deflection is registered.

In the case of varying carrier frequency major differences exist with respect
to the voltage variation case. The jet velocity increases with frequency but
no major difference is observed in the location where the maximum velocity
occurs or the thickness of the produced jet (FigA.28). This behavior sug­
gests a different mechanism of influence that the carrier frequency has on the
performance of the actuator. More specifically it appears that the increase
of velocity is the product of increased momentum transfer rate, rather than
increased momentum value. For a fixed applied voltage the thrust does not
change in magnitude . Yet, the rate of momentum transfer to the flow increases
with carrier frequency since more HV cycles occur within a given time span.
Macroscopically, however, this is perceived as an increase in the actuator pro­
duced body force. Additionally, from FigA.27 it is apparent that the velocity
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is not a linear function of frequency. As the carrier frequency increases an
optimum must exist where the discharge current will limit the value of the
produced body force. This limit is defined by the capacitance of the actuator
[101].

In general, two different mechanisms can be identified here regarding the in­
fluence of applied voltage and carrier frequency on the performance of the
actuator :

• Increased applied voltage strengthens the electric field, which in turn
increases the magnitude and spatial extent of the induced jet.

• Increased carrier frequency increases the momentum transfer rate while
leaving the time averaged electric field unaltered. This essentially in­
creases the velocity of the jet without changing its spatial properties.

4.2.4 Refined parametrie study using PIV: pulse operation

The pulse operation of the plasma actuator presents some interesting aspects
regarding flow control applications. Mainly the extremely short response of
the external flow to the actuation signal enables high frequency actuation ap­
proaches for a variety of flow control scenarios. Using the experimental setup
previously described, a time resolved investigation of the pulse actuation has
been performed in order to gain insight into the control authority of the actu­
ator.

The actuator is operated with fixed applied voltage (10 kVpp ) and carrier fre­
quency (2 kH z ) to ensure consistency in power output. Three different pulse
frequencies Up ) are tested (50, 200, 350 H z) at fixed duty cycle (D) of 50
%. Additionally the 50 H z case is repeated for duty cycles of 25 and 75
%. To characterize the pulse actuation cycle, snapshots of the flowfield have
been phased averaged over 20 pulse cycles . Por the case of f p = 200 H z
the phase averaging produces 50 points equally spaeed over the pulse period.
The history of total velocity along with the applied voltage signal is shown
in PigA.29. Purthermore, snapshots of the velocity field are presented for 6
characteristic locations in the pulse period. The behavior within one HV cycle
appears to be similar to the one observed by previous investigations [15]. The
acceleration of the flow occurs mainly in the negative half cycle of HV. The
overall acceleration appears to be accumulative through successive HV cycles
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Figure 4.29: History of total velocity evolution through a full pulse period Up
= 50 H z, D = 50 %)

that occur in the first half of the pulse period. In the second half of the period
the flow decelerates smoothly due to the hydrodynamic stresses.

One interesting aspect is the differences between the two halves of the pulse
period apart from the apparent horizontal acceleration. During the first half
(actuator is 'on') the flowfield exhibits an almost parallel to the surface down­
stream motion while for the second half a vertical component towards the wall
is evident. This can be attributed to the sudden disappearance of the produced
body force when the actuator tums 'off ' (at this case t /T = 0.5). During the
actuation phase the high velocity area in the plasma region is low in pressure.
As the body force disappears, the flow reacts to the residuallow pressure re­
gion and is drawn to the wall.

Such behavior should be considered in flow control scenarios where the forc­
ing and the respective flow reaction must be highly deterministic. Such situa­
tions are typically boundary layer instabilities control. It must be stressed here
that these results correspond to flow in quiescent conditions. Further investi­
gations of similar type should be conducted in the presence of an extemal flow
in order to obtain a higher degree of generality of these observations.

Applying the POD analysis on the results gives some insight into the large
coherent structures involved in the induced flowfield for each actuation case.
FigA.31 shows the energy percentage of the first 5 modes for all tested cases.
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It is obvious that the majority of the energy is carried out by the first two
modes . The mean flow mode (<1>0) for the different pulse operation cases
is presented in FigA.32 along with the respective case of continuous opera­
tion.

It is evident that the mean induced field is significantly weaker compared to
the continuous operation. This is to be expected as for the pulse operation the
input power is lower than the continuous operation. This is further established
by observing the cases of D =25 and 75 %respectively. Compared with the 50
H z, D =50 %case the duty cycle appears to affect the mean flow velocity in
almost a linear relation, as can be observed in FigA.30. On the contrary pulse
frequency (fp) appears not to influence the mean flow considerably.
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Figure 4.33: First fluctuating mode (<I>d for the test cases in continuous and
pulse operation (Vapp = 10 kVpp, l ac = 2 kHz.

The first fluctuating mode (<I>d is presented in FigA.33. In the majority of
cases it is represented by largely transversal components in the vicinity of the
actuator. For the low l pcases a downstream extension is observed with some
indication of rotational flow. This mode appears to correspond to the initial
strong acceleration of the flow close to the actuator. Since the POD analysis
differentiates the modes based on their energy content, no information on the
speetral content can be extracted as such.

It is nevertheless apparent that the first and most energetic mode for the plasma
actuator in pulse mode corresponds to a fluctuating and mostly parallel to the
surface induced jet. Additionally, a strengthening of the jet is observed for
decreasing l p. This behavior presents some interest in terms of the flow con-
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Pigure 4.34: Second fluctuating mode (<1>2) for the test cases in continuous
and pulse operation (Vapp =10 kVpp , l ac =2 kHz).

trol authority of the actuator. It becomes apparent from the available results
that for lower pulse frequencies the flow presents stronger fluctuating compo­
nents.

The reasoning behind this effect is the relaxation time of the flow for a given
disturbance input. Por lower pulse frequencies the flow has more time to
relax to the ' actuator off' conditions after the ending of the pulse (' actuator
on'). Por higher lp the flow simply does not have enough time to decelerate
before the next pulse. Por the case of 350 H z the fluctuation intensity simply
collapses on the respective values for continuous operation. It must be stressed
here that the influence of the pulse frequency on the intensity of fluctuations
is also a function of the extemal flow conditions. As will be shown in the
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following chapter, for the case of an externallaminar boundary layer the upper
limit of f p at which the fluctuations are still perceived is larger than the limit
corresponding to quiescent flow.

The second fluctuating mode (<P2) is shown in FigA.34. In contrast to <PI the
nature of <P2 is primarily rotational. It is observed in the form of a large vortex
with stronger components in the near wall region. This mode is captured
by the POD as a result of the starting vortex formed after each pulse. This
is also verified by the increased intensity of the vortex with decreasing f p.
Similarly with <P I, for larger f p the vortex is significantly weaker since the
flow relaxation time is the limit for the intensity of fluctuating quantities. The
significanee of external flow conditions is also apparent here. The vortex is
created due to the acceleration of flow in quiescent conditions. The wall jet
is developed downstream where it meets regions of low velocity and high
pressure which deflect it upwards. Through the interaction with the wall the
starting vortex is formed. In the case of external flow (i.e. boundary layer) the
road map for the evolution of the jet is expected to be different. In general,
in conditions of an external flow, <P I is expect to grow stronger while <P2 is
expected to grow weaker.

4.3 Conclusions

In this chapter an experimental parametrie study is conducted on the opera­
tion of plasma actuators aimed at active boundary-layer control applications.
Three main groups of experiments are done focusing on time-averaged veloc­
ity measurements using HWA, direct thrust measurements and time resolved
PIV measurements respectively. Complementary readings of electrical quan­
tities such as voltage and current is also performed.

The study on time-averaged velocity reveals the dependenee of the induced
flow field on geometrical properties such as lower electrode length, horizon­
tal electrode gap and dielectric thickness. Threshold levels are identified for
lower electrode length and horizontal gap that limit the intensity of the plasma
field and consequently the maximum values of induced velocities. The 10­
cality of the induced velocity is found to be dependent on dielectric thick­
ness. Thicker dielectrics produce more uniform flow fields in the downstream
direction than thinner dielectrics, although they require larger voltage val­
ues.
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Several electrical operational conditions are also investigated. A direct rela­
tion between maximum velocity and applied voltage and frequency has been
identified. For pulsed operation the induced quantities are found to depend
directly on the duty cycle of the modulating voltage signal. In contrast, pulse
frequency has minimum infiuence.

The second test group involves measurements of the thrust produced by the
actuator. Several geometrical and electrical properties are investigated. A
large dependance of the thrust has been found on applied voltage and fre­
quency. Parallel current measurements also give the power consumption for
the respective voltages and frequencies . Two phenomenological models have
been identified connecting thrust and power with voltage and frequency re­
spectively. The thrust seems to follow a power law in respect to the voltage
while its relation with frequency is linear. Similar behavior is observed for
the power although the relation with frequency is not linear, rather following
a weak power law.

Finally a selected group of cases in continuous and pulsed actuation is tested
using time resolved PIV. The fiowfield information further verifies the find­
ings of the other two test groups. POD analysis on the pulsed operation results
reveals translational and rotational coherent structures associated with the re­
spective duty cycle and pulse frequency. It is deemed necessary to expand
the analysis of the actuator performance in cases where an external fiowfield
exists.
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Chapter 5
Actuation in Extemal Flow
Conditions

The characteristics of the plasma induced flowfield in quiescent flow have
been investigated in the previous chapter. A clear dependenee of the induced
flowfield has been found on several operating parameters. Furthermore the
pulse operation regime was analyzed and the produced unsteady flowfield ex­
amined. Based on the findings, it was made clear that the general topology
of the induced flow should not only be evaluated as a function of the actua­
tor performance but also of the external flow conditions. This is particularly
important in cases of unsteady actuation. Special care must be given in these
cases since the existence of an external flow gives rise to natural instabilities
which can be manipulated favorably or unfavorably by the actuator.

In order to efficiently control natural external flows with a small momentum
input, one must turn to the secondary structures or instabilities of the global
flow dynamics. One typical example of low power flow control is the delay
of laminar-turbulent transition by means of Tollmien-Schlichting (TS) wave
cancellation which will be addressed numerically in the application part of
this work (Chapter 9). This technique aims at tackling the instability waves
while still at linear amplification stage. At this stage the waves have little
energy content with typical amplitudes of 0.01 % of the freastream veloc­
ity [118]. By controlling these instabilities at the initial low-energy stages,
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the evolution of the global hydrodynamic chain can be changed with mini­
mum actuation energy. Similar technique has already been investigated with
the use of vibrating membranes as actuators [128]. In recent studies [50, 51]
artificially introduced TS waves were successfully cancelled using plasma ac­
tuators. These structures are typically unsteady and as such require unsteady
actuation for optimal control . Investigations on manipulating other unsteady
structures such as shedding vortices using the actuator in pulse mode have
been performed [64, 106].

Although the pulse mode has been verified to be equally or in some cases more
effective than continuous operation [87, 64], plasma actuators under pulse
operation and the resulting flowfield have yet to receive detailed investigation
as a stand alone phenomenon especially in cases of extemal flows. A limited
number of studies [15, 12, 20] have been published on the subject. The aim
of this chapter is to further investigate the behavior of the plasma actuator and
the response of the surrounding flow under pulse operation. More specifically,
this will be done both for the case of still air as well as for the case of the
actuator operating in a laminar boundary layer. The quiescent flow cases serve
as a reference and comparison basis while the laminar boundary layer case
is designed to resembie the general conditions for the TS wave cancellation
scenario. Furthermore, the sensitivity and behavior of the induced flow, under
the variation of the pulse frequency and duty cycle of actuation is analyzed.
This will provide an insight on the potential and limitations of these devices
for applications that involve low power flow control based on manipulation of
instabilities or other secondary flow structures ..

5.1 Experimental Setup

5.1.1 Thc actuator

For this study the conventional Dielectric Barrier Discharge (DBD) actua­
tors are used in a similar (but not identical) setup as with the investigation in
Chapter4. The actuators consist of thin rectangular copper electrodes made
out of self-adhesive copper tape separated by adielectric layer (Fig.5.1) . The
thickness of both electrodes is 60 uni and the width is 10 mmo Their effective
spanwise length (along which plasma is generated) is 200 m m o The elec­
trodes are separated by two Kapton tape layers. The thickness of each layer is
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Figure 5.1: The experimental setup and coordinate system (not to scale)

2 mil (50.8 J.lm). The total thickness of the dielectric (including adhesive) is
approximately 110 urn.

The electrodes and dielectric are supported by a 10 mm thick, 200xlOO mm
rectangular POM (Polyoxymethylene) plate carrying two aluminum connec­
tors. The connector of the upper electrode is connected to the High Voltage
(HV) output cable of a TREK 20/20C HV amplifier (±20 kV, ±20 mA) while
the connector of the lower electrode is grounded. The actuator operation is
controlled remotely via a computer workstation were the driving signal is ere­
ated by LabView software and is sent to the amplifier via a DigitalIAnalog
(D/A) converter. The amplifier provides direct readings of the output voltage
while the output current is measured using the voltage across a resistance (100
n) placed between the lower electrode and the grounding cable.

5.1.2 Measurements setup

The measurements are conducted in the test section of the Boundary Layer
Tunnel (BLT) at the TU Delft. This wind-tunnel is of the closed type with a
test section of 1.5 x 0.3 x 5 m . The tunnel incorporates a flexible wall which
allows the creation of a large variety of pressure gradients. The boundary layer
is formed on the opposite smooth plate. A knife edge protruding slightly into
the flow ensures that the incoming turbulent boundary layer, formed in the
contraction ratio, is bled out and a clean larninar boundary layer is initiated at
the leading edge. The velocity range of the tunnel ranges from 1 to 40 mis
while freestream turbulence intensity is lower than 0.09 %.
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Table 5.1: Test parameters for the experimental study.

Control parameter

for all possible combinations of:
Duty cycle (D) (%)
Modulation frequency (Jp) (Hz)
Voltage (Va pp ) (kVp p )

Carrier frequency (Jac) (k Hz)

Value

10, 25, 50. 75, 100
25, 50, 100 , 200 , 400

10
2

For the flow diagnostics the use of Hot Wire Anemometry (HWA) is selected.
HWA has been used in previous studies involving plasma actuators [66, 65]
and has been found best suited for a parametrie study as it combines suffi­
cient accuracy, high sampling rate and relative ease of use. During the mea­
surements, temperature readings in the proximity of the sensor are taken for
velocity correction. Typical .6.T for a single measurement sequence is in the
order of 0.5 °C for quiescent flow. No measurable difference has been found
in the case of boundary layer flow. The hot-wire probe is traversed using a
manual three-component traversing system with a 0.1 mm accuracy in each
direction.

Based on the results from Chapter 4, the vertical velocity component v is
considered negligible in the downstream region compared to the horizontal
component u. Nevertheless, all measurements will be presented in the form
of total velocity. All mesurements are taken at the half-span of the actuator.
For all distance references in this chapter the coordinate system presented in
Fig.5.l is used. The origin of the axes is located at the downstream edge of
the exposed electrode. To sufficiently resolve the temporal evolution of the
flow and increase the accuracy of the speetral analysis, a sampling rate of 50
kHz is chosen with varying sampling time, depending on the distance of the
hot-wire probe from the actuator.

Three x positions are selected at 7, 12 and 17 mm downstream the actua­
tor. At these positions measurements are taken at selected y positions near
the wall. Additionally, for the case of the laminar boundary layer, two more
downstream positions at 43 and 93 mm are measured in order to track any
convecting structure that might be initiated from the operation of the actua­
tor.

For the entire study the high-voltage signa! is kept fixed at Vpp =10 kV with
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Figure 5.2: Sample of the voltage signal with the characteristic actuation val­
ues. (Jp=200 H z, D =75%)

a carrier frequency (Jac) of 2 kH z. The operation of the actuator in pulse
mode is essential for the manipulation of unsteady flow structures . As such
the actuation period can be separated into the 'on' and 'off' stage. The pulse
frequency (Jp) is defined as the number of times the actuator switches 'on'
and 'off' while the duty cycle (D) is the percentage of the time period the
actuator is ' on' over one full actuation period (Eq.5. l) .

ton
D = . 100 = ton . f p . 100

ton + toff
(5.1)

A schematic of a typical actuation signal is shown in Fig.5.2. To investigate
the sensitivity of the induced flow to pulse frequency and duty cycle, a test
grid is devised. This involves the measurement of the induced velocity for all
possible combinations of a series of D and fp' s. An overview of all parameters
involved in the measurement is given in Tab.5.1

Similar to the HWA measurements described in Chapter 4 the high frequency
fluctuations which remain in the velocity signal are considered as EM noise
and filtered out using a low pass filter.
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5.2 Results

5.2.1 Quiescent flow

The first case in the investigation involves the pulse operation of the actuator
in quiescent flow. Although similar to the investigation already performed
and described in Chapter 4 this case is necessary since the test location has
changed. For the entire study described in this chapter the BLT is used. This
case , although far from any practical application, provides an overview of the
true control authority of the actuator over the fluid as demonstrated in Chapter
4. By ensuring a quiescent ambient flow environment, the only momentum
input is provided by the actuator. Fig.5.3 and Fig.5.4 show the time evolution
of the velocity at x = 7 mm and y = 0.75 mm for pulse frequencies f p = 50
H z and 200 H z respectively. The velocity measurement is started prior to
the actuation and continues for several seconds after actuation. The initiation
of each pulse is denoted in these and all subsequent figures with the vertical
dashed line and their respective number. The EM noise in the velocity signal
is removed with a 4th order low pass Butterworth filter with cutoff frequency
of 1 kH z.

The resulting flow accelerates from the initial still conditions to a quasi-steady
state where it fluctuates around a mean value, seerningly at the frequency of
the actuation. It is evident that the response of the flow under the actuation
is relatively fast with a quasi-steady oscillatory state already reached after the
first few actuation cycles. Also apparent is a time lag between each voltage
pulse and the respective accelerating response of the flow. This is of course
due to the finite distance of the measurement probe from the actuator. The
time lag is simply the time it takes for the accelerated fluid to cover this dis­
tance. The flow appears to be self lirniting in the maximum attained velocity
where a balance between the actuator produced body force and hydrodynamic
stresses is reached. As soon as the pulse is finished and the actuator is ' off'
the flow starts decelerating. If no other forcing is applied the flow reaches
zero with typical relaxation time of 20-30 ms.

Looking at the first few actuation cycles into more detail , an accumulative ef­
fect on the overall velocity is observed. This differs between cases of different
duty cycles. For lower duty cycles the momentum transfer between the ion­
ized particles and the neutral air during one actuation cycle is not enough to
bring the flow to the maximum velocity. Nevertheless, inertial forces keep the
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Figure 5.3: Time evolution of induced velocity for pulse frequency fp =50
H z. Measurements at x = 7 mm, y = 0.75 mm
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Figure 5.4: Time evolution of induced velocity for pulse frequency f p = 200
H z. Measurements at x =7 mm, y =0.75 mm
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Figure 5.5: Mean induced velocity of induced velocity fluctuations at x =7
mm and y =0.75 mm (quiescent flow)

flow from decelerating to zero before the next actuation thus creating the ac­
cumulating effect on velocity. The relaxation time of the flow after each pulse
seems to define the overall appearance of the fluctuating field. This also im­
plies that for different external flow (such as a boundary layer) the fluctuations
will differ since the relaxation time will also change.

Another aspect of the flow evolution is the difference between the accelerat­
ing part ofthe flow (the actuator is 'on') and the decelerating part (the actuator
is 'off' ). More easily observed at low pulse frequencies (Fig.5.3), the accel­
eration appears to be almost constant with time while the deceleration is of
higher order. The difference can be attributed to the different mechanisms
acting during the 'on' and 'off' periods. Acceleration is due to the body-force
exerted on the fluid by the operation of the actuator while deceleration is more
conventionally driven by hydrodynamic stresses and pressure gradients. The
way the flow accelerates during the actuation could be changed by employing
a different waveform for the pulse, such as a sine modulation or a trapezoidal
wave as is demonstrated by Benard et alo [15].

Duty cycle and pulse frequency appear to have a strong influence on the quasi­
steady state of the flow. As can be seen from Fig.5.5 for higher duty cycles
the mean flow velocity increases and even surpasses the respective continuous
actuation values in some cases. Pulse frequency seems to have less influence
on the mean velocity, as is expected since the provided power does not change
with f p. Nevertheless, differences still appear which indicate that mechanisms
directly related to the flow such as hydrodynamic instabilities and resonance
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Figure 5.6: RMS value of induced velocity fluctuations at x =7 mm and y =
0.75 m m (quiescent flow)

are in action and potentially can be used for flow control. For the quiescent
flow an optimum appears near f p =200 H z.

The rms fluctuation of the flow is also a function of pulse frequency and duty
cyc1e as shown in Fig.5.6. For higher f p the fluctuations become weaker since
the pulses become shorter in duration and repeat more often thus approaching
the continuous operation. It is interesting to note that for the cases of f p =200
H z and 400 H z the fluctuations of the flow are of the same order and their
trend of increase with D collapses on the continuous operation point. This in­
ability of the actuator to produce large fluctuations on the flow for high pulse
frequencies is significant especially for concepts that involve manipulation of
fast developing structures such as shedding vortices or high Reynolds number
unstable TS waves. Nevertheless, since the action of the actuator is direc­
tional, it is expected that the capability to introduce large fluctuations at high
frequency can be larger in the case of an extemal flow moving in the direction
of the induced jet. A test case with the actuator operating in a larninar bound­
ary layer will be investigated in the next section to this cause. The maximum
error for the calculated statistical values is 0.053 % with a 99 % confidence
level.

The power consumption of the actuator is shown in Fig.5.7. A power law
seems to govem the relation between power and duty cyc1egiving more ground
to the utilization of the actuator in pulsed operation rather than in continuous
mode. For instanee at fp =200 H z and D =75 %the mean velocity is higher
than the continuous actuation while power consumption is 40 %less.
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Figure 5.7: Power consumption of the plasma actuator for the series of tested
f p and D

Since the actuators are mainly focused on manipulating instabilities and un­
steady structures of the flow a look in the speetral content of the induced
flow is necessary. This will provide an insight into the corellation between
the provided input signal, which in this case is the HV, with the produced
velocity field. Power speetral densities (PSD) of the voltage signal and the
induced flow field are shown in Fig.5.8 for different pulse frequencies. These
are calculated using Welch's method [140] using eight segments over the en­
tire signal with 50 % overlap. The number of points taken for the Fast Fourier
Tranform (FFT) is 216 . The PSD is presented here for the unfiltered signals.
To be noted here that the average power in the signal is the integral of the
PSD over a given frequency band. The peaks in this spectra do not reflect the
power at a given frequency.

The voltage signal content is inherently rich in harmonies of the pulse fre­
quency. Of interest is the lack of the even frequency harmonies of the pulse
frequency. For example in the fp=lOO H z case the harmonies of 200, 400,
600 H z and so on are missing. This is an artifact of the modulation of the
carrier frequency signal with a square wave pulse at a fixed duty cycle of
50% and will be shown to change for different duty cycles. The carrier fre­
quency (2 kHz) is also apparent with an almost continuous subspectrum on
its sides.

The velocity signal shows strong components at the main pulse frequency and
its first few harmonies. A peak at the carrier frequency with a sideband sub­
spectrum indieates the EM noise previously mentioned. At position x =7 mm

108
I

!



Chapter 5. Actuation in External Flow Conditions

fp =25 Hz fp =J(JC) Hz fp =200 Hz
10'0

10'

10°

~ 10'

"":s
.~ 10-

2

c

8 10'"
] 10'

&
~ 10- 2

u
~.e 10'"

10'

10'"
10 100 1000 10 100 \000 10 100 1000

Frequency (Hz) Frequency (Hz) Frequency (Hz)

Figure 5.8: Power Speetral Density of voltage and velocity for D = 50 %
(quiescent flow)

the average power of the signal is calculated using a rectangle approximation
ofthe integral ofthe PSD. 97.9, 97.6 and 76.9 % ofthe average signal power
is contained in the first three harmonies for the cases of fp = 25, 100 and 200
H z respectively. The pulse harmonies decrease with distance faster than the
main frequency. A secondary effect can be observed here, in the existence
of even harmonies in the velocity signal that are absent in the voltage signal.
These harmonies appear to decrease in power with distanee, at a larger rate
than the odd harmonies.

The speetral densities of the voltage and velocity signals are shown in Fig.5.9
for different duty cycles. Similarly to the previous case, specific harmonies
are absent from the input signal depending on the duty cycle for a fixed pulse
frequency of 50Hz. For the case of 50% all the even harmonies are absent
while for the cases of 25% and 75% every fourth harmonie (f4n) is absent.
Similar to the pulse frequency variation, the velocity spectra correspond to
the input signal. It is verified that the harmonies that have no counterpart in
the input signal decay faster in the downstream distance.

Since the initial voltage signal is created using only two frequencies (fp and
f ac), the fact that the flow presents a larger set of harmonies could be cru-
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cial to some flow control approaches which involve unstable structures. For
instance, if the actuator is operating in a laminar boundary layer at a pulse
frequency which corresponds to a stabie mode, the subharmonies in the in­
duced flowfield might be well within the unstable region and eventually cause
transition.

5.2.2 Laminar boundary layer

Through the introduetion of steady or unsteady disturbances in the flow the
plasma actuators can manipulate, enhance or accentuate flow instabilities, un­
steady vortical structures and other secondary flow mechanisms. As such, it
is essential to identify the behavior of the actuator and the resulting flow in
the case of an external and already developed flow field. As an initial test case
a low velocity laminar boundary layer is selected. This choice is made based
on the low energy content of such a flow which would in turn increase the ex­
perimental observability of any effect the actuator might have. Additionally,
this type of boundary layer forms the basis for the intended demonstration
application of TS wave cancellation. Since the convecting instabilities which
in the case of unswept wings are Tollmien-Schlichting waves have the form
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Figure 5.11: Velocity evolution for continuous operation at two downstrearn
positions

of a multi frequency wave train, the actuator is required to operate in pulse or
burst mode [51]. A similar investigation as with the quiescent flow cases is
conducted to this goal.

The BLT tunnel is used to create a laminar boundary layer in which the actu­
ator is operating in pulse mode. The freestream velocity is intentionally kept
low at 4.6 mis in order to avoid boundary layer instabilities to grow to lev­
els that would interfere with the induced velocity components of the actuator.
The boundary layer velocity profile is presented in Fig.5.1O. The boundary
layer is naturally growing downstream although for the first three x positions
the growth is minimal.

For the pulse operation the same combination of duty cycles and pulse fre­
quencies as with the quiescent flow are tested. Two additional x positions
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Figure 5.12: Time evolution of induced velocity for pulse frequency f p = 25
H z. Measurements at x =7 mm, y =0.75 mm (boundary layer, U =4.6 mis)

are measured at 47 and 97 mm downstream the actuator in order to track the
convecting unsteady structures which are formed as a result of the actuation..
All measurements are taken at 0.75 mm from the wall which approximately
corresponds to 0.258* of the boundary layer at x =7 mmo

Prior to the pulse operation a test case of continuous actuation is performed in
order to establish a reference flowfield. This is shown in Fig.5.11. It is appar­
ent that the flow accelerates significantly downstream the actuator.

The velocity measurements for pulse frequencies of 25 and 200 H z and differ­
ent duty cycles are presented in Fig.5.12 and Fig.5 .13 respectively. A similar
to the quiescent flow case behavior can be observed. In the vicinity of the
actuator velocity consists of a mean component which is considerably larger
than the unperturbed boundary layer velocity and strong fluctuating compo­
nents. The individual velocity oscillations correspond to the respective actu­
ator pulses and appear at the specific pulse frequency. Additionally, the time
lag associated with the convection time between the actuator and the HWA
probe is observed. The mean velocity and rms value of the fluctuations are
shown in Fig.5.14 and Fig.5.15 respectively. Of interest is the insensitivity of
the mean flow to changes in pulse frequency. This differs from the respective
case in quiescent flow and can be attributed to the shorter relaxation time of
the flow. This suggests that the mean velocity increase from the operation of
the actuator is purely a function of the energy input the latter is capable, for
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Figure 5.13: Time evolution of induced velocity for pulse frequency fp =200
H z. Measurements at x =7 mm, y =0.75 mm (boundary layer, U =4.6 mis)

this specific test case. Incontrast, the intensity of fluctuations seems to depend
on both the pulse frequency and the duty cycle. Again the relatively short re­
laxation time of the flow appears to govern this behavior where long and low
frequency pulses give the largest fluctuations while short and high frequency
pulses appear to collapse on the continuous actuation point. The maximum er­
ror for the calculated statistical values here is 0.037 %with a 99 %confidence
level. To be noted here that for the investigated cases, the power consumption
of the actuator is found to be independent of the external flow.

The intensity of the velocity fluctuations appears to be dependent on the duty
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Figure 5.14: Mean induced velocity and at x = 7 m m and y = 0.75 mm
(boundary layer, U =4.6 m i s)
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0.75 mm (boundary layer , U =4.6 mis)

cycle with the same energy accumulation mechanism as in the quiescent flow
seemingly governing the operation. More specifically the full development of
the field to its quasi-steady state is achieved after several actuation cycles es­
pecially for low duty cycles and high pulse frequency. Nevertheless, compar­
ing with the respective case in quiescent flow, as shown in Fig.5.4, maximum
velocity is achieved in a much shorter time from the start of the actuation.
An effect that can additionally be observed is the fact that larger fluctuations
appear for higher pulse frequencies than in quiescent flow. For instanee at lp
=200 H z and D =25% the induced velocity in quiescent flow almost lacks
any coherent fluctuating component and rather resembles the flowfield from
continouous operation. For the boundary layer case, as can be observed from
Fig.5 .13, the flow still excibits fluctuations corresponding to the pulse fre­
quency at D = 25%. This can be explained taking account that the velocity of
the external flow whith no actuation is larger than the case of quiescent flow
(zero velocity). This in turn makes the relaxation time of the flow less. One
more contributing effect in the enhancment of the fluctuations is the arrange­
ment of the actuator in a co-flow configutation. The actuator introduces the
fluctuations by adding momentum to the flow since the induced velocity is in
the same direction as the external flow.

In several flow control scenarios the operation of more than one actuators is
proposed in order to extent their contral authority in streamwise distance. It is
thus useful to track the downstream development of the induced fluctuations
from the operation of the actuator. In this manner the effective downstream
region for a single actuator can be defined. A track of the evolution of the fluc­
tuating field can be seen in Fig.5.16 for pulse frequency of 50 H z and duty
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Figure 5.16: Time evolution of velocity for pulse frequency f p =50 H z, D =
50% and different downstream positions (measurement at y =0.75 mm)

cycle of 50 %. Similar behavior is observed for the rest of the tested pulse fre­
quencies. The effect of the actuator is local as strong fluctuations appear only
at the first 3 measurement positions or within 10 mm from the actuator. Fur­
ther downstream, at 47 mm, the mean velocity acceleration is evident but the
fluctuating components have almost disappeared. At 97 mm only a very weak
increase in velocity is registered. In the case of the laminar boundary layer
the distance in which the forcing of the actuator can be perceived is highly
dependent on the freestream conditions and the hydrodynamic stability of the
flow. In this case, it is obvious that 50 H z corresponds to a stabie TS mode
at this Reynolds number. This can also be verified by linear stability theory.
Nevertheless it seems that independent of forcing frequency the actuator can
introduce strong fluctuations at least in the first 10 mm downstream.

As already mentioned, many flow control applications rely on the manipu­
lation of inherent instabilities of the flow to efficiently achieve the desired
control. In this aspect it is highly desirabie to be able to control any po­
tential actuator in an accurate manner, introducing forcing components that
are necessary and avoiding any unwanted artifacts that might be additionally
introduced. Based on this, some comments can be made on the pulse opera­
tion of the actuator. It is clear from the continuous operation of the actuator
Fig.5.11 that the induced flowfield is unsteady with the velocity signal being
almost stochastic in time. This behavior can also be observed in pulse oper­
ation for low pulse frequencies and high duty cycles. For instanee at fp =25
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Figure 5.17: Empirical operational envelope for the plasma actuator operation
in a 10wspeed laminar boundary layer.

Hz and D =75% (Fig.5.12) the flow accelerates after each pulse begins until
it reaches its self limiting maximum velocity. This is reached before the end
of the pulse and for the remaining duration of the pulse the flow essentially
behaves as in the continuous operation. This could potentially be unwanted
since the stochastic velocity signal might trigger instabilities in the flow in a
random and uncontrolled fashion. It is thus important to limit the duration of
the pulse to the point where a 'clean' forcing is imposed on the flow. Further­
more, reduction of the duty cycle could contribute positively in the reduction
of consumed electrical power.

One additional feature which is important in efficient flow control is the actual
intensity of the fluctuating components. Especially for high pulse frequencies
and low duty cycles such as the case of f p = 200 H z and D = 10% (Fig.5.13)
the momentum input from the actuator is too Hnle and the relaxation of the
flow is too slow to respond to the actuation . This results in a flowfield which
resembles the continuou s operation case albeit with a lower mean velocity
since the input energy is limited. For these cases the ability of the actuator to
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Chapter 5. Actuation in Extemal Flow Conditions

impose unsteady forcing on the flow is severely limited.

Based on the previous two phenomenological observations an empirical model
for the operating envelope of the actuator can be formulated (Fig.5.17). This
is far from strict values and rather a 'rule of thumb' for the useful range of
the actuator operating pulse frequency and duty cycle. To be noted that these
values apply only for the applied voltage (l0 kVpp ) and carrier frequency (2
kH z) of this test case and have to be redefined if these parameters are to be
varied.

5.3 Conclusions

An experimental study has been conducted on the operation of the plasma ac­
tuator in pulse mode. The actuator used was a conventional DBD incorporat­
ing copper electrodes and Kapton dielectric. The high voltage and carrier fre­
quency were kept fixed at Vapp =10 kVpp and J ac =2 kHz respectively. Total
velocity was measured for the cases of quiescent flow and laminar boundary
layer. Several combinations of pulse frequency and duty cycles were tested in
order to evaluate the sensitivity and form of the resulting flowfield.

From the tests it became apparent that the plasma actuator is capable in in­
troducing mean and fluctuating components of velocity to the surrounding
air when operated in pulse mode. In most cases a quasi-steady situation is
reached after a few cycles of actuation. For the quiescent flow a strong de­
pendenee connecting pulse frequency and duty cycle with mean velocity and
fluctuation intensity has been found. An upper limit in pulse frequency and
a lower limit in duty cycle seem to define the useful operating range of the
actuator. The respective tests in the laminar boundary layer reveal the impor­
tance of the outer flow and especially the relaxation time in the final form of
the fluctuating field. Differences between the two cases suggest that results
from tests in quiescent flow might not be suitable for correct prediction of the
actuator performance in other flows.

An additional speetral analysis has been performed on the velocity signal from
the test in quiescent flow. As shown the induced velocity field presents a
slightly different spectral content than the forcing signal. This is important
in applications dealing with hydrodynamic stability where the exact speetral
content of the forcing must be precisely controlled.

117



5.3. Conclusions

Por the laminar boundary layer cases the measured veloeities present distinct
differences from the respective quiescent flow cases. Due to the existing en­
ergy content of the boundary layer as weIl as the directional forcing of the
actuator the control authority over the flow is increased. This is especially
important when high frequency actuation is required. Nevertheless, due to the
same reasons some unwanted effects are also identified. Por large duty cycles
and low pulse frequencies a similar to the continuous actuation field is rnea­
sured for part of the actuation pulse. This consists of random and uncorellated
velocity fluctuations which potentially could degrade the performance of the
actuator. One more important aspect is the lower limit in duty cycle which
was previously identified in the quiescent case. Depending on the pulse fre­
quency the actuators seems to lack the necessary power to induced strong and
coherent fluctuations when operating below a certain value of duty cycle. This
is particularly pronounced in high pulse frequencies. Based on these observa­
tions an empirical operational envelope is proposed for the implementation of
the actuator in pulse mode flow control techniques. The envelope is specific
to the operating parameters and external flow for the test case under investi­
gation but similar approach in deriving 'situation specific' envelopes could be
followed for any other case.
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Chapter 6
Forcing Mechanisms within the
Actuation Period

The exact mechanism of momentum transfer from the weakly ionized gas
created by the DBD actuator to the ambient air is partly unclear. It is widely
regarded that collisional processes drive the momentum transfer [16]. This is
further supported by an important property of the plasma discharge in air. This
states that the frequency of charged species-neutral particles collisions within
the plasma region is of the same or larger order of the electrostatic oscillations
frequency. This effectively means that the Coulombian forces exerted on the
charged particles by the electric field are transfered entirely to the neutral air.
Yet the inftuence of the heavy species to the net momentum transfer and how
this affects the direction of the force during the HV cycle is still debated. Early
numerical models [62] suggest that during the forward stroke (exposed elec­
trode is negative) positive ions are drawn towards the exposed electrode and
impart negative momentum to the air. During the backward stroke (exposed
electrode is positive) the ion movement is reversed and momentum transfer is
positive. The net momentum transfer for the entire HV cycle is positive due
to the asymmetry in species density between the two strokes. This scenario
has been challenged by more recent modeling efforts as well as experimental
investigations. Particularly the consideration of air chemistry and more specif­
ically the existence of negative ions (0-) in simulations [85, 18] is important
since in such case, the forcing scenario is completely altered. In models where
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negative ions are considered, both cycles contribute positively in momentum
transfer with the negative half cycle responsible for the majority of the mo­
mentum input.

There has been a limited number of experimental investigations on the forc­
ing mechanisms of the actuators. Time-resolved Laser Doppier Anemometry
(LDA) measurements were conducted in quiescent air [42] where the asym­
metry between the two half cycles is evident. Large momentum transfer dur­
ing the negative half cycle was recorded which corresponds with the recent
modeling efforts. In another study [71] phase locked PIV measurements are
taken which indicate the dominanee of the negative cycle in momentum trans­
fer. Using a different technique Enloe et al.[37] and Font et al.[40] showed
positive momentum transfer during both half cycles.

The current status of experimental research into the forcing mechanisms of
the plasma actuator is restricted to either spatial [71] or temporal [42, 37]
resolution of the flowfield. The experimental investigation in this chapter is
aimed at combining the previously missing information using advanced diag­
nostic techniques. Results are obtained through the simultaneous spatial and
temporal resolution of the induced flowfield from the operation of the plasma
actuator within one period of forcing. The knowledge of the exact nature of
the forcing within the HV cycle is of high importance for several reasons. This
information will provide insight into the forcing mechanisms of the actuator
and the nature of the momentum transfer process which can potentially be
used in deterministic flow control transfer functions. Additionally, the results
can further be used for comparison and validation of first-principles plasma
actuator models as well as optimization of some operating parameters such
as the waveform shape for the improvement of the performance of the actua­
tor.

6.1 Experimental Setup

6.1.1 The actuator

In this investigation conventional DBD actuators are used, employing thin
rectangular copper electrodes made out of self-adhesive copper tape. The
electrodes are 10 mm in length (x direction), with zero horizontal gap. Their
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Chapter 6. Forcing Mechanisms within the Actuation Period

Table 6.1: Test parameters for the experimental investigation .

Parameter

upper electrode length (L u)
lower electrode length (ll)
dielectric thickne ss (td)
horizontal gap (g)
applied voltage (Va p p )

carrier frequenc y (Jac)

waveform

Value

IO m m
IO m m
110 urn.
Om m
10kVp p

625 H z

sine, square, sawtooth,
negative sawtooth

thickness is 30 um including adhesive. The effective spanwise length (z di­
rection) of the electrodes (along which plasma is generated) is 200 mmoThe
electrodes are separated by two dielectric layers of polyimide Kapton tape.
The thickness of each layer is 50.8 urn, The total thickness of the dielectric,
including adhesive, is approximately 110 microns. The geometrical properties
of the actuator are presented in Tab.6.1. The upper electrode is energized us­
ing a TREK 20/20C HV amplifier (20 kV, 20 m A ) while the lower electrode
is kept grounded.

The amplifier provides direct readings of the output voltage and current through
internal measurement probes. While the internal voltage probe gives suffi­
ciently accurate readings the internal current probe has been found to be too
slow to resolve high frequency current fluctuations. To resolve this, a resis­
tance (100 0) is placed between the lower electrode and the grounding cable
and voltage is measured across it indicating the discharge current. The voltage
and current signals are measured using a Tektronix TOS 2004B oscilloscope
using a sampling frequency of 10 M H z.

6.1.2 PIV setup

Tests are conducted in a closed box made from Plexiglass (PMMA) to provide
optical access in the same context as described in Chapter 4. Time-resolved
PIV is used in conjunction with a phase shifting technique (described further
below) to characterize the flow field in the vicinity of the plasma actuator. A
two component PIV configuration has been chosen since the large span of the
actuator ensures minimal 3D effects.

121
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The plasma actuator is placed flushed on the bottom of the Plexiglas box.
A Photron Fastcam SAI high speed CMOS camera of 1024x 1024 pixels is
used to image the field-of-view (FOV). Image acquisition has been conducted
at 6 KHz rate in double-frame mode. Time separation of 50 IlS has been
applied between successive images. A Micro Nikkor 200 mm objective is
set at f-stop 4 and is used along with extension tubes in order to achieve 2.1
magnification and a FOV of9.7 x4.7 mm over a cropped sensor of 1024x496
pixels. The air in the Plexiglas box is seeded with olive oil droplets of approx­
imately 1 urn diameter generated by a TSI atomizer. The particles at the mid
span of the actuator are illuminated by a light sheet of 2m m thickness gen­
erated by a Quantronix Darwin-Duo laser system with an average output of
80 Wat 3 kHz. The images are analyzed using Davis 7.4 (Lavision GmbH)
by cross-correlating successive images. Final interrogation window size of
16x 16 pixels and overlap factor of75% are used. The interrogation windows
are elongated in the wall normal direction using a 4: I aspect ratio in order to
obtain higher spatial resolution. The velocity veetors are retumed on a grid of
26 x 26 veetors per mm2 .

6.1.3 Phase shifting technique

For OBO actuators employing thin dielectric layers such as Kapton tape, typ­
ical carrier frequencies Jacare typically between 0.5 and 10 kHz . This range
corresponds directly to the characteristic electrostatic oscillation frequency of
the HV signal. As such it is desirabie to accurately capture the response of the
induced flow within these time scales in order to safely deduce the features
of the forcing mechanism. The desired sampling rate of any data acquisition
system should at least be one order of magnitude larger than the respective
operating frequency for each test case. As already mentioned, it is the goal of
this study to simultaneously resolve the spatial and temporal characteristics of
the velocity field. The spatial requirement is fulfilled using a 20 PIV system
operating at a high optical magnification (M =2.1). The PIV system is capa­
ble of high speed acquisition up to 10 kHz limited by the repetition frequency
of the laser. Yet this is deemed not sufficient for cases of carrier frequencies
larger than 0.5 kHz.

In order to redeem the problem of limited sampling rate, a phase shifting tech­
nique is employed to increase the effective sampling frequency of the PIV
system. The technique is based on the periodicity of the plasma forcing ef-
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Figure 6.1: Example of physical and reconstructed signals using the phase
shifting technique Usamp =6 kHz , fac =625 Hz).

fect as proved in numerous previous studies [15, 76]. More specifically the
sampling rate fs is kept fixed at 6 kHz while the actuator carrier frequency
fac is chosen such that the ratio r = fs/ f ac is not an integer value. In this
rnanner, the phase of every measured point is slightly shifted between suc­
cessive actuation signal cycles. This implies that a number of signal cycles c
will contain n points with distinct phases which can be combined into a single
reconstructed cycle with higher temporal resolution. An example of the phase
shifting technique is presented in Fig.6.1 with the settings used in the experi­
mental investigation Us =6 kHz, fac =625 H z ). The achieved phenomenal
frequency is then given by the product fel I = n . fac.

An overview of the parameters of the phase shifting method as used in this
study is presented in Tab.6.2. The carrier frequency is chosen such that for
every case the final reconstructed signa! would consist of 48 points. Although
the phenomenal acquisition frequency is 30 kHz the tempora! resolution of
the system is based on the 50 J.LS time separation between the PIV image pairs.
This translates into a 34% overlap between successive measurement points.
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Table 6.2: Parameters of the phase shifting technique.

Jac(Rz) J. (kR z) n c Jef! (kR z)

625 6 48 5 30

. .6r----~------,~--~---___,

0.5 pi 1.5pi 2 pi

Figure 6.2 : The HV waveforms tested in this investigation.

6.1.4 Test cases

Due to the advantages in spatio-temporal resolution the selected measurement
techniques provide, a series of different waveform shapes is selected for the
actuation signal. The selected waveforms include the widely used sinusoidal
signal, a square , a sawtooth and a negative sawtooth. All the waveform cases
are ran using a fixed carrier frequency Jac = 625 H z and fixed applied volt­
age Vapp = 10 kVpp • This implies a different power consumption for each
waveform which renders the comparison of their performance problematic.
As such , no direct performance comparison between the test cases will be
currently performed. In contrast the scope of this study is focused on individ­
ual forcing mechanisms within each waveform which are treated as individu al
test cases.

A schematic of the different waveforms is presented in Fig.6.2. The slight
deviations from the ideal shapes are due to the lirnited slew rate of the HV
amplifier (350 V/ps ). An overview of the test parameters, including the geo­
metrie properties of the actuator, is presented in Tab.6.1.

All measurements are taken for continuous operation of the actuator. This
implies that the initial transient stage of acceleration from quiescent flow to the
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Chapter 6. Forcing Mechanisms within the Actuation Period

fully established wan jet is omitted in order to ensure the temporal periodicity
of the flow. For all PIV measurements, 3000 frames are taken from which the
necessary number of actuation signal cycles (c, see Tab.6.2) is extracted and
reconstructed into the enhanced temporal resolution cycle. For every case a
total of 50 reconstructed cycles are gathered and phase averaged to yield the
final flowfield.

6.2 Results

Prior to the analysis of the temporal characteristics of the reconstructed flow­
fields, a look at the time averaged velocity fields is taken (Fig.6.3). Addition­
ally, the power consumption is calculated since all four wavefonns are tested
for the same geometrical configuration, applied voltage and carrier frequency.
The power consumption is calculated using the integral:

l
t 2

P = II(t) . V(t)l dt
t I

(6.1)

where V(t) is the instantaneous voltage, I (t ) is the instantaneous current and
tz - tI is a time interval containing an integer number of actuation peri­
ods (100). Power consumption for the four tested wavefonns is presented
in Tab.6.3

1.8
3.5
2.0
2.9

Power (W )

square
pos. sawtooth
neg. sawtooth

The general topology of the flow-
field is similar to a typical wall jet. Table 6.3: Time average power con-

sumtion for the four tested wavefonns.
A suction effect is observed slightly
downstream of the edge of the ex- _ W_a_ve_ti_or_m _

posed electrode (x =0), where flow sine

is entrained towards the wall and
then is injected downstream. The
sine and square wavefonns produce
the highest veloeities in amplitude. The positive and negative sawtooth actua­
tion is substantially weaker.

The power consumption of the four wavefonns reveals additional differences
between the wavefonn shapes. The most energy consuming shape is square
while sine requires almost half the power in comparison. Of special interest is
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the power consumption of the positive and negative sawtooth shapes which is
relatively high considering the weak character of the induced fiowfield from
these two shapes.

Considering the differences in both the induced fiowfield and the power con­
sumption for the tested waveforms some remarks must be made here. It must
be stressed that care should be taken in comparing the four waveforms.

This is due to the differences in
power consumption between the
four cases. As such no conclusion
on the performance or efficiency as
a function of the waveform shape
can be obtained by comparing these
cases. In the case of a parametrie
study for performance improvement
through waveform shape manipula­
tion a metric of efficiency should
be devised taking into account the
strength as weIl as the power con­
sumption of each shape. In contrast,
the scope of this study involves the
independent spatio-temporal analy­
sis of the waveforms as stand-alone
cases. An effort to define forcing
mechanisms related to the features
of each waveform shape is thus un­
dertaken.

In order to obtain a general insight Figure 6.3: Average total velocity field
into the underlying scales goveming corresponding to the four tested wave­
the HV cycle, an initial dimensional forms
analysis is conducted. This is based
on the decomposition of the incompressible two-dimensional Navier-Stokes
equations based on the available velocity data. More specificaIly, The NS
equations are:

au + u . 'Vu _ 1/ 'V2U = _ 'Vp + F
at p p
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where U is the 2D velocity field, F is the plasma body force field, p is the
statie pressure, IJ is the kinematie viscosity of the fluid and p is the den­
sity.

1.5pi
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Figure 6.4: Dimensional analysis of
the measured x and y terms of the
Navier-Stokes equations. All terms are
integrated over the spatial domain at
each time frame.

In the present study, all the left hand
side terms of Eq.6.2 are available
through the PIV measurement. On
the other hand the pressure gradient
and body force terms cannot be un-
coupled without erroneous assump- .. - - - conv. ace

~ 0.0\
tions. This renders the interpretation ~

of the time resolved flowfields more E
difficult. Fig.6.4 shows the tem- ~

>< --0.0 \ .. .. '
poral evolution of the value of the
three left hand side terms in Eq.6.2
integrated over the spatial domain
for the sinusoidal waveform case.
Similar results are also obtained for
the other waveforms. It is appar­
ent that for both the x and y direc­
tions, the unsteady acceleration term
(~) dominates the convective ac­
celeration (U . VU) and the viscous
stresses ( - IJ V2U). This is partly
expected as the flow is not confined,
it is driven purely by the plasma
body force and is largely inviscid.
This implies that the pressure gradi­
ent might also be small compared to
the body force term although no con­
clusions can be made at this point.
For the present study the dominant term of unsteady acceleration shall be
considered as a combined effect of the pressure gradient and the plasma body
force.

I!
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6.2.1 Sine wavefonn

The majority of experimental [37, 71, 15,42] and numerical [17, 85] inves­
tigations on the DBD forcing mechanisms discuss the sine waveform, albeit
for different carrier frequencies and applied volatges. The temporal evolution
of velocity and acceleration in the plasma region is presented in Fig.6.5 along
the measured voltage and current. All fiowfield values are probed at approxi­
mately the position where the maximum values of velocity are registered (x =
2 mm, y =0.2 mm).

4 pi3 pi2 pi
phase (rad)

pi

c.se...
] -0.5

Figure 6.5: Temporal evolution of velocity (u,
v) and acceleration (au / at, av/at) during the
HV cycle for the sine waveform (values probed
at x =2 mm, y =0.2 mm).

It is evident from the ve­
locity evolution for the sine
waveform that the forcing
due to the plasma is un­
steady and periodic within
the HV cycle. Moreover a
strong asymmetry exists be­
tween the two strokes. The
velocity evolution closely re­
sembles results obtained by Forte et.al.[42]. At the initial phases of the for­
ward stroke the voltage of the exposed electrode starts to drop (instant A).

To be noted here that the
reconstructed cycle is pre­
sented twice for clarity. Ad­
ditionally, snapshots of the
velocity and acceleration fields
are presented in Fig.6.6 for
four time instants. For the
present study the first half
of the HV cycle (negative
exposed electrode) will be
denoted as forward stroke
while the second half of the
HV cycle (positive exposed
electrode) shall be denoted
as backward stroke. These
terms are retained for all four
tested waveforms.
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Figure 6.6: Snapshots of velocity and acceleration at four instants for the sine
waveform. (instants A-D are indicated in Fig .6.5)

Simultaneously, the plasma is ignited as indicated by the microdischarges
corresponding to current peaks which are registered during the entire nega­
tive going portion of the stroke (0 - 0.5 7f). During this period the velocity in
the region of the discharge accelerates sharply in the downstream direction.
Additionally, a weak vertical component of velocity appears which is directed
towards the wal!.

At the peak of negative voltage (0.5 7f ) the discharge terrninates under the
self limiting effect caused by the accumulated charge on the dielectric surface
[85, 38, 17]. The velocity has reached the maximum value and starts de­
celerating as the voltage increases (instant B). Furthermore, positive vertical
acceleration is registered causing ftuid to move away from the dielectric wal!.
It is interesting to note that the slope of change of velocity, and thus negative
acceleration is significantly weaker than the first half of the forward stroke.
Nevertheless, at 0.9 7f a sharp increase in negative acceleration is registered.

For the backward stroke no significant change in horizontal velocity is reg­
istered (instant C) although the current peaks from 7f to 1.5 tt indicate the
positive discharge. On the other hand the vertical velocity starts decreasing
and drops to zero by 1.2 7f . This is also indicated by the moderate acceler­
ation veetors towards the wall evident at the snapshot of instant C. For the
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remainder of the backward stroke both velocity components are constant and
respective acceleration drops to zero.

As mentioned earlier, the combined effect of the plasma forcing and the pres­
sure gradient appears to be driving the flowfield acceleration. For the sine
waveform it is apparent that strong momentum addition occurs during the
first half of the forward stroke. This coincides with the negative discharge as
shown by the current peaks. Ouring the negative discharge negative ions and
fast electrons are emitted from the exposed electrode in a series of microdis­
charges and accumulate on the dielectric surface. The movement of charged
particles downstream couples positive momentum to the neutral fluid. For
the second half of the fonvard stroke the flow decelerates mildly, indicating
a pressure driven mechanism and absence of any body force. This is further
supported by the positive vertical velocity components which indicate an area
of high pressure created at the area where the discharge took place in order to
fulfiIl the momentum deficit the sudden disappearance of the body force has
created. In contrast, the backward stroke appears not to change significantly
the flow although a discharge is occurring. This implies the existence of a
moderate positive forcing from the plasma. This is enough to keep the flow
from decelerating until the next end of the stroke. One event that is currently
unclear is the sharp negative acceleration at 0.9 tt, This might indicate the
existence of accumulated negative ions on the dielectric surface which begin
to travel upstream as soon as the voltage of the exposed electrode starts in­
creasing. This would imply a smaIl negative body force at the beginning of
thefonvard stroke. No definitive conclusion can be made at this point.

Summarizing, the sine waveform appears to produce significant positive forc­
ing during the fonvard stroke with very weak but still positive forcing during
the negative stroke. FoIlowing the terminology of Corke [32] the action ap­
pears to be a PUSH-push effect. This agrees weIl with the experimental study
of Enloe et al. [37] where a 97 %of momentum addition was registered during
the forward stroke. Furthermore the numerical predictions of Boeuf et al. [17]
are confirmed for the case of low carrier frequency and high voltage ampli­
tude. As they suggest, for these operating conditions, the momentum transfer
is dominated by the negative ions movement during thefonvard stroke.
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6.2.2 Square waveform

Figure 6.7: Temporal evolution of velocity
(u, v ) and acceleration (a u /at , av /at) during
the HV cycle for the square waveform (values
probed at x =3 mm, y =0.2 mm).

4 pi

:r,•• :,,__ 20 <'
.5

3 pi

I-e-- duldt I
-dv/dt

... ... ~

2 pi
phase (rad)

pi

. . . . . . -&-u
4l~ : . ... .:. ... :L, :" - v

~ r~ :~'-,-. ----.----'
; 2 · · · · ; · · · · : · · · · -:~ · :. ~

'g
~ 0 · .. ··"'"

I'lll"""":

The evolution of velocity
and acceleration for the square
waveform is shown in Fig.6.7
while snapshots of the fields
are given in Fig.6.8. Qual­
itatively similar to the sine
waveform, the evolution of
the flowfield suggests an
asymmetry between the two
strokes. At the beginning
of the forward stroke (in­
stant A) the voltage drops
sharply. This is accom­
panied by strong current
peaks indicating a respec­
tively strong and short neg­
ative discharge. During
this event, the velocity rises
sharply and strong acceler­
ation in the downstream di­
rection is observed. The
area of strong acceleration is
located well downstream of
the exposed electrode with
maximum values around x
= 3 mm and is consider­
ably larger than the respec­
tive sine case. Similarly the
flow is accelerated vertically towards the dielectric surface.

I1
I '

During the remainder of the forward stroke the flow remains at relatively high
veloeities but constantly decelerates. Respectively the negative velocity is
reduced and approaches zero by the end of the stroke. During this period no
discharge is registered as suggested by the lack of current peaks.

At the beginning oftheforward stroke (7r) the voltage sharply reverts and large
current peaks signify the positive discharge.
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Figure 6.8: Snapshots of velocity and acceleration at four instants for the
square waveforrn. (labels A-O are indicated in Fig.6.7)

Simultaneously, (instant C) a strong deceleration occurs in the streamwise
direction. The slope of velocity change is less than the respective accelera­
tion at the forward stroke which is also indicated by the value of the negative
acceleration at 7f. Additionally, the flowfield snapshot at instant C reveals
a large, uniforrnly decelerating area covering almost half the length of the
covered electrode. For the remainder of the backward stroke (1.2 7f - 2 7f)
weak deceleration is observed much like the respective period of the forward
stroke.

The square waveforrn appears to gather the two active phases in short time
periods at 2 7f and it, Strong events seem to dorninate both voltage reversals
occurring within the HV cycle . During the voltage drop (2 zr) the plasma
appears to produce strong positive forcing while at the voltage rise (7f) the
forcing is negative (upstream). During the long periods of flat high voltage
the discharge is quenched and the flow appears to decelerate by pressure alone
although at less rate than the respective sine periods . This is attributed to the
increased momentum transfered to the flow during the plasma forcing periods
which in turn renders the flow more resistant to adverse pressure gradients. In
general a PUSH-pull event can be identified from the waveforrn shape.

The concentrated discharge events during the voltage reversal instants appear
to be the main mechanism behind the increased power consumption of this

132



Chapter 6. Forcing Mechanisms within the Actuation Period

waveform. This is due to two simultaneously acting features of the current
and voltage evolution respectively. Firstly, the fast change of voltage from
relatively constant positive value to an also relatively constant negative value
compresses the discharge sequence (avalanche ionization) in a very short time
span which in sequence increases its intensity. Secondly, the instantaneous
voltage is theoretically always at peak values for a perfect square shape.
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6.2.3 Positive sawtooth
wavefonn

This is practically not the
case here since the slew
rate of the HV amplifier
gives a slight slope to the
shape. Nevertheless the in­
stantaneous voltage during
the discharge events is gen­
erally higher than the respec­
tive sine case. The combined
effect of both increased volt­
age and discharge current
during the active phases is
transfered into the prod­
uct of these values which
in turn produces the rela­
tively high consumed power
value.

Positive and negative saw- Figure 6.9: Temporal evolution of velocity (u,
tooth waveforms have been v ) and acceleration (ou/ot , ov / ot) during the
investigated, albeit in a time HV cycle for the positive sawtooth waveform
averaged way [11, 38]. Ad- (values probed at x =3 mm, y =0.2 mm).

ditional ly, the rising and
sinking ramp voltage has
been investigated numerically as stand alone cases [16]. The evolution of ve­
locity and acceleration for the positive sawtooth waveform is shown in Fig.6.9
while snapshots of the fields are given in Fig.6.1O.
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Figure 6.10: Snapshots of velocity and acceleration at four instants for the
positive sawtooth wavefonn. (labels A-D are indicated in Fig.6.9)

At the beginning of the forward stroke the voltage drops sharply with the
plasma igniting as indicated by the current peaks. At the same time (instant
A) the velocity increases with strong positive acceleration located in a small
region downstream the exposed electrode. Additionally a smalI but sharp in­
crease of vertical velocity towards the wall is observed. Shortly after the accel­
eration peak the flow starts decelerating at a much lower rate. The deceleration
area is located approximately at the same position as the initial acceleration
area (instant B). The deceleration of the flow covers the remainder of the for­
ward stroke and continues until approximately half the backward stroke (1.5
71") . At this point the voltage keeps rising and a weak discharge is registered as
indicated by the low current peaks (instant D). Furthennore the flow acceler­
ates weakly again although at a much lower rate compared to the event at the
beginning of the forward stroke. This weak acceleration continues until 2 71"

where it's superseded by the strong acceleration of the next HV cycle.

The positive sawtooth wavefonn exhibits an asymmetry between the two strokes.
The forward stroke produces strong positive forcing during the negative dis­
charge associated with the sharp voltage drop. Subsequently the flow appears
to decelerate on pressure alone until the end of the forward stroke. The de­
celeration continues unaffected, as the backward stroke begins and carries on
until 1.5 71" . At this point weak current peaks are registered indicating the pos-
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Chapter 6. Forcing Mechanisms within the Actuation Period

itive discharge. Simultaneously a moderate positive acceleration occurs signi­
fying weak but still positive forcing from the plasma. The positive waveform
appears to produce a PUSH-push effect.

6.2.4 Negative sawtooth wavefonn
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Figure 6.11: Temporal evolution of velocity
(u , v ) and acceleration (aul at , avI at) during
the HV cycle for the negative sawtooth wave­
form (values probed at x = 3 mm, y = 0.2
mm).During the backward stroke

the flow continues to decel-
erate and seems largely unaffected from the sharp voltage rise, although strong
current peaks indicate the occurrence of the positive discharge (instant C). The
smooth deceleration continues throughout the backward stroke.

The evolution of velocity
and acceleration for this
waveform is shown in Fig.6.11
while snapshots of the fields
are given in Fig.6.12 . At
the beginning of the forward
stroke the voltage is gradu­
ally decreasing (instant A).
The flow remains largely un­
affected until approximately
0.3 7f where a moderate pos­
itive acceleration is observed
in the region of the plasma
(instant B) along with weak
current peaks indicating the
negative discharge . The
snapshot of instant B also in­
dicates a large area of neg­
ative acceleration above the
exposed electrode although
the velocity components in
the same area are relatively
small. At 0.7 7f the flow
starts decelerating smoothly
until the end of the forward
stroke .
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Figure 6.12: Snapshots of velocity and acceleration at four instants for the
negative sawtooth wavefonn. (labels A-D are indicated in Fig.6.11)

The negative sawtooth appears to qualitatively differentiate from the rest of the
tested wavefonns in the sense that the plasma forcing is visible only during the
fonvard stroke. It is also interesting to note that due to the weak nature of the
plasma forcing itself, pressure effects seem more pronounced as evident by the
large negative acceleration area at instant B. In genera! the forcing behavior
of the negative sawtooth wavefonn appears to be a PUSH-none effect.

In the case of the negative sawtooth the fonvard stroke is responsible for the
majority of the momentum input. It is nevertheless interesting to note that
this wavefonn appears not to produce any forcing during the backward stroke.
Additionally, the negative sawtooth shows a more uniform acceleration area
than the positive sawtooth which is suggestive of the negative ion dominanee
during thefonvard stroke. Although the power consumption of the two cases
is not the same the general flow topology agrees with previous observations
[11].

6.3 Conclusions

Recent experimental studies indicate that the discharge associated with DBD 's
is highly asymmetrie between the positive and negative half-cycles [42, 38].
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Chapter 6. Forcing Mechanisms within the Actuation Period

This has been verified in the present study. Furthermore four different wave­
form shapes have been investigated in order to gain insight in the asymmetry
and its influence on the plasma forcing.

The sine waveform produces strong acceleration of the flow during the active
period of the forward stroke. This is associated with the negative discharge
where fast electrons and negative ions are ernitted from the exposed electrode
and accumulated on the dielectric surface [85] coupling momentum to the flow
at the same time. On the other hand the backward stroke seems to have little
effect in momentum addition although still produces positive force rendering
the overall forcing scenario to PUSH-push.

The square waveform concentrates the forcing events in short time periods
during the voltage reversal at phases 1r and 21r. These coincide with equally
short in time but intense discharge events. Strong acceleration is present dur­
ing the reversal from positive to negative voltage (beginning of the forward
stroke). On the other hand the respective voltage reversal from negative to
positive values produces a strong deceleration event. The overall forcing sce­
nario for the square waveform is identified as PUSH-pull.

The positive sawtooth shape presents a concentrated event of positive forcing
during the steep voltage drop at the beginning of the forward stroke. This is
accompanied by strong discharge events. During the linear ramp voltage rise
from 1r to 21r (backward stroke) a sequence of weak discharges is registered
during the entire period of the stroke. At the same period a weak but posi­
tive acceleration is registered rendering the overall forcing scenario for this
waveform as PUSH-pull.

The negative sawtooth waveform produces positive forcing during the linear
ramp from phases 21r to tt , On the other hand no perceivable forcing is reg­
istered during the sharp voltage rise at the beginning of the backward stroke
1r even though strong discharge current is measured. The overall forcing sce­
nario for the negative sawtooth shape can be identified as PUSH-none.

The results of the present study are suggestive of ways to improve the per­
formance of the plasma actuators. The key seems to be the forward stroke,
where negative ions are ernitted downstream imparting momentum to the flow.
While charge equilibrium must remain between the two half cycles, wave­
forms which present an asymmetry in shape betweenforward and backward
stroke are expected to enhance the overall performance in terms of forcing
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strength as well as power consumption. An application of assymetric wave­
forms for the improvernnt of performance of the DBD actuator is described in
Chapter 10.
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So they rolled up their sleeves and sat down to experi­
ment by simulation, that is mathematically and all on pa­
per. And the mathematical models of King Krool and the
beast did such fierce battle across the equation-covered
tabie, that the constructors' pencils kept snapping. [...]
The King rushed forward with all his cruel coordinates
and mean values, stumbled into a dark forest of roots
and logarithms, had to backtrack, then encountered the
beast on a field of irrational numbers (Fi) and smote it
50 grievously that it feil two decimal pIaces and lost an €,

but the beast slid around an asymptote and hid in an n­

dimensional orthogonal phase space, underwent expan­
sion and came out, fuming factorially, and feil upon the
King and hurt him passing sore.

Stanislaw Lem, Cyberiad
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Chapter 7
Measurement of the Plasma
Induced Force Field

It is commonly accepted that collisional processes between the heavy plasma
species (mostly ions) and neutral air are responsible for the momentum trans­
fer [86]. At a macroscopie scale the model of an exerted body force on the
fluid seems to describe the effect with reasonable accuracy. A large amount
of simulation studies has been conducted in order to simulate the underlying
physics of the ionization process [60, 82, 18] and calculate the exerted body
force.

The experimental investigation on the actuator's operation has also received
substantial attention. Several studies focus on the investigation of the in­
duced velocity field [37, 42, 99] and the produced thrust from the actuators
[3, 35, 55]. These methods are robust and fast but they present some draw­
backs which render the results difficult to be used as an input in flow solvers,
an area that so far has been served only by numerical plasma modeling stud­
ies. A shorteoming is their inability to provide any information on the spatial
distribution of the force field, information that is vital in cases of discrete,
unsteady and localized actuation. In a recent study Wilke [142] attempted to
estimate the spatio-temporal evolution of the force field. His results are dis­
cussed in later sections of this chapter. To the authors knowledge no other
experimental investigation on the determination of both the magnitude and
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7.1. Methodology

the spatial distribution of the body force vector field has been published to
this time.

A plasma body force model is of great importance for a successful flow control
application. This chapter is focused on the development of a novel experimen­
tal approach for determining the amplitude and spatial distribution of the body
force exerted on the flow by a plasma actuator. Such approach provides con­
siderable advantages over existing numerical models. Firstly, it is relatively
faster to implement even considering the complexity of the experimental setup
while the results are deemed more accurate since they are based on experimen­
tal data. Furthermore, the model represents DBD actuators in true operating
conditions with no simplifications in the geometry, dimensions or operating
parameters which are usually made in numerical modeling. The proposed
method will be evaluated against well established thrust measurement tech­
niques demonstrated in Chapter 4 which are used as a benchmark.

7.1 Methodology

The determination of the induced body force can be done experimentally in
several ways. Due to the nature of the momentum transfer mechanisms direct
measurements of the ionized species density in the plasma region can only be
obtained using molecular level diagnostics. The species density can be used
to derive the Coulomb forces exerted by the electric field. Taking into account
the complexity of such approach, on1y indirect methods based on the induced
flow field or reaction forces can be feasibly employed in the time span such
an experiment allows.

In this study two benchmark techniques are applied to determine thrust pro­
duced by the operation of the actuator. These will be used as benchmark cases
for validating and verifying the developed force estimation technique. More
specifically the techniques employed are: direct thrust measurements using a
highly sensitive load cell and thrust calculation via momentum balance of the
induced flow field. Both induced flow and thrust measurements results are
explained in detail in Chapter 4.
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Chapter 7. Measurement of the Plasma Induced Force Field

7.1.1 Body Force estimation

The proposed body force measurement technique determines the spatial dis­
tribution of the plasma induced body force from time-resolved velocity field.
The required information is obtained using a high-speed PIV system as it is
shown in a subsequent section of this chapter. Detailed description on the
induced flowfield is given in the refined parametrie study section of Chapter
4. An analysis of the velocity field using the full Navier-Stokes (NS) equa­
tions can provide the body force. The 20 incompressible NS equations in the
presence of body forces read as:

au 2 \lp F- + u . \lU - v \l U = -- + -at p p
(7.1)

where U is the 20 velocity field, p is the statie pressure, v is the kinematic
viscosity of the fluid and p is the density.

A first approach in deriving the body force (F) is to apply Eq.7.1 only for the
first moments after the actuation. During this stage the flow is expected to
accelerate only around the region of the exerted body force where the rest of
the field is still relatively quiescent. For initial conditions of zero velocity the
convective, viscous and pressure gradient terms are assumed relatively small
and can be neglected. This reduces Eq.7.1 to:

au F
at p

(7.2)

which is basically Newton's second law. This method will be referenced as
the reduced method throughout this study.

A second approach is to use the full NS equations to derive the force. For this
it is necessary to calculate all the terms involved. The acceleration, convec­
tive and viscous terms are obtained from the available spatio-temporal data
of the velocity field. In the absence of body force terms the only unknown is
the pressure gradient which can be obtained using Eq.7.1 from the measured
velocity field. In the case of the plasma actuator, the body force term appears
as one extra unknown. Physically, the pressure gradient term and the body
force term are equivalent and one can be used to explain the phenomena re­
lated to the other. Nevertheless, the expression of the plasma effect through
a volume distributed body force is a convenient way of imposing the effect
in a flow solver. To be able to bypass the problem of one extra unknown,
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7.1. Methodology

two major assumptions must be made: 1) the body force remains quasisteady
over a large number of HV cycles and 2) the pressure gradient prior to the
actuation is zero. The assumption for a quasisteady force is justified by tak­
ing into consideration the difference in time scales involved between one HV
cycle and the acceleration of the flow. It has been demonstrated in Chapter 6
that the forcing within the actuation period is not constant. This has also been
demonstrated by Enloe et al. [37] and numerous other related studies. Never­
theless, the high frequency of operation (order of k H z) and the hydrodynarnic
' inertia' of the flow reduce the effect to quasisteady in time. A more detailed
discussion on this assumption is given in a following section. In general, if
the time scales which the force oscillates are sufficiently separated from the
extemal flow time scales, the force can be assumed as time invariant. With
these assumptions, Eq.7.1 is differentiated in time:

The first assumption states that the body force is steady in time and its time
derivative is reduced to zero. Eq.7.3 now involves only one unknown which
is the time derivative of the pressure gradient. Integrating Eq.7.3 back in time
the pressure gradient can be calculated from:

r(8
2
U 8( U . V'U) _ v 8( V'

2
U) )dt = _ V'p A (7A)

Jo 8t2 + 8t 8t p +

In the process of integration a constant A appears which has to be defined.
At this point the separation between the pressure gradient due to the flow
and the plasma body force is established. Based on the second assumption
«(V'p)lt=o = 0) the integration constant is set to zero. Eq.7A is plugged back
into Eq.7.1 and leaves the body force term as the only unknown. Since the
time gradient of the NS is used, this method will be referenced as the gradient
method throughout this paper.

In contrast to the two benchmark techniques the reduced and gradient meth­
ods have the advantage of providing spatial distribution of body force veetors
instead of an integrated thrust value. The results from such analysis can be
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Chapter 7. Measurement of the Plasma Induced Force Field

valuable for validation of numerical models of plasma actuators as weU as an
input into flow solvers investigating flow control concepts. An application of
this force model is demonstrated in Chapter 9.

7.1.2 Direct thrust measurement

Direct thrust measurement is a straightforward technique which involves at­
taching the actuator to a load ceU and measuring the force exerted by the
induced flow on the actuator. By means of Newton's third law this force is
equal and opposite to the total force the actuator exerts on the flow. For clarity
the integrated force shaU be referred to as thrust. The value of thrust can be
valuable for parametrie and optimization studies aiming at improving the ac­
tuator such as the broad parametrie study in Chapter 4. Nevertheless, further
clarifications must be made on what exactly is being measured. It has been
reported repeatedly and also verified in this work that the induced flow field
from the continuous operation of the actuator resembles a typical waUjet. As
such, shear forces developing between the wall surface of the actuator and
the accelerating fluid are also included in the load ceU measurement. Another
issue with this technique and in general with integral techniques is the lack
of spatial information. A complete description on the use of this technique is
given in Chapter 4.

7.1.3 Thrust calculation from velocity measurements

The second benchmark technique is based on measurements of the velocity
field in the vicinity of the plasma actuator, obtained by PIV. The measured
flowfields are described in the refined parametrie study section in Chapter 4.
The technique involves the definition of a control volume in the flow where
the momentum flux is calculated at the boundaries of the domain and equi­
librium with the intemal forces is assumed (Fig. 7.l) I. This approach is weU
established in experimental and numerical investigations for the calculation
of aerodynamic drag of airfoils and wings [7]. In a recent experimental study
[55], it was used for estimating the thrust of plasma actuators. The calculated

I For all figures and references to spatial dimensions and distances in this chapter, the dis­
played coordinate system is used. The origin lies at the downstream end of the exposed elec­
trode and on the flat surface
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Figure 7.1: The con trol volume for the momentum balance equations.

thrust includes both the body force from the actuator and also the friction
force at the wall, This technique also suffers from lack of any information
on the spatial distribution of the body force. More specifically applying the
momentum balance equation on the control volume gives:

T = 1 (pU · dB)U + 1 pdB (7.5)
hbcd hbcd

where T is the integrated in space force exerted on the fluid. Eq.7.5 is de­
veloped for the boundaries taking account the no-slip condition at the wall.
This implies that the momentum flux across the wall is zero. Note that the
boundaries where the unit vector perpendicular to the surface (dB) is negative
take a minus sign :

• x -direction

Tx = p r U X2dy+ p l uxuydxL: cd

-p rU x2dy + rpdy - rpdy (7 .6)
i: i: i.

• y -direction

Ty = p r uxuydy+p1U y2dxL: cd

- pLuxuydy + LPdX - Lpdx (7.7)

Due to the fact that pressure is not readily available from velocity data, a fur­
ther assumption needs to be made for the accurate calculation of the momen­
turn budget. This states that if the control volume boundaries are far enough
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Chapter 7. Measurement of the Plasma Induced Force Field

from the bulk of the plasma body force (near the inner electrode edge) pres­
sure at the boundaries can be considered uniform and equal. Similar assump­
tion is typically made in the case of airfoil drag estimation. It should also be
noted here that for the x-direction the calculated force (Tx ) contains not only
the contribution of the plasma actuator (T f) but also the shear force between
the flow and the surface (TD. These assumptions reduce Eq.7.6 and Eq .7.7
to:

• x -direction

T~ + T: = p Ida U x2dy + Pled uxuydx - p L U x2dy (7.8)

• y -direction

Ty = pruxuydy + pi u y2dx - pruxuydy (7.9)
L: ed lbc

7.2 Experimental Setup

Since the measurements which are used to demonstrate the developed tech­
niques are the ones described in Chapter 4 the plasma actuator is respectively
the same. An overview of the actuator and test parameters for all measure­
ments is shown in table 7.1. The direct thrust measurements are soureed from
the broad parametrie study described in Chapter 4. Respective to the actuator,
the PIV setup is identical to the one used in Chapter 4.

7.3 Results

7.3.1 Load cell thrust measurements

The load cell measurement offers a robust approach and has been applied to
a large number of test cases. Detailed results can be found in Chapter 4.
In this study the load cell results are only presented for the voltage (V) and
carrier frequency (Jac) values identical to the one used for the PIV measure­
ment.
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Table 7.1: Test cases for thrust and body force investigation.

Parameter Value Base value

upper electrode length (l u) IOmm
lower electrode length (ll) IOmm
dielectric thickness (td) II 0 11m
horizonta l gap (g) Om m

Load eell measurements

applied voltage (Va p p ) 810 14 kVp p (steps of 0.5 kV) 8,9, 10, II kVp p

carrier frequency (JaC> 0.5 104 kHz (steps of 0.25 kHz) 1,1.5,2 kHz

PIV measurements

applied voltage (Va pp ) 810 16 kVp p (steps of2 kV) 10 kVp p

carrier freque ncy (Ja c) I 104 kHz (steps of 1 kHz) 2kHz

The test cases studied in this chapter are shown in Tab.7.1. For voltage vari­
ation three cases with base frequency of 1, 1.5, and 2 k H z are done, while
for frequency variation four cases with base voltage of 8,9, 10 and 11 kVpp

are performed. For the frequency variation the maximum tested frequency is
limited by the slew rate of the HV amplifier (350V/ f.ts) and is reduced with
increase of voltage amplitude. For the entire study, a sinusoidal wavefarm has
been used for the high voltage signal.

Thrust results for voltage and frequency variation are presented in Fig.7.2.
Bath voltage and frequency seem to influence the magnitude of thrust albeit
in different manners. Thrust is related to voltage with a power law. Similar
behavior has been previously observed by Abe et al. [3]. In contrast, the
relation with frequency is linear.

7.3.2 PIV measurements: estimation of thrust

The dataset from the high speed PIV measurement is used for the thrust esti­
mation using the momentum balance technique. After the initial acceleration
stage, the induced flow field develops into a wall jet. In the steady state regime
the momentum balance equations do not require evaluation of the acceleration
terms. Steady state is reached in approximately 30 ms after actuation for the
case of 8 kVpp . In this respect it is safe to average for approximately 400
frames spanning from 43 ms after the actuation to 83 ms. Apart from the
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Figure 7.2: Thrust (Tx ) per length of actuator for different applied voltages
and frequencies, as measured by the load cello
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Figure 7.3: Time averaged velocity field and control volume for momentum
balance (12kVpp , 2 kHz).

Table 7.2: Section contribution
in thrust (mN/ macd for case
of 12 kVpp , 2 kHz.

section t; Til

da -0. 131 0.0015
cd 0.0160 -0.1344
bc 3.9828 -0.0235

totai 3.8673 -0.1564

processing of the raw PIV data and time averaging no other data processing is
required.

The time averaged flow field with the se-
lected control volume is shown in Fig.7.3
for the case of 12 kVpp • The momentum in­
crease mainly occurs in the x direction while
a weak suction effect is observed upstream
of the inner edge of the electrodes. The suc­
tion effect is an indication of a pressure gra­
dient which is potentially strong in the vicin­
ity of the actuator. As mentioned, any exist­
ing pressure gradient cannot be readily re­
solved using the time averaged velocity data.
It is therefore necessary to choose the con-
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Figure 7.4: Thrust per length of actuator for different applied voltages and
frequencies, as calculated by momentum balance on the PIV data.

trol volume such that the pressure effects are minimized. The chosen control
volume is a rectangular area spanning form x =-3 to x =5 mm and y =0 to
y = 2.5 mmo

The momentum balance equation in x and y directions calculated using the
terms in (7.8) and (7.9) reveals the significanee of each boundary of the con­
trol volume. As it is shown in Tab.7.2 and also apparent from the velocity
field, the maximum contribution to thrust comes from the outflowing hori­
zontal velocity from section be. This implies that the very simple approach
of calculating thrust from only one cross section of the jet would still deliver
satisfying results . Nevertheless, since field data are available the method used
herein takes into account all sections of the control volume.

The thrust as a function of both applied voltage and frequency are shown in
Fig.7.4. The same power law behavior as observed in the direct thrust mea­
surements is observed here for thrust in x direction with different voltages. A
slight increase of thrust magnitude in y direction is observed with increase of
the applied voltage. For different frequencies, the linear dependenee of thrust
appears to hold. A more concise comparison of the results from different
techniques is performed at a subsequent section.

7.3.3 PIV measurements: estimation of body force
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Figure 7.5: Temporal evolution of the total velocity field (U) for the actuation
case of 12 kVpp , 2 kHz .

Figure 7.6: Raw and filtered signal of
velocity in the developing flowfield.
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The two described approaches, (re­
duced and gradient method), are ap­
plied to the velocity field measured
using PIV. Instantaneous snapshots
of the evolving flowfield are pre­
sented in Fig.7 .5. The time values
indicate elapsed time from the start
of the actuation. The flow reacts
immediately to the actuation with
initial velocity components already
starting to appear approximately 0.1
ms after the start of the actuation.
The flow accelerates in a region
starting from the end of the upper electrode and extending over half the cov­
ered electrode (x = 0 to 5 mm). The impulsive forcing on the flow creates a
starting vortex which develops and moves out of the FOV in less than 40 ms
after the start of the actuation. It is apparent that the general forcing of the
actuator produces a wall jet which in turn creates a secondary weak suction
effect upstream.

At this point, some specific features of the induced flow field should be dis­
cussed due to their effect on the results of the proposed technique. In a previ-

151



7.3. Results

ous study [15], high frequency velocity fluctuations are registered in the vicin­
ity of the actuator. These fluctuations are a product of the carrier frequency
at which the actuator is operating and reflect the underlying ion-neutral colli­
sion processes in the plasma region as reported in previous numerical studies
[85].

These fluctuations reveal the unsteady nature of the underlying forcing mech­
anisms which was demonstrated in detailed in Chapter 6. These fluctuations
appear in the PIV measurements of this work as weIl, corresponding to the
carrier frequency for each case. The proposed methods rely on the resolution
of the accelerating flow and interpretation of that to a body force. In this pro­
cess the first and second time derivatives of velocity are required. Due to the
high frequency fluctuations, these terms cannot be explicitly resolved without
large artifacts. Based on the large difference between the time scale governing
the acceleration of the flow and the time scale of these fluctuations one further
assumption must be made. This states that although the flow, and in extent the
body force , fluctuate in time the latter can be considered as quasi steady. This
assumption can be justified by the fact that the rise time of the flow (acceler­
ating part) is considerably larger than the fluctuation period.

This is also a major assumption made in a large majority of first-principles
modeling studies on the plasma operation. Based on this, the PIV time-series
of the flow field snapshots is filtered in time with a 6th order low-pass Cheby­
chev filter as shown in Fig.7 .6. The cutoff frequency is chosen based on the
carrier frequency of the HV signal corresponding to the test case under inves­
tigation.

For the majority of cases the cutoff frequency is half the carrier frequency. By
filtering the high frequency fluctuations, the development of the velocity field
occurs smoothly and the time derivatives can be calculated with reasonable
accuracy.

The reduced method involves the utilization of the very first moments (first 0.5
ms) after actuation when all other terms apart from acceleration are negligi­
bIe. The acceleration, convective, viscous and pressure gradient components
of the NS are shown in Fig.7.7 as a function of time after actuation (t =0).
The terms are calculated in x direction from the time-filtered PIV data for
a given point located weU into the expected force field. As anticipated, the
acceleration term dominates the very first moments of actuation with a high
and almost constant value. Convection and pressure gradient are initially neg-
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Figure 7.7: Temporal evolution of the NS terms goveming the development
ofthe flow in x direction ( 12kVpp , 2kHz).

ligible and eventually dominate the event while viscous effects have a small
influence during the entire actuation period . It should be mentioned here that
the pressure gradient term in Fig.7.7 is calculated using the gradient method
as discussed in section 7.1.1. The initial acceleration-dominant time span is
visually confinned to be 0.5 ms and provides reasonable results.

The spatial distribution ofthe body force, as calculated by the reduced method,
is shown in Fig.7.8 for the case of 12kVpp applied voltage and 2kHz carrier
frequency. The PIV snapshots used for this case cover the first 0.5 m s after
actuation and the force field is simply averaged over this span. The bulk of
the force appears to be just downstream the inner electrode edge whi1e the
horizontal extent spans almost a quarter of the covered electrode. In the wall
normal direction the force field extends no more than 1 mm which confirrns
the very thin wall jet reported by this and numerous other investigations. The
vertical force seems to be very weak compared to the horizontal component.
lts major direction is towards the wall especially near the edge of the exposed
electrode. For this case the cutoff frequency of the Chebychev filter is 1000
H z.

For the same case (12 kVpp , 2 kHz), the spatial distribution of the body force
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Figure 7.8: Spatial distribution and direction of the body force using the re­
duced method (l2kVpp , 2kHz ).
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Figure 7.9: Spatial distribution of the body force using the gradient method
(l2k Vpp , 2kHz ).

using the gradient method is shown in Fig.7 .9. The first 20 m s after actuation
are used and the force field is averaged over this time span. The general shape
of the field is identical to the results from the reduced method. Nevertheless,
the magnitude of the force attained with the gradient method is slightly larger
than the reduced method's result. This small discrepancy can be attributed
to modeling errors inherent in the eliminated terms of the reduced method as
well as the ambiguity in selecting the initial acceleration time span. These
facts support the higher accuracy of the gradient method.

One additional advantage of the gradient method over the reduced method
is its relative independenee on the time span used for the force calculation.
In contrast to the reduced method there is no term elimination involved and
no consideration should be made in the dominanee of one term or another.
Applying this method for the first 20 m s after actuation gives an almost steady
in time body force. Several snapshots of the instantaneous total force field are
shown in Fig.7.10. The temporal coherence of the force distribution is an extra
indication of the validity of the method as this was an important assumption
made during the formulation of the technique.
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The force distributions for different voltage and frequencies are presented in
Fig .7.11(a) and Fig.7.11(b), respectively. For voltage variation the trend of
increasing force with increased voltage holds. Of interest is the spatial extent
of the force field along the dielectric. As the voltage increases, the active phase
of the negative half cycle, where the electron avalanche occurs, increases in
duration as reported in the excellent paper by Likhanskii [85]. This allows
the plasma to propagate further downstream. Respectively, in the positive
half cycle the corona regime is sustained for a longer period enhancing the
movement of positive ions downstream. This is also verified by the force
distributions for different frequencies.

In this case, the spatial extent of the plasma cloud remains almost the same
as the applied voltage is fixed. The magnitude of the force, nevertheless, is
increased since the momentum exchange between the ionized gas and neutral
air is perforrned at a higher rate. Furtherrnore, a jump in maximum force also
occurs from the case of 3 kHz to the case of 4 kHz as well as a secondary
vertical force component towards the surface. This is an indication that 4-5
kH z presents a threshold between two different regimes of operation. A low
frequency regime exists (below 3-4 kHz for these plasma scales), where the
frequency is slow enough to allow full electron-ion recombination between the
negative and positive half cycles. In contrast, for higher frequencies (above
4-5 kH z ) the electron cloud remaining on the dielectric from the negative
cycle is not completely destroyed before the positive cycle begins. The resid­
ual electrons are then pulled back to the exposed electrode causing further
avalanche ionization as they move. As reported by Likhanskii, in this case
the generated positive ions move towards and along the dielectric surface im­
parting momentum to the air. This might explain the secondary vertical force
components located around x =3m m in the 3 and 4 kHz cases. This is also
mentioned by Soloviev and Krivtsov [124] where the discharge formation ap­
pears to be affected by the background partiele concentration fields left from
the previous HV cycles. Soloviev and Krivtsov suggest that the momentum
input is dependent on the temporal overlap between two subsequent discharge
cycles.

7.3.4 Power consumption and efficiency

Through the resolution of the body force fields, some interesting possibilities
are presented in the analysis of the power budget of the actuator. More specif-

156



Chapter 7. Measurement of the Plasma Induced Force Field

~
3

<,

~ <, N~

.. 2E..
~.... .... E

~ ~
1~-

u.S
'--';>

5 7
0

3
x [mm]

2 ,.........--~--~---,--~------,

1.6

'E1.2

.s0.8
>-

0.4
O~~ -= __

- 1
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ically, the availability of actual field data for velocity and body force veetors
in the vicinity of the actuator can provide the pure mechanical power given
by the DBD. On the other hand the mesured voltage and current provide the
electrical power consumed by the actuator. It is thus possible to calculate the
absolute mechanical efficiency of the actuator. To the author's knowledge this
is the first time such analysis is given. For the calculation of the consumed
electrical power the integral relation

Pin = JV (t ) .I(t )dt (7.10)

is used where V (t) is the instantaneous voltage and I (t) is the instantaneous
current.

It must be stressed here that DBD discharge current is typically govemed by
a multitude of high frequency peaks corresponding to the microdischarges in
the plasma region during the avalanche ionization phase [38]. These microdis­
charges occur in n s time scales and cannot be accurately measured indepen­
dently of electromagnetic noise due to the high electric field. For this reason
the voltage and current acquisition is performed for a large time period of 3.5
s in order to alleviate errors from under resolving the discharge current. For
the power consumption Pin, the instantaneous voltage and current signals are
multiplied and the result is integrated over time to produce the final value for
Pin.

On the other hand both the velocity field and the two dimensional body force
field is available in order to calculate the mechanical power Pout that is pro-
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Figure 7.13 : The power consumed Pin and produced P out by the plasma ac­
tuator for the range of (a) voltages and (b) frequencies

duced by accelerating the flow. This can be done by means of Eq.7. 11

(7.11)

Where n is the integration region around the plasma actuator, Fb is the body
force and U the velocity. Eq.7 .11 practically expresses the spatial integration
of the inner product of the body force and the velocity field in Fig .7.12.

1 5r---~--~--~------'

Figure 7.14: The power produced by
the actuator as a function of time.
(Vapp = 12 kVpp and Jac =2kHz )
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One of the major assumption made
during the derivation of the force es­
timation technique is the time invari­
ance of the body force . As a conse­
quenc e the temporal evolution of the
mechanical power output is solely
defined by the evolving flowfield.
Fig.7 .14 presents the case where the
plasma actuator is operated at a volt-
age of 12 kVpp and a frequency of
2 k H z. It takes about 6 m s for the
power output to reach a quasi-steady
level of approximately 12 mW per
meter of actuator length. Changing the input voltage and frequency of the
plasma actuator does not have a profound effect on the settling time that is
recorded. For all cases that were tested, a settling time of about 6 ms was
recorded.

All the infonnation is available to calculate the mechanical efficiency Tl of the
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plasma actuator. The mechanica1 efficiency is defined as the ratio between
the produced power P out and the consumed power Pin. The relation between
the consumed and produced power and the voltage and frequency is shown in
Figs. 7.13(a) and 7.13(b) respectively while the values of the efficiency are
depicted in Fig.7.15.

Previous investigations [38] showed that the consumed power can be related
to the applied voltage by means of the following power law: Pin rv V". In
[38] a value of n = 3.42 was found at an operating frequency of 6 kH z and
for an operating frequency of 3 kH z a value of n = 3.35 was found. The same
fitting function can also be applied to the data of the current investigation as
can be seen in Fig.7.13(a). The standard deviation between the fit and the
consumed power is 0.4% of the power that is consumed at a voltage of 16
kVpp • Although the fit is of a good quality, the value that is found for the
exponent npin is only 2.35 . This is significantly smaller than the values that
were found in [38].

The same fitting function can also be used for the produced power and the
efficiency. In both cases reasonably accurate fits are obtained. The standard
deviation equals 1.69 % and 3.86 % respectively, these values are normalized
with the maximum values that were recorded for the produced power and the
efficiency. For the produced power, a high value of npo u t = 6.13 is found and
for the efficiency n7] = 3.82. Note that, n pou t - »r: = 6.13 - 2.35 = 3.78 ~
n7] ' which demonstrates the quality of the fit.

The relation between the absolute mechanical efficiency, voltage and fre­
quency is shown in Figs.7.15. It is interesting to note that efficiency is not
a monotonical1y increasing function with frequecny, rather it exhibits a mini­
mum at 2 kH z. This behaviour also cannot be approximated by means of the
power law relation from [38].

From the point of view of mechanical efficiency it seems beneficial to oper­
ate at a high voltage and / or high frequency. This will however reduce the
lifespan of the plasma actuator due to increased degradation of the dielectric.
Another important point to be noticed is the magnitude of the mechanical effi­
ciency, which is very small. The largest value that is found is 0.183 %, for the
case where the actuator is operated at a voltage of 16 kVpp and a frequency of
2 kHz. The smallest value for the efficiency is only 0.013 %, for a voltage of
8 kVpp and a frequency of 2 kHz. This low mechanical efficiency however
does not imply that the DBD plasma actuator is not effective as a flow control
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Figure 7.15: Efficiency as a function of the frequency Jac and voltage Vapp.

For the frequency run the voltage is kept at a fixed value of 10 kVpp and for
the voltage run the frequency is kept at a fixed value of 2 kHz .

device. It merely expresses the lack of capabilities in efficiently accelerating
flow, much like an engine . Although it is interesting to analyze the actuator
from the point of view of its mechanical efficiency, this is not the only mea­
sure of capabilities. In its role as a flow control device the main question is
how effective it is in exciting or damping certain flow structures. In [50] it is
for instanee used to damp artificially introduced Tollrnien-Schlichting waves.
High attenuation rates are reached, which in turn produce a significant drag
reduction. Although the mechanical efficiency as defined in this study is very
low, its efficiency as a flow control device can still be excellent.

7.3.5 Comparison of thrust and force estimation techniques

An overall comparison between the thrust values attained by the proposed
body force estimation methods and the two benchmark techniques is presented
in Fig.7.16 for different voltages and frequencies . It should be noted here that
the thrust value from the proposed PIV techniques is calculated by integrating
the body force value over the spatial domain.

For different voltages, a good agreement is observed between the different
techniques. In x direction (horizontal body force) the momentum balance is
located at the lower error margin of the load cell measurements. The thrust es-
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Figure 7.16: Thrust values from the tested methods as a function of applied
voltage (a) and frequency (b).

timated by the body force methods is systematically larger than the two other
techniques although still in the error margin of the load cell for the majority of
cases. This is expected as both, the load cell measurements and the momen­
turn balance calculations contain the shear stress at the wall. Additionally, the
previously mentioned difference between the reduced and gradient methods
is observed . This is attributed to the term elirnination inherent in the reduced
method.

For different frequencies, the absolute error stays in the same level while the
relative error between the different methods is larger. This is partly due to
the low applied voltage of 10 kVpp that is used for this test series as the slew
rate of the currently used HV amplifier is the lirniting factor in increasing both
voltage and frequency. The low voltage results in lower body force and the
results are more susceptible to interference from external sourees and other
measurement errors. It is expected that the relative error would decrease with
higher applied voltage.

As was mentioned in the beginning of this chapter, a study with sirnilar objec­
tives has been performed by Wilke [142]. Although using sirnilar techniques
for measurement of the induced fiowfield, Wilke's study differentiates in the
assumptions made towards the decoupling of the body force term and the pres­
sure gradient term in the NS decomposition. More specifically he regards the
pressure gradient term as negligible compared to the body force. This as­
sumption is based on good agreement between the measured fiowfield and
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numerical results of the attained force field. On the other hand this assump­
tion contradiets with the results of the current study. It is evident from Fig.7.7
that the pressure gradient is of the same order of magnitude as the unsteady
acceleration and convective acceleration term and thus not negligible at all.
Unfortunately the geometrical, electrical and material properties of the actu­
ator used by WiIke are significantly different than the actuator used for this
study. A safe comparison of results can thus not be performed.

7.4 Conclusions

A novel technique for the estimation of the body force field of plasma actua­
tors is developed and tested. This involves the use of time-resolved PIV data
on the evolving ftowfield during actuator operation . The force amplitude and
spatial distribution can be calculated through the estimation of the individual
terms of the 2D incompressible NS equations and is conducted in two distinct
ways. First, a dimensional analysis is performed on the temporal and spatial
evolution of the velocity field. An initial period dominated by pure acceler­
ation is identified and the latter is expanded explicitly in body force terms.
Second, the full NS is estimated. The decoupling between the force and pres­
sure gradient terms is performed based on the temporal stability of the body
force and the initial zero pressure gradient.

The results from the tested methods are compared against well-established
thrust measurement techniques and demonstrate sufficient agreement. Based
on the comparison several comments can be made on the proposed techniques.
The reduced and gradient techniques produced consistently larger values of
horizontal force than direct thrust measurements or momentum balance on
the velocity data. This is mainly attributed to the inherent inclusion of the
wall shear force, opposite to the plasma body force, in the total thrust value
obtained by the two benchmark techniques. The proposed techniques negate
this effect since the calculation is done in the ftuid volume not including the
wall effects. Furthermore, a comparison can be made between the reduced and
gradient methods. Although attractive because of its simplicity, the reduced
method presents some drawbacks in respect to the gradient method. These are
based on term elimination as weIl as on the semi arbitrary choice of applied
time length.

The general shape of the force field seems to be dictated by voltage and fre-
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quency for the current geometrie configuration of the actuator. The shape
resembles an elongated ellipse with the maximum force arising near the inner
electrode edge. Increasing voltage has two major effects on the field being an
increase in amplitude and an extension in the downstream direction over the
covered electrode. This is attributed to the increase of the electric field and
consequently the extension of the active phase for each of the two half cyc1es
of the actuation signal. Compared to the voltage, the relation with frequency
is slightly different since there is no visible change in shape but only in ampli­
tude. A possible jump in operation regimes is visible for higher frequencies.
A residual electron avalanche in the positive half cyc1e seems to occur for the
cases of 3 and 4 kH z although no definite conc1usion can be made at this
point.

Finally, using simultaneously measured values of voltage and current the con­
sumed electrical power is calculated. Additionally, the power output of the
actuator is estimated using the inner product of the force and velocity fields.
The absolute mechanical efficiency of the actuator is then calculated, indi­
cating the lack of capabilities in accelerating bulks of ftuid from the actuator
part. In contrast the use the actuators as instability manipulators seems to be
the only efficient way of operation.

The measured body force distributions using the gradient method will be used
in Chapter 9 as mode Is of the DBD actuator in a numerical framework. Prior
to this , the models are validated in Chapter 8.
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Chapter 8
Validation of the Plasma Force
Model

In the previous chapter the gradient method was proposed and implemented
for the measurement of the body force field of the plasma actuator. The
method is based on the measurement of the evolving velocity field originat­
ing from the impulsive start of the actuation in initially quiescent air. The
measurement is achieved with the use of a time-resolved two-component par­
ticle image velocimetry (2C-PIV) system, able to resolve both the temporal
and spatial features of the induced jet. By assurning a quasi-steady body
force in time and through reconstruction of the tenns of the incompressible
Navier-Stokes equations, an estimation of the applied body force is possible.
In contrast to other experimental techniques the use of this method provides
the estimation of the plasma body force in amplitude as weIl as spatial dis­
tribution. Most importantly, the attained body force distributions can be used
directly into a numerical flow solver with no further calibration. Although
good agreement was found between the results of the gradient method and
other reference thrust measurement techniques, open questions remained re­
garding the applicability of the body force distributions in a numerical solver.
More specificaIly, in order to ensure agiobal and robust character for the body
force distributions as a plasma actuator model, several key requirements must
be fulfiIled:
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• Implementation of the experimental body force distributions in a nu­
merical flow solver should result in the original flowfield for the same
initial (quiescent flow) and actuator design conditions.

• The experimental body force distributions should provide accurate rep­
resentation of the actuator effect in operational regimes which are inde­
pendent from the original force measurement experiment.

• The force estimation technique assumes that the body force is quasi­
steady in time. This assumption must not affect the numerical results .

In general the differences between
the numerical and experimental re­
sults are expected to reveal the ef­
fects of the assumptions involved in
the body force model as well as the
operational envelope in which the
force model can accurately capture
the plasma actuator effect.

/ Body - Force
, (Chapter 7)

compare

Figure 8.1: The methodology of com­
parison followed towards model vali­
dation.

This chapter is aimed at the imple­
mentation and validation of the body
force distributions as DBD actuation
models. The experimentally derived
body force distributions are imple-
mented in the framework of a well
established flow solver and the results are compared with the respective exper­
imental cases. Two modes of operation are discussed, namely, continuo us and
pulse operation. The continuous operation cases correspond to the original
experimental campaign that led to the force distributions. The pulse operation
cases aim at proving that the force distributions can be applied in cases which
are independent from the original force measurement cases. A summary of
the followed methodology is presented in Fig.8.1.

The structure of this chapter involves a section with details on the numerical
framework. In the following section results are presented and the final section
discusses some conclusions and outlook.
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Figure 8.2: The experimental body force distribution for the case of Vapp =12
kVpp and lac =2 kH z (from Chapter 7).

8.1 Numerical Framework

8.1.1 Flow solver

The validation is performed entirely in the framework of the open-souree
CFO code OpenFOAM. This code employs finite volume discretization over
structured or unstructured grids and is able to handle complex geometries .
A variety of specialized solvers is provided, covering a large spectrum of
possible applications . In this study the full unsteady incompressible Navier­
Stokes equations are solved with the inclusion of predefined body forces. The
velocity-pressure coupling is achieved using the PISO (Pressure Implicit with
Splitting of Operators) [59] algorithm while the advancement in time is per­
formed using a second order accurate implicit Euler algorithm.

8.1.2 Force implementation

The plasma actuator effect on the flow is expressed in terms of body forces
imposed within the NS equations. In a 2D framework these read:

au 2 \lp F- + U ·\lU -v\l U = -- +-m p p
(8.1)

where F (X) = [Fx(X) Fy(X)jT are the body force components of the
actuator action and X = [x y]T are the spatial coordinates in the 2D domain.
U = [u vjT is the velocity field while p is pressure, v is kinematic viscosity
and p is density.
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The force distributions are available for all the different cases of continuous
operation in the form of force veetors (2 components) in a spatial area of
15x 3.5 mm starting at x =-4 mmo The force field for the case of Vapp =
12 kVpp is shown in Fig.8.2 as an example. The force field contains 322x74
vectors. For the superposition of these fields in the computational domain a
linear interpolation procedure is foUowed from the dense force field to the
more rough flow field.

For continuous operation the force
is imposed as a time invariant quan­
tity at every time step. Addition-

Êally, provision for the pulse oper- s
'"ation is implemented in the flow

solver. This involves the multipli­
cation of the force field by a square
waveform function which oscillates 20

between values of 0 (actuator 'off')
and 1 (actuator 'on'). The oscillation
is performed at the required pulse
frequency f p while the ratio of the
,on' and ' off' periods is defined by
the duty cycle D.

50
x (m m )

c.,

300

8.1.3 Simulation parameters

Figure 8.3: (a) Computational mesh
used for the continuous cases and (b)
detail in the vicinity of the actuator.

The simulation is executed using
a modified version of the icoFoam
transient incompressible solver incorporated in OpenFOAM. The modifica­
tion involves the inclusion of the body force fields. It is weU established from
the experimental results that the developed jet from the plasma actuation is
laminar at least within the PIV field of view. In this manner no turbulence
modeling is employed in the simulation and the fuUlaminar NS equations are
solved.

After initial grid convergence studies, two grids are selected for the simula­
tion. The first grid is used for the continuous operation cases. It is consisted of
structured hexahedral ceUs clustered near the waU in order to increase accu­
racy in the vicinity of the actuator (Fig.8.3). Additionally the mesh employs
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Table 8.1: Mesh parameters for the numerical investigation

case size (mm) eells dx lll=o(m m ) dYill=o(mm)

continuous
pulse

340x 150
70x 40

310 x 160
400 x 200

0.35
0.175

0.1
0.05

an outer buffer layer of more roughly spaeed cells. This is used in order to
keep the boundaries of the computational domain at sufficient distance from
the actuator without increasing the number of cells beyond practical values.
Furthermore, the physicallimits of the computational domain are chosen such
that the starting vortex, from the impulsive plasma actuation, does not cross
them during the simulation time. This precaution is taken in order to avoid un­
wanted reflections of velocity or pressure that can interfere with the flowfield
near the actuator.

For the pulse operation a grid similar to the continuous case is used. The
outer buffer region is omitted since the simulation is ran for less time and the
starting vortex is smaller due to the lower strength of the actuator compared
to the continuous operation. Due to the smaller physical size of the second
mesh, a more fine spacing is chosen for increased accuracy. The dimensional
properties of the two meshes are shown in Table.8.1. All simulations are con­
ducted with initial conditions of zero velocity and pressure in order to replicate
the respective experimental conditions of the PIV measurement. Neumann
boundary conditions of zero gradient are imposed on the velocity at the open
boundaries while no-slip conditions are imposed at the wall. For pressure,
zero gradient conditions are imposed at all boundaries except the left hand
side boundary where a Dirichlet condition of p =0 is applied. All cases are
ran using a fixed time step of I x 10- 4 S

8.2 Results

8.2.1 Continuous operation

The first group of test cases involves the continuous operation of the actuator.
The time resolved PIV experiment serves a double purpose. As summarized
in Fig.8.1 the measurements firstly provide the body force distribution as de-
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Figure 8.4: Snapshots ofthe evolving total velocity field for Vapp =12 kVpp ,

Jac= 2 kH z (time values are relative to the start of the actuation).

scribed in Chapter 7. Secondly, the measured velocity fields under continu­
ous operation present the first group of benchmark measurements which can
serve as a comparison to the respective numerical results. Several voltages
and frequencies are tested in order to establish the dependenee of the induced
flowfield on these parameters . In all cases the measurements are taken prior
to the start of the actuation in order to resolve the initial transient phase of
the induced jet. The measurements are continued until after the flowfield has
reached a quasi steady state in order to acquire time averaged information as
well. On the numerical side, the test cases are run with the conditions specified
in section 8.1. For every voltage or frequency case the respective experimen­
tally determined body force is used as a time invariant vector field and the
simulation is executed for the first 0.5 s after the start of actuation.

The experimentally resolved transient development of the induced flowfield
is presented in Fig.8.4 for the case of 12 kVpp and 2 kH z along with the
results from the respective numerical simulation. Additionally, a compari­
son of the time history of velocity in several spatial locations is presented in
Fig.8.5.

Shortly after actuation, flow is accelerated tangentially to the wall in the di­
rection of the covered electrode. The flow topology is similar to that of a
wall jet with a typical starting vortex forming within the first 5 ms of actu-

170



Chapter 8. Validation of the Plasma Force Model

ation. Through interaction with the wall, the vortex advects out of the FOV
in the downstream direction. When the starting vortex is at a sufficient dis­
tance from the actuator, the fiowfield settles into a wall jet with the dominant
velocity component established parallel to the wall.

20155 10
time (ms)

o

X=6mm

f
,..----------

y =0.5 mm I
I

""

x = 6 mm 1- -experiment I
2 Y= I rnrn~-.- -"rnp"",:~

o'----=:.::::.--~--~--~---'
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~ : POS:
], 4r------- - --- - - - -----,
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,g 41--~--~--~=====::::::;""]

Figure 8.5: Time history of the horizontal veloc­
ity in three spatial positions near the actuator for
Vapp =12 kVpp and Ja c =2 kH z (time values are
relative to the start of the actuation).

A weak suction effect
is observed at an up­
stream location where
fiuid moves in a verti­
cal direction towards the
wall just upstream of the
actuator. Some discrep­
ancies appear between
experimental and numer­
ical results in Fig.8.4 es­
pecially in regions near
the wall. This is at­
tributed to wall refiec­
tions present in the PIV
measurements which limit
the near-wall resolution
of the system. It is
evident in Fig.8.5 that
additionally to the large
coherent structures asso­
ciated with the impul­
sive start of the actua­
tion, secondary velocity
fiuctuations appear in the
vicinity of the actuator (x =2 mm). These fiuctuations are attributed to elec­
trostatic oscillation of the body force and are not captured by the body force
model as described in Chapter 6. Additionally, a relatively large error is ap­
parent in position x =6 mm between the experimental and numerical result.
This can be attributed to modeling errors inherent in the body force estimation
techniques as well as refiection from the wall during the PIV measurement. A
more detailed discussion on the measured velocity fiuctuations and modeling
error is given in Section 8.3. A look at the time averaged fiowfield is taken in
order to establish the capability of the experimental body force to reproduce
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Figure 8.6: Comparison of experimental and numerical ftowfields for different
appli ed voltages (continuous operation).

the statistical values of the induced jet. Mean ftowfields are calculated by tak­
ing the time average of a series of PIV snapshots which starts well after the
ftowfield has reached the fully developed state of the tangential to the wall jet.
The time averaging also levels out the effect of the high frequency ftuctuations
attributed to electrostatic oscillation (see Section 8.3).

The experimental ftowfields are averaged over 1000 frames (0.1 s ) for all
cases. The series of 1000 frames is taken 0.4 s after the start of the actua­
tion in order to ensure minimum bias of the time averaged results from the
initial trans ient period. The numerical ftowfields correspond to snapshots at
0.5 s after actuation which approximates the steady state. The averaged ftow­
fields for different voltages and frequencies are presented in Figs. 8.6 and 8.8
respectively. Additionally, averaged velocity profiles in different x position
are presented for the cases of varying applied voltage in Fig .8.7 and vary­
ing carrier frequency in Fig.8.9 along with the respective numerical results.
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Table 8.2: Average error between nu­
merical and experimental veloeities for
all cases in continuous operation.

8.8
5.2
6.9
7.9
8.6
8.0
9.6
9.8

error (%)

8 kVp p • 2 k H z
10 kVp p • 2 k Hz
12 kVp p • 2 k Hz
14 kVp p • 2 k H z
16 kVp p • 2 k H z
10 kVp p • 1 k H z
10 kVp p • 3 kHz
10 kVp p • 4 kHz

Test case

Differences between numerical and
experimental results rise especially
in regions within the body force
extent . These are accentuated for
strong actuation cases such as 16
kVpp , 2 kHz and 10 kVpp , 4 kHz.
These are attributed to the model­
ing assumptions inherent in the force
estimation technique. The error is
calculated as the average of the dif­
ference between numerical and ex­
perimental veloeities at every vector
point within the PIV field of view.
This is then normalized with the maximum experimental velocity of the spe­
cific test case . The error for all test cases is shown in Tab.8.2 More detailed
discussion on the modeling error is given in Section 8.3.

For the case of varying applied voltage the jet changes in velocity magni­
tude as well as spatial extent. The maximum velocity increases and the 10­
cation where this appears is moved downstream for increasing applied volt­
age. A comparison between experimental and numerical maximum veloeities
(Um ax = max[vu2+ v2j) is given in Fig.8.1O. An overview of the loca-
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Figure 8.10: Maximum total veloeities for the tested cases of continuous op­
eration.

tion where maximum velocity is achieved is given in Fig.8.11. Small differ­
ences between the experimental and numerical results could be attributed to
increased viscosity near the wall due to seeding particles accumulation. The
increase in velocity as weIl as the downstream displacement of the maximum
velocity point can be explained by taking into account the strengthening of
the electric field in both magnitude and spatial extent with increasing voltage.
This is directly reflected on the produced body force which in turn defines the
jet strength and shape. Of interest is the direction of the jet downstream. A
seen in Fig.8.6, for low voltages the jet seems to have a pronounced upward
component indicating a deflection due to the thick boundary layer the jet itself
creates.

In the case of varying carrier frequency some differences exist with respect
to the voltage variation case. The jet velocity increases with frequency but
no major difference is observed in the location where the maximum velocity
occurs (Fig.8.11).

This behavior suggests a different mechanism of influence that the carrier fre­
quency has on the performance of the actuator. More specifically it appears
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Figure 8.11: Spatial position where maximum velocity occurs for the tested
cases of continuous operation.

that the increase of velocity is the product of increased momentum transfer
rate over multiple HV cycles, rather than increased net momentum over a sin­
gle HV cycle. For a fixed applied voltage the instantaneous body force does
not change in magnitude. Yet, the rate of momentum transfer to the flow in­
creases with carrier frequency since more HV cycles occur within a given time
span.

8.2.2 Pulse operation

The pulse operation of the plasma actuator presents some interesting aspects
regarding flow control applications. Mainly the short response of the exter­
nal flow to the actuation signal enables high frequency actuation for a variety
of flow control scenarios. Following the roadmap of the current investiga­
tion as shown in Fig.8.1, several cases of pulse operation are experimentally
tested and subsequently simulated using the experimental body force distribu­
tion.
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Figure 8.12 : Snapshots of total velocity evolution through a full pulse period
Up= 50 H z, D = 50 %)

The actuator is operated with fixed applied voltage (10 kVpp) and carrier fre­
quency (2 kHz ) to ensure consistency in power output. Three different pulse
frequencies Up) are tested (50, 200, 350 H z) at fixed duty cycle (D) of 50 %.
Additionally the 50 H z case is repeated for duty cycles of 25 and 75 %. For
the simulations, only the body force distribution originating from the contin­
uous case of Vapp =10 kVpp and f ac =2 kHz is used, at the respective pulse
frequency and duty cycle.

Snapshots of the evolving field during different instances of a pulse are shown
in Fig.8.12 for the case of fp = 50 H z, D =50 % and in Fig.8.13 for the
case of f p =350 H z, D =50 %. Some intrinsic features of pulsed actuation
can be observed here. More specifically, pulse frequency appears to severely
affect the evolution of the induced flowfield. In the case of pulsation at 50
H z the impulsive forcing of the actuator accelerates the flow in the vicinity
of the inner electrode during the active period. Due to the initial quiescent
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Figure 8.13: Snapshots of total velocity evolution through a full pulse period

Up=350 H z, D =50 %)

conditions and the existence of the wall, a large starting vortex is created.
During the "off' period the vortex decouples from the actuator forcing region
and convects downstream. The process is repeated for every pulse and results
in the continuous production of discreet vortices which convect downstream.
This is further eveident in Fig.8.14 where the temporal trace of velocity at
discreet points is shown.

In contrast, pulsed actuation at 200 and 350 H z provides a different evolu­
tion for the flowfield. As shown in Fig.8.13 the actuator is entraining and
accelerating fluid in the vicinity of the upper electrode during the "on" period.
Nevertheless, no discreet structures other than the initial starting vortex are
observed. This is explained taking into account the time scale of the flow un­
der extemal forcing. The pulse frequency is simply too high for the developed
flowfield to reeover to its initial unperturbed state. As such, the starting vortex
has not enough time to distance itself from the forcing region before the next
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Figure 8.14: Temporal history of the evolving velocity field for pulse opera­
tion at two different x positions (y =0.5 mm)

actuation pulse. In this way the actuator continuously adds momentum to the
single starting vortex with each pulse rendering the evolving field similar to
continuous actuation. Further indication is shown in Fig.8.14 where for the
cases of 200 and 350 H z the flow in the vicinity of the actuator never fully
relaxes to zero velocity prior to the next pulse.

The differences in the evolution of the flowfield between cases of different
pulse frequencies suggest the intrinsic dependance of the actuator effect on
the flow time scales. As sirnilarly demonstrated by previous investigations
[116] the form of the induced unsteady flowfield is dependent on the relation
between the primary forcing time scale of the actuator and the respective time
scale of the extern al flow. An important note to be made here is that the time
seales of initially quiescent flow are not representative of actual flow control
scenarios. As was shown in Chapter 5 in the case of an externally imposed
flow field the maximum frequency at which the actuator has a measurable un­
steady effect on the flow increases with increasing freestream velocity. Fur-
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thennore, the relation of the pulse frequency with global flow instabilities is
of primary importance for plasma as weIl as other types of unsteady actuation
[1l9, 47]. It is thus important for any modeling effort to asses the control au­
thority of the actuator under extemal flow conditions in addition to quiescent
conditions.

2.5,....-~---,..--~--~-~--..----,

Figure 8.15: Maximum velocity for time averaged
flowfields in pulse operation.
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The numerical solution
captures the qualitative
evolution of the flow rea­
sonably weIl. SmaIl dis-
crepancies exist in the
fonn of increased trans­
port veloeities at the
downstream edge of the
vortex in the experimen­
tal results for the case
of pulsation at 50 H z .
The respective numer­
ical snapshots show a
cleaner rotational flow.
These differences could
reflect the smaIl but non-
zero initial velocity con­
ditions in the experimen­
tal box caused by ther­
mal convection and extemal vibrations.

A quantitative comparison of the time history of the evolving field is shown in
Fig.8.14 for all the pulse test cases. The velocity history is presented for two
different spatial positions in the vicinity of the actuator (x =2, y =0.5 m m )
and further downstream (x =5, y =0.5 mm).

The used body force distributions are implemented in a time averaged fonn.
For the simulation of the pulse operation the force is simply multiplied by 0
or 1 depending on the pulse frequency and duty cycle. Similarly to the con­
tinuous operation the high frequency velocity fluctuations which are present
in the first spatial position are not captured by the numerical solver. Never­
theless the mean values of the velocity as weIl as the temporal evolution show
reasonable agreement. The downstream position (x =5 m m ) is located weIl
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outside of the region where plasma is expected to form, hence the fluctua­
tions are not present in the experimental results. The comparison between
the experimental and numerical velocity values is favorable although some
discrepancies exist which can be attributed to propagating errors through the
modeling process .

The maximum of the time averaged flowfield for all the pulse cases is shown
in Fig.8.15 along with the respective case of continuous operation. It is evi­
dent that the mean induced field for the pulse operation is significantly weaker
compared to the continuous operation. This is to be expected as for the pulse
operation the time integrated input power is lower than the continuous oper­
ation. This is further established by observing the cases of D =25 and 75 %
respectively. Compared with the 50 H z, D = 50 %case the duty cycle appears
to affect the mean flow velocity in almost a linear relation. On the contrary,
pulse frequency U p) appears not to influence the mean flow considerably. The
numerical simulation captures the trends sufficiently with maximum error in
the order of 30 %for the case of D =75 %.

8.2.3 Laminarity of the wall jet

The issue of the laminarity of the wall jet has been raised in the previous
sections due to the importance of accounting for turbulence or not in the nu­
merical flow solver. Here a brief analysis is performed on the developed wal1
jet due to plasma actuation in order to establish the state of the flow. The anal­
ysis is presented here for the highest voltage case (16 kVpp) which exhibits
the highest veloeities and in extension the highest Reynolds number. Similar
results are obtained for the other cases.

Two main requirements must be fulfilled for a positive confirmation of laminar
flow. Firstly it must be proven that the developed wall jet is not subject to
natural transition. An initial approach is the visual inspeetion of the temporal
evolution of the flowfield. Bajura et al. [10] and Hsiao and Sheu [56] have
performed comprehensive studies on natural transition of plane wall jets. The
main transitional mechanism observed in these studies is the existence of an
outer layer instability in the form of vortex pairs which lift off the solid wall
and initiate self sustaining turbulence production. This is not observed in
the measurements of the present study giving a first indication for laminar
flow.
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Figure 8.16: Non-dimensionalized velocity pro­
files in several x stations against the analytical
similarity solution of Glauert (Vapp = 16 kVpp ) .
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In order to further se­
cure this observation the
flowfield is compared
against the analytical sim­
ilarity solution for a lam­
inar plane wall jet first
presented by Glauert [46].
The horizontal velocity
(u) profiles are non­
dimensionalised with the
maximum local velocity
(Urn) while the wall nor­
mal coordinate y is non­
dimensionalised with the
half width of the jet (the
distance from the wall
at which u = 0.5 x
Urn). The comparison
between the experimen-
tal results of the present study with the analytical solution of Glauert is pre­
sented in Fig.8.l6. The profiles indicate a laminar boundary layer from po­
sitions downstream of x = 4 mmo Differences exist in the outer regions of
the jet (y jY l/2 ::; 1) due to the negative wall normal velocity components in­
herent in the specific flowfield . For positions within the force field (x ::; 4
mm) the profiles present additional discrepancies from the theoretical profile
in the near-wall region. This can possibly be accounted to one of the major
assumptions of Glauert based on the existense of zero pressure gradient in the
x direction. This is of course the case with traditional wall jets where the mo­
mentum and mass of the injected fluid is supplied through a small (infinitesi­
mal in theory) orifice. On the other hand in the case of the plasma actuator the
exerted body force is equivalent to astrong pressure gradient which negates
this assumption. In contrast, moving further downstream and outside of the
plasma (and body force) region, the profiles compare weIl with the larninar
solution of Glauert since the zero pressure gradient condition is met. In gen­
eral it appears that the developed wall jet does not undergo natural transition
downstream of the body force area.

From the previous observations, the state of flow within the forcing region
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(x < 5mm) remains unclear and must be estimated using a different ap­
proach. Here the second requirement for laminarity of the flowfield is set
where it must be proven that the oscillatory behavior of the force does not
act as alocal 'turbulator' of the flow. Statistical quantities such as rms values
of the velocity fluctuations would show not only possible existence of turbu­
lence but also the deterministic velocity fluctuations described in Section 8.3.
As such a speetral analysis using a Fast Fourier Transformation (FFf) algo­
rithm is performed on the unsteady velocity signal at various locations in the
flowfield. Results for three such locations are shown in Fig.8.17. It is apparent
that strong peaks are registered in the upstream x stations corresponding to the
plasma induced primary frequency and its first harmonie. On the other hand
no broad spectrum region is apparent, indicative of the diffusive character
of possible turbulence. Furthermore, fluctuation intensity for the uncorelated
spectrum is preserved below 4 %of the local maximum velocity at all stations
which according to observations of Hsiao and Sheu [56] is characteristic of a
laminar wall jet in similar conditions . Station x = lOmm is of special inter­
est since it has already been shown to lie close to the laminar profile while its
uncorrelated speetral content is similar to more upstream stations.

Figure 8.17: Speetral content of velocity fluctu­
ations (uf) (in % of the local maximum velocity
Urn) at three x stations (all values probed at y =
0.5 mm).
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The genera! conclusion
of the laminarity analy­
sis is that indeed the flow
is laminar at the condi­
tions of the present ex­
perimental study. Sim­
ilar assumption was ap­
parently made by similar
model validation works
[117, 49, 138]. On the
other hand it must be
stressed that the exis­
tence or not of turbulent
flow should be known
prior to application of
any plasma model. In­
deed in the case of turbu­
lence (due to either extemal conditions or the plasma itself), the plasma force
model should be carefully calibrated and checked against the chosen turbu-
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lence model used in the flow solver.

8.3 Modeling considerations

8.3.1 Electrostatic velocity ftuctuations

As previously mentioned, the experimental results present, a secondary effect
in the vicinity of the actuator, additionally to the large coherent structures such
as the formed wall jet and the starting vortex. This consists of high frequency
velocity fluctuations occurring mostly over the first half of the covered elec­
trode. The RMS of the total velocity fluctuations for the case of 10 kVpp and
I kH z is presented in Fig.8 .18. These high frequency fluctuations are the
result of the underlying ion-neutral momentum transfer mechanism as was
examined in [15, 37].

In the experimental body force estimation technique (Chapter 7), one major
assumption states that the body force can be considered quasi-steady in time.
This is based on the large time-scale difference of the oscillations of the ve­
locity field, and consequently body force, and the external flow. Since a time
invariant body force is applied in the present numerical study, the experimen­
tally observed high frequency oscillations are not present in the numerical
results.

Nevertheless, it must be stressed that a time invariant body force model must
be used with caution and individual consideration depending on the simula­
tion case. The current study is considering the impulsive start of actuation in
an initially quiescent fluid. As is shown, the time scales governing the large
coherent structures due to actuation are significantly separated from the high
frequency velocity fluctuations. This time scale separation is an essential re­
quirement for the applicability of the model. In contrast, in cases where the
actuator is operating in areas of high receptivity bounded within a frequency
spectrum which includes the carrier frequency, account for the high frequency
velocity fluctuations must be taken through a different or modified body force
model.
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Figure 8.18: Experimentally determined RMS of total velocity fluctuations
(continuous operation, Vapp = 10 kVpp, l ac = 1 kH z).

8.3.2 Model assumptioos and error

As stated earlier the major assumption in the technique which is proposed in
Chapter 7 is the treatment of the force field as a time invariant value in rela­
tion to the electrostatic oscillations. This is a souree of error which propagates
through the modeling process and is reflected in the comparison of experimen­
tal and numerical results. As shown by the experimental results (Fig.8 .5), the
force field actually fluctuates at the carrier frequency of the applied voltage.
In the techniques in Chapter 7 the fluctuation was filtered out using a low pass
filter prior to the estimation of the force. As such the error due to the filtering
process is transfered to the force distributions. Since the numerical flow solver
in the present study solves for the full NS equations on a relatively fine grid,
no additional error is expected.

In this rnanner the discrepancies between numerical and experimental re­
sults for both continuous and pulse operation cases can be attributed mainly
to the propagating error due to filtering in the initial force estimation tech­
nique.

At this point some comments must be made in the context of the overall mod­
eling process. The proposed model has not been subject to a calibration proce­
dure. As such, it is self-standing and independent of empirical factors which
are usually used to fine-tune phenomenological models (such as the Debye
length [121]). This of course increases the risk of error since no a-priori con­
trol on the performance of the model exists through calibration of force am­
plitude or shape. On the other hand the model ensures applicability in a range
of scenarios without the need for further experiments for calibration.
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8.4 Conclusions

In this chapter a numerical investigation is performed in an effort to test the
applicability of experimentally determined body force distributions as mod­
els for the operation of plasma actuators. The body force distributions are
attained using a novel experimental technique based on high speed PIV mea­
surements of the plasma induced flowfield (Chapter 7). In this study the force
distributions are implemented in a numerical flow solver. Several test cases
are simulated in order to clarify several issues of implementation and applica­
bility of the body force distributions.

The first set of test cases involves the continuous operation of the plasma
actuator. Several applied voltages and carrier frequencies are tested. These
cases are the same as the ones that provide the body force distributions. The
operation of the actuator produces a wall-parallel jet with intensity and spatial
extent being functions of applied voltage and carrier frequency. Additionally,
due to the impulsive start of the actuation, a starting vortex is formed and
advects downstream. The characteristics of the induced flowfield are captured
well by the numerical solver. Maximum velocities, locations of maximum
velocity and general topology of the jet show reasonable agreement. It is
resolved from these test cases that the body force distributions can reproduce
the original experimental data in the numeri cal framework.

The second group of test cases involves the pulse operation of the actuator.
These cases serve the purpose of establishing the robustness of the force dis­
tribution model in cases different to the original experiment. The actuator is
pulsed in an 'on-off' regime using several pulse frequencies and duty cycles.
The same cases are simulated in the numerical framework. The general evo­
lution of the flow as well as the temporal history show agreement within the
expected error margins. This verifies the capabilities of the body force dis­
tributions in representing the effect of the actuator in cases unrelated to the
original body force experiment.

Additionally to the general evolution of the field, a secondary effect is ob­
served in the experimental results. An area of strong velocity fluctuations
exists in the vicinity of the upper electrode edge. It is evident that these
fluctuations reflect the underlying plasma collisional processes through which
momentum is transfered to the surrounding fluid as observed in previous stud­
ies [15] as well as in Chapter 6. These fluctuations correspond to the carrier
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frequency for all tested cases. In the body force estimation technique, these
fluctuations are assumed to be decoupled from the time averaged momentum
input due to large difference in time scales. In this chapter the numerical re­
sults prove that this assumption is justifiabie since a time invariant force is
used in the simulations. Yet in flow control cases where the receptivity range
is close or includes the carrier frequency the constant body force model might
not be suitable. In this cases, higher carrier frequencies can be used with the
constraint of not exciding the thrust saturation level as shown by Thomas et
al [134]. Alternatively, a modified model which takes into account the high
frequency fluctuations should be developed and implemented.

In general the current study attempts to fulfill the three requirements set for
the applicability of the body force distributions as appropriate models of the
actuator performance:

• The implementation of the experimental body force distributions in a
numerical flow solver accurately provides the originally measured flow
field for the same extern al conditions (quiescent flow).

• The experimental body force distribution provides accurate represen­
tation of the actuator effect in cases which are independent from the
conditions of the original force measurement. This requirement is ful­
filled partially since no indication of the influence of a given external
flow exists.

• The assumption concerning the quasi-steady character of the body force
does not to significantly affect the numerical results.

An open remaining question involves the second requirement. More specif­
ically it has not been proven that the experimental body force obtained in
conditions of quiescent flow can accurately represent the effect of the actuator
in conditions of non-zero extern al flow.

187



188



Application

If you're going to try, go all the way. There is no other
feeling like that. You wil! be alone with the gods, and the
nights wil! ftame with lire. You wil! ride life straight to
perfect laughter. It's the only good light there is.

Charles Bukowski, Factotum
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Chapter 9
Transition Control using DBD
Actuators

A promising concept for the utilization of plasma actuators is the cancellation
of Tollmien-Schlichting waves in a transitional boundary layer. This tech­
nique aims at tackling the instability waves while still in linear amplification
stage. At this stage the waves have little energy content with typical ampli­
tudes of 0.01 % of the freestream velocity [118]. Through the damping of
TS waves, the process leading to turbulent breakdown is postponed and con­
sequently skin friction is reduced. This technique has been investigated ex­
perimentally [128, 133] as well as numerically [6, 21]. In recent studies[50]
artificially introduced TS waves were successfully canceled using plasma ac­
tuators. It must be stressed that TS wave cancellation is not a drag reduction
technique on its own. On one hand TS waves are not the only instability
mechanism that leads to transition in relevant industrial applications such as
airplane wings. On the other hand the cancellation concept must be used in
conjunction with other naturallaminar flow techniques in order to extract the
full potentialof the method. Despite these issues the tackling of TS waves is
the first and an important step in the development of an integrated, efficient
drag reduction system.

In this chapter a numerical investigation on the TS wave cancellation concept
is performed based on the knowledge gathered in the Diagnostics and Model-
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ing parts of this work. More specifically the actuator is used as a counter-wave
generator operating in a laminar boundary layer in which turbulence-inducing
instabilities are propagating. In the 2D case the instabilities propagating in
the laminar boundary layer correspond to the unsteady Tollmien-Schlichting
modes. Through correctly phased unsteady actuation the amplitude of the
modes can be reduced leading to a delay of transition and overall skin friction
drag decrease. To simulate the unsteady actuation effect, the plasma actuator
is used through the concept of the volume distributed body force. In this study
both a generic force distribution as well as the experimentally derived body
forces (Chapter 7) are used . For the selection of the correct actuation signal a
stand-alone automatic control system employing the filtered-x LMS algorithm
[80] is implemented in the flow solver. The control system runs in parallel to
the flow solver and the actuation is done in real time.

9.1 Methodology

9.1.1 Numerical flow solver

In order to resolve all the spatial and temporal scales involved in the transi­
tion problem, a full Navier-Stokes solution is pursued. Furthermore a reduced
approach is followed in which the base flow (1aminar boundary layer) is con­
sidered fixed while the NS equations are solved for the TS perturbations. A
more detailed discussion on the solver as well as the numerical techniques ern­
ployed within is given in Chapter 3. Here a brief reminder of the goveming
equations is given for the fluctuating flowfield (u,p):

au 2 Vp ~
7it+(u. V)u+(Uo ' V)u+(u. V)Uo- vV u=-r; +r; (9.1)

9.1.2 Automatic control system

A description of the filtered-x LMS control system used for the cancellation
of the TS waves is given in Chapter 3. Additionally, the implementation in
the OpenFüAM souree code is shown in Appendix A. Here a brief reminder
of the working principle of the filtered-x LMS algorithm is given. The system
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Figure 9.1 : Example of a generic body force distribution with l = 4 mm,
h = 1 mm and Ax = 10 mNjmm2•

involves a feed-forward loop for the estimation of the control signal which
drives the actuator (in this case the voltage amplitude of the DBD actuator).
More specifically, the system uses a reference and an error signal which in the
investigated case are pressure values at the flat plate wall , In the numerical
framework these are read directly within OpenFOAM. The reference signal is
read upstream of the actuator in order to sense the incoming instabilities while
the error sensor is downstream of the actuator in order to sense the instability
after manipulation.

9.1.3 Body force implementation

Generic force distribution

To effectively capture the effect of the plasma actuator a distributed volume
body force is applied as described earlier. The magnitude and spatial dis­
tribution of the body force have been subject of numerical and experimental
investigations. For this study two levels of approximations are applied to the
force description. Firstly a generic force distribution with arbitrary amplitude
and spatial extent is used in order to gain insight into the interaction between
the three main components (stability, body force and controller) of the inves­
tigation. The force shape is chosen as a half-sinus distribution in both x and y
directions given by:

x -x y -y
fx(x ,y) =Ax · sin(7r( - l-S)) . sin(7r(T))

for: X s ~ x ~ X s + l , Ys ~ Y ~ Ys + h (9.2)
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where A x is the amplitude of the horizontal force component, X s and Ys define
the starting coordinates of the force distribution and land h the length and
height of the distribution respectively. The vertical force component Jy is set
to zero for simplicity. It should be noted here that the controller controls only
the amplitude (A x ) of the force and not the spatial extend. An example of the
generic force distribution is given in Fig.9.1.

Plasma force distribution

For the second level of approximation, the body force implementation is ex­
tended to incorporate the experimentally derived force distributions from ac­
tual plasma actuators as described in Chapter 7. In contrast to the generic
force distribution, the plasma force distributions present additional complexi­
ties in implementation. More specifically, the control parameter here is not the
amplitude of the force but the value of the applied voltage. This in turn defines
not only the amplitude of the force distribution but also the spatial extent and
the shape. The available experimental results cover a range of applied volt­
ages from 8 to 16 kVpp with steps of 2 kV as well as cases of varying carrier
frequency. For this work only the applied voltage variations are considered.
In total 5 different force distributions are available. For implementation of
these forces in the solver as a function of voltage, an interpolation based on
2D Bernstein surfaces is carried out and the generated coefficients are stored
in the controller environment as lookup tables. This enables the on-line cal­
culation of the body force for every value of applied voltage within the range
of 8 to 16 kVpp • For values less than 8 kVpp the body force is set to zero while
for values larger than 16 kVpp the force remains constant and equal to the 16
kVpp case.

A correlation model for the variation of the body force under changing applied
voltage is developed based on the experimental results. The overall body force
distributions for the five tested cases are shown in the left hand side of Fig.9.4.
The model construction and implementation is based on observations on the
variation of both the magnitude and spatial distribution of the body force with
voltage .

The goal of this interpolation procedure is to find a relationship between the
applied voltage and the body force, in terrns ofboth the magnitude and the spa­
tial distribution, and subsequently to mathematically describe the force field in

194



Chapter 9. Transition Control using DBD Actuators

an efficient way. This is all accomplished by one single optimization routine,
to guarantee that the best overall fit is found. The essential characteristics to
be captured by the correlation model are easily inferred by visual inspeetion
of the force distribution. More specifically it appears that the force field can
be fully expressed using the magnitude, the spatial extent in x and y directions
and the overall shape of the distribution. The modeling approach will attempt
to capture these values as functions of voltage I .

The first step involves the sealing of the force fields using a sealing factor for
each case. This is done to bring the order of magnitude of the fields close
to unity which in turn simplifies the optimization procedure. Consider the
scalar fields Fbx(X, y , V) and Fby(X, y , V) which correspond respectively to
the horizontal and vertical component of the experimentally measured body
force. The sealing is done by dividing the fields by a sealing factor which is
a function of voltage. This factor is connected with voltage using a second
order polynomial relation. The fields are scaled as follows:

Ê1 ( V) = Fbx(X, y , V)
bx x, y, Ax(V)

A Fby(X, y, V)
Fby(X,u,V ) = Ay(V )

where the sealing factors are expressed as aquadratic function of voltage:

Ax(V) =al . V 2 + a2 ' V + a3

Ay(V ) = a4 ' V 2 + as· V + a6

(9.3)

(9.4)

where Ax and Ay are the sealing factors of the horizontal and vertical body
force respectively and V is the applied voltage . Use of Eq.9.3 to Eq.9.4 allows
the segregation of the amplitude of the force field from the spatial distribution
which is desirabie for the following modeling steps. The sealing factors are
presented in Fig.9.2.

The next step is the spatial stretching of the force fields in order to fall in a
non-dimensional domain spanning from 0 to 1 in both horizontal and vertical
directions. This is achieved by a linear coordinate transformation scheme
which employs a quadratic voltage relation for the horizontal coordinate and

IThe author is grateful to Miehiel Straathof for his assistance with the Bernstein optimiza­
tion routine
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Figure 9.2: Sealing factors for the horizontal (Ax ) and vertical (Ay ) force
fields as functions of voltage .

a voltage independent relation for the vertical coordinate.

Fbx(ç, 'Ij; , V) =Fbx(X, y, V)

Fby(Ç, 'Ij; , V) =Fby(X, y, V)
(9.5)

where :

(9.6)

ç x 2
b1 . V2 + b2 . V + b3 + 9

'Ij; =y.
c

where ç and 'Ij; are the transformed horizontal and vertical coordinates respec­
tively. To be noted that an offset factor of ~ is used on the normalized domain .
The relation for the vertical coordinate is considered independent of voltage
and it is fixed prior to the optirnization.

The last step involves the representation of the normalized and stretched force
field in a consistent, accurate and simple way. To this goal, the shape is rep­
resented by a surface which is constructed by a summation of a set of Bem­
stein surfaces which are 3D generalizations of Bemstein polynornials. This
approach has been chosen due to the high accuracy of the approximation as
well as the inherent smoothness Bemstein surfaces present [95, 127]. The
Bemstein surfaces are each multiplied by a coefficient and summed up in or­
der to create the final surface as shown in Eq.9.7 to Eq.9 .8. Here Sx(ç, 'Ij; )
and Sy(ç, 'Ij;) are the final surfaces for the horizontal and vertical force fields
respectively, BXij and B YïJ are the coefficients of the Bemstein surfaces,
P Xi and P Yj are the Bemstein polynornials in x and Y directions respectively,
and n x and n y are their indices. Note that ç and 'Ij; are the normalized spatial
variables which run from 0 to 1.
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Figure 9.3: Bemstein surfaces for the representation of the horizontal (Sx)
and vertical (Sy) force fields.

where:

nx nll
Sx(ç, 'ljJ ) =L L ex; .PXi(f.) . PYj( 'ljJ)

i=O j=O

nx nll
Sy(ç, 'ljJ) = L L BYïj . PXi(Ç ) . PYj ('ljJ )

i=O j=O

P Xi(f.) = (~x) çi(l _ ç)nx- i

PYj ('ljJ ) = (~y)7jJi( l-'ljJtll-j

(9.7)

(9.8)

The final surfaces for the horizontal and vertical fields, as resulting from the
optimization procedure, are shown in Fig.9.3.

The unknowns of the problem are now the coefficients in B X ij and BYï ,j and
the polynomial coefficients al to a 6 and bi to b3. For the calculation of these
coefficients MATLAB's sequential quadratic programming algorithmfinincon
was used, which employed an active-set algorithm and finite differences were
used to compute the derivatives. The following cost function was used:

k

{L abs[S(ç, 'ljJ) - Fb (Ç , 'ljJ, Vi )]}2
i=l
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Figure 9.4: Experimental and modeled body force distributions for different
applied voltages.

Where Ê'b(Ç ,1/J, Vi) is the normalized and stretched force field using the rela­
tions defined in Eq.9.3 to Eq.9.5 and k = 5 is the number of different voltage
cases . Due to the way the formulation of the problem is set, the optimizer is
automatically choosing the sealing, stretching and Bernstein representation of
the fields as a function of voltage. To be noted that for both sealing Eq.9.3 and
stretch polynomials Eq.9.5 constraints are set such that their maximum values
do not become larger than 1. This is to ensure that there is minimum interfer­
enee with the Bernstein surface. After the stretching procedure, the resulting
force field is cropped in order to have the same domain for each value of V
and be able to compute the difference between the scaled force field and the
Bernstein surface, as indicated in Eq.9.9.

Integrating the results of the discussed optimization procedure leads to the
formulation of the final corellation model for the body force field of the plasma
actuator. Specifically for the voltage range under consideration and the current
geometrie configuration ofthe actuator the force field is given by the following
relations:

Fx(ç, 1/J, V ) = Ax(V) ·Sx(ç, 1/J )
Fy(ç, 1/J, V) = Ax(V) ·Sy(ç, 1/J)

where the spatial coordinates are given by:

x = (ç - ~ ) . (bI . V 2 + b2 . V + b3 )
9

y =1/J . c

(9.10)

(9.11)

where the sealing factors Ax and Ay are given in Eq.9.4. Eq.9.10 gives the
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force field in a non-dimensional spatial domain which spans from 0 to 1 in
x and y directions. The transformation to the physica1 domain is given by
Eq.9.6. The coefficients for the sealing factor, stretching factor and Bemstein
polynornia1s are given in Appendix B along with the va1ue of the constant
c. It must be noted here that the correlation model, as formulated, accepts
input va1ues of voltage in kVpp and produces force va1ues in mNlmm 2 and
spatia1 coordinates in mmo An overall comparison between the origina1 and
experimenta1 data is given in Fig.9.4. The modeling approach appears to cap­
ture most characteristics of the force field sufficiently. The mean error of the
approximation is shown in Fig.9.5.

9.1.4 Testcases and mesh

For the entire numerical study, flat plate boundary layers with zero pressure
gradient at two freestream veloeities are considered. These correspond to 10
and 30 mis. This choice has been made for severa1 reasons. Firstly, the 10
miscase (case A) is used to develop the controller system and gain insight on
the synergy of several parameters such as convergence constant and length of
the body force and their influence on the final control performance. Further­
more, case A has been used for the verification of the numerica1 flow solver
through various grid and boundary conditions studies. The body force used
for the cancellation of the TS waves in case A is exclusively the generic sinu­
soida1distribution. Case B invo1ves the implementation of the experimenta1ly
derived body force distributions. As it is a1ready mentioned, no control over
the amplitude of this force exists other than the selection of the applied volt­
age. To this reason case B involves laminar flow at a larger Reynolds number
in order to facilitate the increased force amplitude.
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Figure 9.6: Stability diagram for case A with respective modes.

For all cases a Reynolds number based on the inflow displacement thickness
is defined:

Reà = Uoo8à
v

(9.12)

For case A, Reà is 658 with an inflow displacement thickness 8à =0.98 m m o
Three single frequency and one multi frequency stability and control sub cases
are ran. A frequency number is set based on the Reynolds number at the
inflow:

(9.13)

where w = 'tJ: is the local non-dimensional frequency of the mode . The
three single frequency sub cases correspond to F =66, 86 and 106. Respective
physical frequencies (fr) are 70, 91.2, and 112 H z respectively while the
multi frequency case is a combination of the tree modes with equal initial
amplitudes. These modes have been chosen such that at the spatial position of
introduetion in the solution domain they are still upstream of the neutral curve
and thus stable, Stability diagrams for case A, indicating the computational
domain and the position of the investigated modes, is shown in Fig.9.6.

Case B involves a higher inflow Reynolds number of Reà =1539. For this case
one single and one multiple frequency sub case is ran. The single frequency
case corresponds to mode F =25 while the multi frequency case involves the
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Figure 9.7 : Stability diagram for case B with respective modes.

summation of modes F = 15, 25 and 35 with equal amplitudes during intro­
duction. The respective physical frequencies for these modes are f r = 143,
238, and 334 H z. The stability diagram for case Bis shown in Fig.9.7.

Both cases are run on structured rectangu1ar meshes. For both cases the tota1
number of tetrahedra1 cells used is approximate1y 0.1 million. For case A the
mesh extends from x = 0.2 to 1.2 mand y = 0 to 0.025 m while for case B
the mesh extents from x =004 to IA m and y =0 to 0.025 m. The mesh is
clustered linear1y near the wal1 along the entire domain. Furthermore a more
dense mesh is used in the vicinity of the body force distribution. For the high ­
est frequency case (F = 35) the grid density corresponds to approximate1y 20
cells per TS wavelength. Final1y, a buffer region of smooth1y increasing cell
size in streamwise direction is added at the downstream end of the computa­
tiona1 domain in order to avoid reflections from the outflowing disturbances.
The 1ength of the buffer 1ayer is fixed at 0.2 m while the stretch factor of the
cells in the x direction is 10. Most of the controller settings are main1y fixed
for the two cases apart from the convergence constant {3 which is adjusted per
sub-case in order to achieve the best contral performance. For case A the ref­
erenee sensor is located at x = 004 m while the error sensor is at x = 0.7 m .
The actuator (body force distribution) is located at x = 0.5 m. For case B the
reference sensor is located at x = 0.7 m while the error sensor is at x = 1 m .
The actuator (body force distribution) is located at x = 0.8 m . For both cases
the FIRI and FIRII filters employ 40 weight coefficients and the sampling rate
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9.2. Results

Table 9.1: Parameters of the FXLMS controller.

Parameter

position of ref. sensor (m)
position of err. sensor (m)
position of actuator (m)
number of AR I tabs
number of AR II tabs
sampling rate (H z)
AR I update rate (H z)
AR II update rate (H z)
system id. time (s)
control time (s)

Case A
0.4
0.7
0.5
40
40
1000
100
200
0.2
0.8

CaseB
0.7
I
0.8
40
40
1000
100
200
0.1
1.9

of the controller is 1 kH z. The update rate for the FIR I filter coefficients is
100 H z. An overview of the FXLMS controller parameters for both test cases
is given in Tab.9.1

9.2 Results

9.2.1 Verification and modeling considerations

The numerical framework of this study is comprised of three discreet com­
putational modules which are coupled together in order to achieve the final
transition control goal. These are the flow solver, the forcing mechanism and
the adaptive control system. Due to the multiple models used in this approach,
it is desirabie to identify, evaluate and address possible sourees of error. This
is done via a verification and validation approach wherever is possible.

A short description on the verification and validation of the flow solver is given
in Chapter 3. Incontrast to the flow solver, the body force model presents dif­
ficulties in verification and validation . A comprehensive validation effort for
the specific body force distributions is described in Chapter 8. Nevertheless,
several remarks can be made on the possible modeling errors. The representa­
tion of the plasma actuator through a volume distributed body force has been
a popular method for implementing this type of devices in numerical studies.
Yet it should be stressed here that such models must be used with caution es­
pecially for high receptivity areas such as the transition domain. It has been
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shown numerically [85] and experimentally [15] that during continuous and
pulse operation the plasma actuator induces fluctuating velocity components
corresponding to the carrier frequency used for operation. This has been re­
viewed in Chapter 6. Most body force models neglect these fluctuations since
the usually high carrier frequency ensures that they are decoupled from the
time scale of the flow to be controlled. The experimental body force distribu­
tions used in this study are based on exactly such an assumption as described
in Chapter 7. This presents an upper threshold of Reynolds numbers in which
this force model can be used. For example the stability case with F = 35
corresponds to a natural frequency of 340 H z in the case of Uoo =30 mis.
This is the highest frequency the author considered safe to be used here since
the carrier frequency of the actuator is set at 2 kHz. For higher instability
frequencies which are comparable to the carrier frequency of the actuator, a
model that takes the latter into account is necessary in order to accurately
capture the effect of the actuator.

On the other hand the limitations of the actuator itself must be taken into
account. In Chapter 5 it was shown that an operational envelope exists in
which the actuator is able to induce considerable and deterrninistic fluctuating
components in a given external flow situation. Additionally, this envelope is
also a function of the external flow velocity. Again in sirnilar numerical or
experimental efforts employing unsteady actuation, such envelopes should be
consulted in order to define the operational spectrum of the actuator.

9.2.2 Parametrie study on control performance

Prior to the actual control cases, a parametrie investigation on the operation of
the controller is performed. Two separate studies are conducted involving the
convergence constant «(3) and the streamwise length of the generic body force
distribution l. For both cases all other parameters are kept constant.

For the investigation of the convergence constant the single frequency case F
=86 is used. The generic force distribution employs l =0.02 m and y =0.003
m . The error signal for all tested values of (3 is shown in Fig.9.8 along with
the respective amplitude of the body force as is autonomously selected by the
controller. All cases have a system identification procedure for the first 0.2 s
of simulation based on identical settings. The results are shown here only for
the control period (starting at t =0.2 s). Two effects are evident here which
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Figure 9.8: (a) Signal measured by the error sensor and (b) respective body
force actuation value for different convergence constant (/3). (F = 86).

are typical for the FXLMS algorithm. Firstly, if the convergence coefficient
is too low the algorithm is converging to the optimum solution slowly and
in some extreme cases ({3 = 0.0025 )it might stop converging all together.
On the other hand if the convergence constant is too large then the algorithm
becomes unstable and the force amplitude starts to oscillate around the near
optimal value ({3 =0.02). Although the controller still manages to reduce the
error signal, the performance is degrading. In a more extreme case ({3 =0.04)
the controller fails altogether with very large force values which respectively
increase the error.

The second parameter investigated is the streamwise length of the force dis­
tribution. This is an important value in the transition control efficiency as the
length of the optimum forcing distribution is expected to be strongly depen­
dent on the wavelength of the incoming TS wave. Two more factors further
increase the complexity of this interaction. Firstly, in cases of natural tran­
sition control, more than one frequencies of unstable modes are expected in
the boundary layer. As such the wavelength of the modes in the wavetrain is
not constant which adds one more degree of freedom in the system. Secondly,
in the case of plasma actuation, the length of the forcing region is coupled to
the applied voltage and the amplitude of the forcing itself as can be seen in
Fig.9.9. Combining these two effects, the force distribution in normal oper-
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Figure 9.9: (a) Signal measured by the error sensor and (b) respective body
force actuation value for different body force lengths (l) . (F = 86).

ation conditions will have almost certainly sub-optimal characteristics. More
discussion on this topic is given in section 9.2.4. Results for all tested values
of land ln is shown in Fig.9.9. Here ln is the force length l normalized with
the streamwise wavelength of the incoming TS wave (0.038 m for F = 86).
For all cases f3 is 0.01.

The results indicate that force lengths around half of the incoming TS wave­
length produce the best control performance. This is partly expected as the TS
wave is spatially fluctuating in x direction with half the wavelength occupied
by positive velocity and the other half by negative velocity components. Since
the force is always positive and directed downstream, destructive interference
can only occur when the negative velocity half-wavelength is over the actua­
tor. For larger force lengths (l =0.04 and 0.08 m ) the controller fails to reduce
the error while for smaller lengths (l = 0.005 and 0.01 m ) error reduction is
registered although the performance is suboptimal.

9.2.3 Control case A: generic force distribution

The generic force distribution is applied in case A. Three contral scenarios
are investigated comprising of two single frequency and one multi frequency
sub-cases . The controller is operating in single frequency cases corresponding
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Figure 9.10: Snapshots of horizonta! (ux ) and vertical (uy) components of
disturbance velocity and pressure (P) with and without control. (F = 66).
(Position of the actuator is indicated by the small red rectangle)

to F =66 and 86 while the multi frequency case consists of a wavetrain which
is a combination of modes F =66, 86 and 106 of equal initial amplitudes .

Snapshots of the velocity and pressure disturbance flowfield are presented in
Figs.9.10 and 9.11 for the cases of F =66 and F =86 respectively. Addition­
ally the value of the maximum horizontal velocity component are presented
in Fig.9.13(b) and Fig.9.13(a). The comparison between the controlled and
uncontrolled cases indicates the effect of the body force actuation. Bath the
horizontal and vertical components of the disturbance velocity as well as the
pressure fluctuations are reduced downstream the actuation region. In the case
of F =66 amplification of the residual disturbances continues after the actua­
tion since the entire domain is located within the instability region.

On the contrary the case of F = 86 appears to have an almast tata! wave
cancellation since the TS waves cross the upper neutral curve approximately
after x = 0.9. Ta be noted here that the settings of the controller are kept
the same for these two cases apart from the convergence constant (3. This is
adjusted specifically for each case in order to achieve optimal performance
from the controller.
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Figure 9.11: Snapshots of horizontal (u x ) and vertical (Uy) components
of disturbance velocity and pressure (P) with and without control. (F =
86).(Position of the actuator is indicated by the small red rectangle)

Apart from the reduction of the fluctuating velocity components, an interest­
ing aspect is the mean flow component present close to the forcing region.
This is an artifact of the unidirectionality of the body force. More specifi­
cally, the generic body force is restricted to take only positive (downstream)
values. In the case where the controller instructs it to be negative the force is
automatically set to zero. This is to ensure that the overall forcing mechanism
resembles the unidirectional plasma actuation. In both single frequency cases
the mean flow disturbance appears to diffuse downstream.

Velocity and pressure field snapshots for the multi frequency sub-case are pre­
sented in Fig.9.12. Additionally the maximum horizontal velocity component
is presented in Fig.9.14. This case involves the development of a wavetrain
consisting of three modes at F =66, 86 and 106 respectively. Contrary to
the single frequency cases the disturbances are introduced in the domain via a
distributed body force as previously explained. The weights for all the modes
are set to be equal. It is apparent here that while the controller still manages to
reduce the amplitude of the traveling wavetrain, the large values of amplitude
reduction achieved for the single frequency cases are not possible. This can
be explained by considering the nature of the forcing mechanism.

Although the controller attempts to regulate the amplitude of the imposed
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Figure 9.12: Snapshots of horizontal (u x ) and vertical (uy) components of
disturbance velocity with and without control for the multi frequency sub­
case (F = 66, 86, 106).(Position of the actuator is indicated by the small red
rectangle)

body force , no authority exists over the spatial distribution, location and shape
of the body force. On the other hand the incorning disturbances present mul­
tiple wavelengths, amplitudes and frequencies. As was shown in section 9.2.2
the wavelength of the imposed force has considerable influence on the final
performance of the controller. It is thus expected that in a scenario where
multiple frequencies are to be controlled a predefined force distribution will
lead the controller to a sub-optimal operation stage. This is of high impor­
tance in actual plasma cases where the spatial extent and shape of the force
distribution cannot be explicitly controlled as it is a function of the applied
voltage. This is further demonstrated in case B.

The temporal evolution of the reference and error signal along with the re­
spective amplitude of the body force (Ax ) are shown in Figs .9.15 - 9.17 for
the two single frequency cases and one multi frequency case respectively. As
already mentioned the system identification time is 0.2 s in all cases. Dur­
ing this time the body force is directly driven by the reference pressure signal
while the system identification algorithm builds the digital representation of
the cancellation path. It is interesting to note that during this stage the error
signal is reduced in the case of F =66 while it is increased in the case of
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Figure 9.13: Norrnalized perturbation velocity with and without control for
(a) F = 66 and (b) F = 86.
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F =86. This emphasizes the role of the system ID part in which a random
signal which can have either positive or negative effects can be used to drive
the actuator.
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Figure 9.14: Norrnalized perturbation
velocity with and without control for
the multi frequency case case F =
66,86, 106.

The difference in control perfor­
mance between the two single fre­
quency cases is also evident here.
Apart from the final reduction in am- ~

plitude, the convergence of the con- ~o

troller to the final operation state is
considerably faster for the case of
F = 86. This again has to do with
the relation between the spatial ex-
tent and shape of the body force
distribution compared to the wave­
length of the incoming instability.
For the multi frequency case results
indicate that although the controller
converges relatively fast to the final
state of operation , the complete elimination of the ftuctuating disturbance s is
not possible.
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eration and (b) respective body force amplitude (A x ) for the case of F = 66

--referense signal

-- error signal

ec..

(a)

0.2 0.4 0.6 0.8
time (s)

~

N

E
-ê 0.0\
Z
5

'"-e
0.2 0.4 0.6 0.8

time (s)
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case (F = 66,86, 106)

9.2.4 Control case B: plasma force distribution

The experimentally derived plasma body force distributions have been im­
plemented in the numerical framework with the use of a continuous voltage
function based on Bemstein surface approximations. Due to the strength of
the actuator itself, the tested cases involve only the case B conditions where
the freestream velocity is 30m/ s. Moreover the investigated modes are in­
troduced in the domain with intentionally large initial amplitudes. Finally the
actuator is placed more downstream in order to investigate its performance in
tackling heavily amplified disturbances.

Two sub-cases are studied, namely a single frequency case with mode F = 25
and a multi frequency case with modes F = 15,25,35 of equal strength at the
disturbance introduction. Snapshots of the evolved fiowfield for the single fre­
quency case are shown in Fig.9.18 while the respective maximum amplitude
of the disturbance is shown in Fig.9.20(a). Some comrnents can be made on
this case. The stability characteristics of this case are significantly more ad­
verse than the sub cases of case A. Mode F =25 has an N factor which almost
reaches 9 by the end of the computational domain. This signifies the tran­
sitional state of this boundary layer. Additionally, at approximately x = 1.1
the first harmonie of the mode starts to show significant values departing the
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Figure 9.18: Snapshots of horizon tal (ux ) and vertical (uy) components
of disturbance velocity and pressure (P) with and without control. (F =
25).(Position of the actuator is indicated by the small red rectangle)

maximum disturbance amplitude from the sinusoidal shape. This additionally
signifies the initial parts of non-linear amplification in which a 2D simulation
is destined to fail. As such results for the unactuated case should be consid­
ered valid only until x = 1m . The controller achieves significant reduction
on the amplitude of the TS mode. Nevertheless, downstream of the actuator
the boundary layer is already deep in the instability region and the residual
disturbances after actuation quickly amplify again. This effect raises the im­
portance of multiple successive actuators in the case of practical applications.

Snapshots of the flowfield for the multi frequency case are presented in Fig.9.19
while the maximum amplitude of the disturbance is shown in Fig.9.20(b). It
is evident that the actuator can respond weIl to the existence of multiple fre­
quencies in the spectrum of TS waves. Additionally a pronounced mean flow
disturbance is evident which nevertheless is significantly reduced within ap­
proximately 6 TS wavelengths downstream.

The reference , error and voltage signals as measured by the controller are
presented in Figs.9.21 and 9.22 for the single and multi frequency cases re­
spectively. For the single frequency case a relatively large time span is spent
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disturbance velocity and pressure (P) with and without control for the multi
frequency case. (F = 15,25, 35).(Position of the actuator is indicated by the
small red rectangle)

in which the actuator does not operate. This is due to the fact the required
voltage decided by the control algorithm lies below the threshold value of 8
kVpp • In these cases the controller automatically restricts the voltage to a zero
value.

For the multi frequency case the effect is opposite. Due to the strength of
the incoming disturbances the actuator is requested to operate with at voltages
that lye above the maximum threshold of 16 kVpp . In this case the maximum
voltage is restricted to 16 kVpp • This cutoff voltage effectively renders the
actuation signal shape to trapezoidal rather than sinusoidal. In spite this the
actuator achieves significant reduction of the TS amplitude. An overview of
the test cases, respective force model and TS strength reduction is presented
in Tab.9.2 Here ~umax is the reduction of the maximum horizontal velocity
component of the TS mode at x = 1 m while ~Pe is the reduction of the error
signal as this is registered by the controller.
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Table 9.2: Overview of test cases with respective force model and reduction
in TS wave strength.

case frequency (F)

Aol
A02
Ao 3
Bol
B02

single (66)
single (86)

mult i (66. 86. 106)
single (25)

multi (15. 25. 35)

generic
generic
generic
plasma
plasma

61
90
62
84
83

55
98
69
79
93
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Figure 9.22: (a) Normalized reference and error signals during controller
operation and (b) respective applied voltage value (Vapp ) for the case of
F = 15,25,35

9.3 Conclusions

A numerical investigation on the use of plasma actuators for transition con­
trol is presented. The numerical framework involves the solution of the full
unsteady 2D incompressible Navier Stokes equations using a finite volume
formulation. Prior to the actual test cases an exploratory parametrie study
is conducted in order to clarify some aspects of the FXLMS controller and
the body force-TS wave interaction. On the first aspect the effect of the con­
vergence constant is demonstrated. Smaller than optimum values cause the
controller to converge slowly while in extreme cases convergence is stopped
altogether. Larger than optimum values cause unwanted ftuctuations in the
control action and eventually lead to controller instability.

A second aspect investigated, is the relation between the spatial wavelengths
of the body force and TS modes. It has been found that an optimum con­
trol performance is achieved when the force wavelength is near half of the
incoming TS wave.

Two different sets of control test cases are simulated. Firstly, low Re number
cases at freestream velocity of 10 mis. These involve two single frequency
cases of modes F =66 and 86 and one multi frequency case comprising of
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a propagating wavetrain of modes F =66, 86 and 106. For the low Re test
cases the generalized force distribution is used. Considerable reduction in the
TS amplitude is registered in all cases.

For the high Re test cases an extemal velocity of 30 mis is imposed. Fur­
thennore large amplitude TS modes are introduced. Two runs are tested with
one single frequency (F =25) and one multi frequency (F =15,25,35) case.
Again considerable reductions in amplitude are registered.

Several insights are gained into the process of TS wave cancellation using
plasma actuators. The speetral content of the incoming TS wavetrains is of
primary importance. As was shown in Chapter 5 an operational envelope
exists for each actuator and flow conditions in which the flow to be controlled
must be confined. Additionally, a maximum limit on the frequency of the
unsteady TS modes must be set based on the carrier frequency of the actuator.
As was demonstrated in Chapters 6 and 8 the time invariant force assumption
can only be applied when the carrier frequency and the receptivity spectrum
of the controlled flow are sufficiently decoupled.

A second point is the spatial relation of the wavelengths of the forcing mech­
anism (plasma actuator) and the structure to be controlled (TS wave). Espe­
cially in the case of plasma actuation the spatial extent of the body force is
not constant but a function of applied voltage. This is coupled to the change
of amplitude with voltage which presents one more degree of freedom. The
control situation is further complicated in the case of natural transition where
a wavetrain of several TS wavelengths is present. All these issues render the
problem almost impossible to be addressed in the optimum way and a set of
sub-optimum settings must be imposed.

Finally, exactly because of the high volatility of the system, the FXLMS al­
gorithm appears to be ideal for this kind of problems. While relatively simple
to implement, either numerically or experimentally, it provides the control
engineer with a large degree of autonomy, frequency response and accuracy
needed not only in the case ofTS wave cancellation but also in a large variety
of unsteady flow control applications.
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Chapter 10
Asymmetrie Waveforms for
Improvement of DBD
Aetuation

The second chapter on DBD application involves the extension of the knowl­
edge gathered in Chapter 6 for the improvement of DBD performance. This
has .been a major topic for past research on plasma actuators as their only
relevant disadvantage is the lirnited momentum input to the flow for a given
electrical power consumption. This handicap starts becorning significant and
even lirniting for applications at high Reynolds numbers where the energy
content of the global flow instabilities is high. This chapter presents a study
towards obtaining stronger and more efficient actuation.

Chapter 6 and previous investigations have demonstrated that the momen­
turn transfer sequence and in consequence the plasma exerted body force is
highly unsteady and periodic in respect to the driving High Voltage (HV) sig­
nal which is applied to the exposed electrode of the actuator. Several studies
have focused on deterrnining the actual magnitude and direction of the body
force during the HV cycle. It has been shown in Chapter 6 that the momen­
turn transfer is asymmetrie between the two HV half cycles when the driving
signal is sinusoidal. Using a different technique [37] showed the negative
half cycle (forward stroke) to be responsible for the majority of momentum
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transfer. A PUSH-push scenario has also been verified from recent numerical
studies [85, 17]. To be noted that the term PUSH-push refers to the direc­
tion of the forcing during the forward and backward stroke and is used in
the same context as [32]. The term in capital letters indicates the strongest
of the two events. This terminology will be used throughout the chapter. In
the forcing mechanisms study described in Chapter 6 the author demonstrated
the forcing sequence for four different waveforms using a technique based on
phase reconstruction of time resolved PIV snapshots of the plasma induced
flowfield. It was shown that the shape of the waveform has dramatic effects
on the momentum transfer sequence with PUSH-push and PUSH-pull scenar­
ios possib1e depending on the shape of the waveform. It was suggested that
such effects can be exploited for the improvement of performance of plasma
actuators.

The current chapter is an extension and continuation of the previous work
on the effect of the waveform shape on the actuator's performance. More
specifically, it is recognized that the effect of the shape of the waveform influ­
ences both the magnitude and duration of the upstream and downstream body
force components as well as the consumed electrical power. For example the
conventional sinusoidal waveform is shown to produce a strong push event
during the forward stroke and weak push event during the backward stroke.
In contrast, a square shaped waveform produces strong push and pull events
during the initial phases of the forward and backward strokes. Yet the square
waveform is overall stronger than the sine waveform since the push event is
responsible for significantly higher momentum input compared to the respec­
tive push event of the sine waveform. On the other hand the square waveform
is shown to consume considerably more power than the sine waveform which
must be additionally taken into account.

This work is focused on the investigation of waveforms which present an
asymmetry in shape between the two half cycles. A systematic combination
of the sine and square shapes is performed based on the results of the afore­
mentioned study of Chapter 6. This is achieved through a parametrie thrust
measurement study. Additionally, electrical power consumption is measured
in order to have a measure of efficiency for the different cases. Finally, the
best performing waveform is se1ected and ana1yzed using the previous1y de­
veloped phase reconstruction technique in conjunction with time resolved PIV
measurements. The reference cases of sinusoida1 and square waveforms are
ana1yzed in a similar way in order to have a concrete base of comparison with
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Figure 10.1: The geometrical configuration of the actuator with the corre­
sponding coordinate system (not to scale).

the optimized asymmetrie wavefonn.

The structure of the chapter follows a description of the experimental setup ,
including the actuator operating parameters and the employed measurement
techniques. In the next section the groups of results are presented and dis­
cussed. Finally, conclusions are presented.

10.1 Experimental Setup

10.1.1 The actuator

For this study aDielectric Barrier Discharge (DBD) configuration employing
thick electrodes is used. The actuators consist of thin rectangular copper elec­
trodes made out of self-adhesive copper tape separated by adielectric layer
(Fig.10. l). The thickness of both electrodes is 60 um. The width of the
exposed electrode is 10 mm while the grounded electrode is 20 mmoNo hor­
izontal gap exists between the two electrodes. Their effective spanwise length
(along which plasma is generated) is 220 mmo The electrodes are separated
by a clear Plexiglass (PMMA) plate acting as adielectric. The thickness of the
plate is 3 mmo The lower electrode is covered by three layers of Kapton tape
and an additional plate of PMMA in order to prevent plasma to be fonned on
the lower side . The geometrie parameters of the actuator are chosen to corre­
spond to the actuator used by Forte et al.[42] since, to the authors knowledge,
this actuator has achieved the highest induced veloeities to date for the given
applied voltage.
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The actuator is powerd by a TREK 20/20C HV amplifier (±20 kV , ±20 mA).
The amplifier provides direct readings of the output voltage while the output
current is measured using the voltage across a resistance (l00 11) placed be­
tween the lower electrode and the grounding cable.

10.1.2 Measurements setup

The measurements for this study are performed in quiescent flow conditions.
To ensure such conditions, measurements are conducted in a closed box made
from Plexiglass (PMMA) to provide optical access. Two diagnostic tech­
niques are applied for quantifying the effect of the waveform shape on the
performance of the actuator. These consist of direct thrust measurements
and time-resolved Partiele Image Velocimetry (PIV) measurements respec­
tively.

For the initial parametrie study, a large number of test cases is executed. Con­
sequently, direct thrust measurements are conducted due to the speed and ac­
curacy such technique provides. The concept of thrust measurements has been
previously applied for the characterization of plasma actuators in Chapter 4
and it relies on the direct measurement of the reaction force due to the accel­
eration of fluid from the plasma operation. For the current study the plasma
actuator is placed on a frictionless air bearing which is able to slide in the
x direction . The entire system is fitted in the closed PMMA box. A highly
sensitive ME-messsysteme KO-40S strain-gage load cell is then connected to
the bearing which registers the reaction force from the induced jet due to the
plasma actuation. The nominal force range of the load cell is ± 2 N with an
accuracy of 0.1% (2 mN). The connections of the active and grounded elec­
trodes to the power supply are established via thin copper wires to minimize
signal contamination from external vibrations. The thrust value is sampled at
100 H z for ten seconds during actuation while reference measurements are
taken before and after every measurement sequence. All measurement tests
are repeated three times to minimize any error due to load cell relaxation or
external vibrations.

For the second part of this investigation the selected waveform, which is estab­
lished through the parametrie study based on thrust, is further analyzed . Addi­
tionally the two reference cases of sinusoidal and square shapes are similarly
analyzed. The analysis is based on the spatio-temporal resolution of the in-
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duced flowfield under plasma actuation respective of each wavefonn. As such
it is desirabie to accurately capture the response of the induced flow within the
time seales of the HV period. To this goal, a phase shifting and reconstruction
technique is employed in conjunction with high speed PIV measurements as
described in Chapter 6. The technique enables higher temporal resolution than
what can be achieved by conventional high speed PIV which is necessary to
fuUy describe the forcing sequence in the plasma region for the studied carrier
frequency (625 H z).

The phase shifting and reconstruction technique requires data from time-resolved
PIV measurements. For the time-resolved PIV tests the plasma actuator is
placed flushed on the bottom of the Plexiglas box. A Photron Fastcam SAI
high speed camera of 1024x 1024 pixels is used to image the field-of-view
(FOV). Image acquisition has been conducted at 6 J(H z rate in double-frame
mode. Time separation of 75 /-LS has been applied between successive im­
ages. A Micro-Nikkor 105 mm objective is set at f-stop 4 in order to achieve
0.67 magnification and a FOV of 30.9 x 15.0 mm using a cropped sensor of
1024x496 pixels. The air in the Plexiglas box is seeded with olive oil droplets
of approximately I uni diameter generated by a TSI atomizer. Due to the qui­
escent flow conditions partiele accumulation near the wall could introduce
errors. To avoid this, forced mixing through an air blower is introduced be­
fore each measurement to ensure homogeneity of the seeding particles. The
air is let to settle before actuation . Additionally, the homogeneity is visuaUy
confirmed from the PIV snapshots for every case. No near wall accumulation
is observed. The particles at the mid span of the actuator are illuminated by
a light sheet of 2 mm thickness generated by a Quantronix Darwin-Duo laser
system with an average output of 80 W at 3 kHz. The images are analyzed
using Davis 7.4 (Lavision GmbH) by cross-correlating successive images. Fi­
nal interrogation window size of 12x 12 pixels and overlap factor of 75% are
used. The interrogation windows are elongated in the waU normal direction
using a 4:1 aspect ratio in order to obtain higher spatial resolution. The veloe­
ity veetors are returned on a grid of 11x l l veetors per mm2•

10.1.3 Testcases

The experimental investigation in this study is comprised of two parts. Firstly,
a parametrie study is conducted based on direct thrust measurements. Initially
two reference cases are tested employing the conventionaUy used sinusoidal
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Figure 10.2: Shapes of the two reference waveforms used in this study.

shape waveform and a square waveform respectively. Based on the results
of Chapter 6 the two waveforms present different forcing behavior in dura­
tion and magnitude. Specifically, the sinusoidal waveform produces a strong
positive forcing component during the forward stroke. A a smaller but still
positive component is present during the backward stroke. On the contrary,
the square waveform produces two short in duration but strong forcing peaks
at the start of each stroke. Theforward stroke presents a positive forcing while
the backward stroke gives a negative forcing. Based on these differences, the
waveforms for this study are constructed based on a systematic transition be­
tween the two reference waveforms of sinusoidal and square shapes respec­
tively. The rationale behind this approach is the exploitation of the favorable
features of each of the reference shapes in order to optimize the performance
of the final waveform. Since it is shown that, depending on the shape of the
waveform, both a push and a pull regimes can exist within the actuation pe­
riod, it becomes clear that the shape of the optimized waveform should be such
that the push action is enhanced while the pull action is abated or completely
removed.

It should be noted here that the findings in Chapter 6 serve only as a starting
point since for this study a series of parameters is changed. More specifically
the dielectric material is changed from Kapton to Plexiglass while its thick­
ness is much larger. Additionally, due to the thicker dielectric, the applied
voltage is also larger. These differences are enough to produce changes in the
discharge regime as demonstrated by [85]. Therefore, the reference cases of
sine and square waveforms are re-investigated in this study.

Three families of waveforms are created for the parametrie study based on
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Figure 10.5: Shapes of the family of asymmetrie wavefonns in group C.

thrust. These are combinations of the two reference cases of sinusoidal (SN)
and square (SQ) shapes. The reference cases are presented in Fig. 10.2. The
first family of wavefonns (group A) consists of sinusoidal shapes where one
quarter of the period is replaced by the shape of the respective period of a
square wavefonn. The group has four members (Al - A4) corresponding to
each quarter of shape alteration. Group A is presented in Fig. 10.3. The sec­
ond family (group B) employes 2 consecutive quarters of square wavefonn
segments while the third family (group C ) involves three consecutive quarters
respectively. Groups B and C are presented in Fig.lOA and Fig. 10.5 respec­
tively. The wavefonns from the three groups are tested, along with the two
reference cases, for three applied voltages of 30, 35 and 40 kVpp ' Carrier fre­
quency is kept fixed at 1 kHz. At the completion of the parametrie study,
the best perforrning asymmetrie wavefonn is further tested for the complete
range of applied voltage (20-40 kVpp ) at three different carrier frequencies
of 600, 800 and 1000 H z. The choice of the best perforrning wavefonn is
based primarilyon the produced thrust and secondly on the consumed power.
The second part of the investigation involves further analysis of the optimum
asymmetrie wavefonn using the previously mentioned PIV and phase shifting
technique. The asymmetrie waveform extracted from the parametrie study is
tested along with the two reference cases at applied voltage of 40 kVpp and
carrier frequency of 625 H z.
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Figure 10.6: (a) Thrust, (b) power consumption and (c) relative efficiency for
the wavefonns in group A.

10.2 Results

10.2.1 Thrust measurement

The actuator is tested for all asymmetrie wavefonns at three different volt­
ages (30, 35, and 40 kVpp ) at fixed carrier frequency of 1 kHz. Along with
thrust, additional measurements are carried out for applied voltage and cur­
rent in order to calculate the electrical power consumption. The ratio of thrust
and power gives a view of the relative efficiency for the respective wavefonn.
Results for group A of wavefonns are shown in Fig.l0.6 along with the refer­
ence cases of sinuous (S N) and square (SQ) shapes respectively. To be noted
that thrust and power values are nonnalized with the spanwise length of the
actuator (0.22 m).

From the measured thrust, it is obvious that the SQ wavefonn is more ef­
fective than the conventionally used SN. This is already observed from the
results of Chapter 6 although the dielectric material and thickness as well as
applied voltage were different. Nevertheless , S Q also appears to consume
more power than SN for the same voltage. Nevertheless , the difference in
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the wavefonns in group B.

thrust is disproportionate to the respective difference in power consumption.
This is reflected on the relative efficiency values (thrust to power ratio). SQ
is approximately 15 %more efficient than S N.

For the asymmetrie wavefonns in group A some interesting observations can
be established. Wavefonn A2 appears to provide slightly more thrust than SQ
with power consumption which is comparable to the S N shape. This brings
the overall efficiency improvement up to 30 % compared with the conven­
tional S N. Al and A3 do not present significant changes compared to SN
while A 4 is significantly lower in tenns of thrust than all other wavefonns of
group A.

A correlation appears to exist between produced thrust, consumed power and
the shape of the respective wavefonns. The better perforrning A2 employs a
square wavefonn during the second quarter of the HV cycle. This effectively
creates a long plateau of negative voltage with a steep aseent at phase 7r as
opposed to the smooth rise of S N for the same quarter. Wavefonns A land
A 3 have the square wavefonn shape in the first and third quarter respectively
which appears to have no effect on thrust or power. In contrast wavefonn
A4 has the square shape and steep voltage reversal at the start of the forward
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the wavefonns in group C.

stroke . This has a degrading effect in thrust production which is even lower
than the sine wavefonn. On the other hand the power consumption of wave­
fonn A4 is significantly lower than all other wavefonns of group A.

Results for group B of asymmetrie wavefonns are presented in Fig.10.7. BI
and B2 are providing slightly higher thrust than SQ with comparable power
consumption to SN. On the contrary B 3 and B4 have significantly poorer
performance in tenns of thrust while their power consumption is relatively
low. The observations for group A are verified for group B as weU. Shapes
that present a steep voltage rise during the start of the backward stroke provide
higher thrust than SN while steep voltage drop at the start of the forward
stroke degrades the performance significantly.

The correlation observed for group A appears to hold for group B as well .
More specifically, shapes that employ a steep voltage rise at the backward
stroke (BI and B 2) outperfonn the sine reference case and are even marginaUy
better than the square wavefonn in both tenns of produced thrust and relative
efficiency. On the contrary, wavefonns which employ the steep voltage drop
at the beginning of the forward stroke (B 3 and B4) are significantly weaker.
Their power consumption is also lower although not proportionally as can be
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seen from the relative efficiency values which are even lower than the SN
reference case .

The results for the group C are presented in Fig. 10.8 and further demonstrate
the importance of steep voltage rise at the start of the backward stroke . Shapes
Cl, C2 and C4 produce thrust on par with the S Q waveform . On the contrary
C3, which employs a steep voltage drop at the beginning oftheforward stroke
is significantly weaker,

In general two major observations can be deduced from the results of groups
A, B and C. Firstly, the performance of the actuator is defined by the shape of
the waveform at specific phase intervals. More specifically, the beginning of
the forward stroke (0 - 0.2 1f) and backward stroke (1 - 1.2 1f) seem to be of ma­
jor importance while the shape at all other phases does not affect performance
in any way. Secondly, the actual shape of the waveform at these intervals
seems to have an enhancing or degrading effect on the performance in terms of
thrust and power consumption compared to the reference case of S N. Sharp
voltage changes, associated with the square shape, during the forward stroke
(0 - 0.2 rr) reduce thrust production compared to the sine shape (waveforms
A4, B 3, B 4 and C3). Additionally, power consumption for these shapes is
also reduced. Waveforms that employ sharp voltage changes at phases other
than the relevant active periods (0 - 0.2 1f and 1 - 1.2 1f) do not present any
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Figure 10.10: Time averaged velocity fields due to waveforms SN, SQ and
B2.

difference from SN. Finally, if the steep voltage change is applied at the be­
ginning of the backward stroke (l - 1.2 7l'), thrust is increased to the levels of
the square waveform while the consumed power remains approximately the
same (waveform A2).

The main driving mechanism behind thrust improvement appears to be the
temporal gradient of the voltage signal. For the forward stroke the effects
of steeper voltage drop are detrimental for the performance while the exact
opposite occurs for the backward stroke. The effect of the slew rate of the HV
amplifier should also be mentioned here since not all desired shapes can be
reproduced. Yet it seems that even small differences on the slope of voltage
can lead to significant changes in produced thrust. This is further discussed in
the next section.

In order to gain more insight into the characteristics of the different shapes,
three waveforms are selected for more detailed analysis. Waveform B2 is
selected as the most optimum shape among the ones tested and is promoted
for further analysis. Additionally, the reference cases SN and SQ are also
tested. Thrust measurements are performed for the fu11 voltage range of 20 to
40 kVpp at three different carrier frequencies of 600, 800 and 1000 H z. Re­
sults are presented in Fig.lO.9. Several observations here verify the previous
parametrie study. Waveform B2 produces comparable thrust values to the SQ
waveform. Nevertheless, the power consumption of B2 is slightly above S N
and considerably less than SQ. This effectively shows an increase in relative
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efficiency of B 2 compared to both reference cases.

The effect of frequency is also evident. The thrust improvement seems to
become less for higher frequencies. This can be attributed partly to the slew
rate of the HV amplifier and partly due to the transition to the filamentary
discharge regime associated with increased frequency. This is also evident
on the relative efficiency curves. The ratio between thrust and power seems
to reach an asymptotic plateau at high voltages. The plateau starts at lower
voltages for increasing carrier frequencies. Still the highest thrust is achieved
at 1 kH z .

10.2.2 Forcing mechanism analysis

A clear description of the forcing mechanisms due to the differences in shape
is not possible with only the thrust measurements since thrust data are aver­
aged in time and space by default . It is, thus, essential to further expand the
analysis to the spatio-temporal behavior of the induced velocity. This can be
achieved with the phase shift and reconstruction technique as was explained
in the experimental setup section and in more detail demonstrated in Chapter
6.

Three waveforms are chosen for the forcing mechanism analysis. These con­
sist of the two reference waveforms (SN and SQ) along with the asymmetrie
waveform B 2 which exhibited the best performance in terms of thrust and
relative efficiency during the thrust parametrie study. For each waveform the
applied voltage is held fixed at 40kVpp and the carrier frequency at 625 H z
to comply with the phase shift technique requirements. A time-resolved PIV
measurement is conducted for all the waveforms with the actuator placed in
the closed PMMA box to ensure quiescent flow conditions. Sampling rate
is fixed at 6 kH z which in combination with the selected carrier frequency
provides a reconstructed signalof 48 frames within the actuation period. A
total of 50 reconstructed cycles are measured and phase averaged to provide
the final result.

Prior to the time resolved analysis, the flowfields are averaged in time and pre­
sented in Fig.lO.lO. As suggested from the trhust measurements, SQ and B2
produce significantly stronger jets than S N. Maximum mean veloeities are
3.03 and 3.35 mis for SQ and B2 respectively, while the respective value for
S N is 2.41 mis. This implies an improvement of 40 % in maximum induced
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velocity due to the asymmetrie wavefonn B2 compared to S N. Additionally
a difference in the thickness of the produced jet is registered. The asymmetrie
wavefonn B2 appears to produce a thinner jet than both SN and SQ. There
is no clear explanation for this phenomenon at this point.
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The evolution of the instan­
taneous velocity and acceler­
ation at a point in the vicinity
of the actuator (x = 5 mm,

y =0.4 mm) is presented in
Fig.l0.11 for the SN wave­
fonn. Additionally, snap­
shots of the velocity and ac­
celeration fields at four se­
lected instants are presented
in Fig.1O.12. The behavior
of the fiowfield generally re­
sembles that of the actuator
tested in Chapter 6 although ,.....
several parameters such as "'",

:E.dielectric material, thickness -
and applied voltage are dif­
ferent. On the other hand
some important differences
between the two cases exist
as is explained in following
paragraphs.

The majority of experimen- Figure 10.11: Evolution of the velocity and ac­
tal [37, 71] and numeri- celeration within the HV period for the SN
cal [17, 85] investigations wavefonn (values probed at x = 5 mm, y =
on the DBD forcing mecha- 04 ). mmo
nisms discuss the sinusoidal
wavefonn, albeit for different electrical and geometrical parameters. Here a
phenomenological description of the three tested wavefonns fiowfield evo­
lution is given followed by a conceptual scenario of the underlying forcing
mechanisms. At the beginning of the forward stroke strong acceleration of
fiuid is observed near the exposed electrode (instant A). Simultaneously the
positive discharge is ignited as is evident by the current peaks. While the
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Figure 10.12: Snapshots of instantaneous velocity (V) and acceleration
(dV/ dt) for waveform SN (time instants are defined in Fig.1O.1l).

voltage is still negative but rising (from 0.7 to 1 7l") a deceleration is observed
with a pronounced positive vertical velocity component (instant B). At these
phases no discharge is registered. Although the values of deceleration at these
phases are lower than the earlier acceleration, the existence of two discreet
deceleration peaks is registered . The second deceleration peak (near 7l") is ac­
companied by an increase in vertical velocity as well. At the beginning of
the backward stroke (7l") a second acceleration event is occurring (instant C )
while the negative discharge is ignited as indicated from the strong current
peaks which occupy most of the period between 7l" and 1.5 te , For the remain­
der of the negative stroke (1.5 - 2 rr) no substantial velocity variation is further
registered.

The sine waveform flowfield evolution presents similarities as well as differ­
ences with the lower voltage, thin dielectric case of Chapter 6. The overall
scenario still follows the PUSH-push scenario with strong positive accelera­
tion at the beginning of the forward stroke and weak but still positive accel­
eration at the beginning of the backward stroke. More specifically form 0 to
0.5 7l" the discharge event appears to produce strong positive horizontal force.
This can be related to ernission of negative ions from the exposed electrode
towards the dielectric. From 0.5 to 0.9 tt the flow decelerates and as no dis-
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charge is registered during this period, the deceleration can be attributed to
hydrodynamic stresses and pressure effects.

On the other hand, of great interest is the apparently negative forcing com­
ponent responsible for the second deceleration peak (Lz), Since intuitively
there is no reason for the second peak to be related to hydrodynamic effects
it can be assumed to be related to the positive discharge. Possibly this is due
to negative ions which have accumulated over the dielectric surface during
the forward stroke and begin to move upstream as the voltage is reversed.
Immediately after the voltage reversal, positive but weaker than the forward
stroke acceleration is registered simultaneously with the majority of the nega­
tive discharge (1r to 1.5 1r). This can be attributed to the dorninance of positive
ions moving downstream. For the remainder of the backward stroke the flow
smoothly decelerates due to hydrodynamic effects since no discharge is regis­
tered.

Prior to the description of waveforms SQ and B 2 a short note must be made
considering the shape of waveforms employing sharp changes. As can be seen
from Figs.10.13 and 10.15 the actual shape of the applied voltage waveform
is far from the ideal shape that was defined in Figs.10.2 and 10.4. This is due
to the finite slew rate of the HV amplifier (350 V/ us). Since it is shown that
small differences in waveform shape can lead to large differences in actua­
tor performance it must be stressed that good knowledge of the actual wave­
form shape must be estab1ished for all tests either numerical or experimental.
Furthermore, amplifiers or power supplies with high slew rates must be used
wherever possib1e since they offer larger flexibility in the waveform shapes
sellection.

The respective temporal evolution of velocity and acceleration for the SQ
waveform is shown in Fig. 10.13. Additional1y snapshots of the velocity and
acceleration fields for four different instants are shown in Fig. 10.14. At the
beginning of the forward stroke astrong horizontal acceleration peak is regis­
tered (instant A) simultaneously to current peaks indicating the ignition of the
positive discharge. The maximum value of the acceleration peak is twice the
respective peak of the S N case although the duration of the period where the
acceleration is active is half in comparison. For the remainder of the forward
stroke the flow decelerates smoothly while no discharge is registered (instant
B). At instant C the voltage is sharply reversed from negative to positive val­
ues with strong current peaks indicating the negative discharge. At the same
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time a fluctuating behavior is observed in the flowfield evolution with two
almost equal in value deceleration and acceleration events succeeding one an­
other. As soon as the voltage reaches the positive plateau (1.5 7l") the discharge
terminates and the flow smoothly decelerates (instant D).
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Figure 10.13: Evolution of the velocity and
acceleration within the HV period for the BQ
waveform (values probed at x =5 mm, y =0.4
m m).
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Figure 10.14: Snapshots of instantaneous velocity (V) and acceleration
(dV/ dt) for wavefonn SQ (time instants are defined in Fig. 10.13).

which begin to move upstream at 1r. As the negative discharge progresses,
positive ions which move downstream begin to dorninate hence providing the
positive force component. Again, the backward stroke forcing events appear
to be restricted onIy to the short time interval it takes for the voltage to re­
verse from negative to positive . During the remainder of the stroke the flow
smoothly decelerates due to hydrodynamic effects while no discharge is reg­
istered.

The temporal evolution of velocity and acceleration for the B2 wavefonn is
shown in Fig.10 .15. Additionally snapshots of the velocity and acceleration
fields for four different instants are shown in Fig. I0.16. At the beginning of
the forward stroke (instant B) the positive discharge is initiated as indicated
by the current peaks. at the same time the flowfield is accelerated downstream.
The velocity reaches the maximum at 0.5 1r where the discharge stops. Dur­
ing the remainder of the forward stroke no discharge is registered while the
flow decelerates moderately (instant B). At the beginning of the backward
stroke (rr) sirnilar fluctuating behavior as with wavefonn S Q is observed with
a sharp deceleration (instant C ) and sharp acceleration (instant D) event suc­
ceeding one another during the sharp voltage reversal. at the same time strong
current peaks indicate the negative discharge . For the remainder of the back-
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ward stroke the flow decelerates smoothly while no discharge currents are
measured.

Figure 10.15: Evolution of the velocity and
acceleration within the HV period for the B2
waveform (values probed at x =5 mm, y =0.4
m m).
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Gathering observations on
all three tested waveforms a
conceptual model can be at­
tempted on the superiority of shapes SQ and B2 over S N in terms of thrust
production as weIl as the relative efficiency gain which B2 attains over the
other two shapes. It is apparent that the initial parts ofbothforward and back­
ward strokes are defining the forcing behavior.

It is apparent that as wave­
form B2 is a combination
of shapes S N and S Q so
is the spatio-temporal evolu­
tion of its induced flowfield.
During the forward stroke
the negative ions movement
dorninates as strong posi­
tive force components ap­
pear to be in effect. The am­
plitude and duration of the
acceleration is very sirnilar
to the respective SN wave­
form as would be expected.
In the same way the back- Mi
ward stroke is dorninated by
the succeeding negative and
positive forcing components
associated with the square
waveform. Again the ampli­
tude and duration of the re­
spective acceleration is very
sirnilar to the S Q waveform
case.

The thrust production is a function of two discreet events. Firstly, during the
forward stroke a pure push event is occurring for all three waveforrns. This
can be attributed to the dorninance of negatively charged species which move
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Figure 10.16: Snapshots of instantaneous velocity (V) and acceleration
(dV/ dl) for wavefonn B2 (time instants are defined in Fig. 10.15).

from the exposed electrode towards the dielectric . The difference between the
wavefonns lies in the amplitude and the duration of the force as is suggested
by the acceleration evolution. S N and B2 wavefonns produce weaker but
more spread in time force components compared to SQ. In any case, both the
sine and square shape appear to couple positive momentum va1ues of the same
order during the forward stroke. Secondly, at the beginning of the backward
stroke both a pull and a push event are occuring in the case of wavefonns SQ
and B2. These events are short in time and of the same order of magnitude.
On the other hand, the S N wavefonn appears to have a pronounced pull event
which even starts from within theforward stroke. By comparison the deceler­
ation occurring at 7r in both SQ and B2 is much shorter in time than in S N.
Therefore, it is exactly this negative forcing, which appears to be suppressed
by the sharp voltage rise of shapes SQ and B2, which makes wavefonn S N
weaker compared to the other two shapes.

The wavefonn shape is also the main factor bebind the consumed power dif­
ferences observed between the three wavefonns during the thrust parametrie
study. The discharge can be divided in two regimes depending on the polarity
of the voltage at the exposed electrode[14, 32]. During the forward stroke the
exposed electrode is negative and gives electrons towards the dielectric sur-
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face . Since the electrode is a finite souree of electrons, the latter are given in
a multitude of small microdischarges. This can be named the giow regime.
On the other hand , at the backward stroke the exposed electrode is positive
and draws electrons from the dielectric surface. Since the dielectric is a fi­
nite souree of electrons the latter come in fewer and larger microdischarges
(streamers). This is called the streamer regime.

The intensity of the glow regime is defined by the amplitude and temporal
gradient of the applied voltage. On the other hand the streamer regime is
more insensitive to the voltage variation due to its filamentary nature. The
effect of temporal gradient of the voltage seems to be the one of the driving
factors behind power consumption of different waveforms. SN and B2 wave­
forms employ a smooth shape change during theforward stroke. This in turn
reduces the temporal gradient of the applied voltage which consequently re­
duces the intensity of the glow regime. This is clearly visible in the current
peaks in Figs.1O.11 and 10.15. In comparison waveform SQ appears to pro­
duce much larger current peaks (Fig. 10.13) which seem to be responsible for
the increased power consumption of this waveform. A second factor infiuenc­
ing the power consumption is the instantaneous values of the applied voltage
which are generally higher than the other two forms due to the morphology of
the shape itself.

10.3 Conclusions

Shape variations of the High Voltage waveform which drives plasma actuators
appear to have significant impact on the produced body force and consumed
power. It is shown that the time gradient of the voltage plays a significant role.
Waveforms which have steep voltage drop (square shape) during the initial
stages of the forward stroke produce significantly less thrust than waveforms
which employ a smooth voltage change (sinusoidal shape). On the other hand,
waveforms which have a steep voltage rise at the start of the backward stroke
have increased thrust compared to the smooth sinusoidal rise.

The shape of the applied voltage signal has been found to affect consumed
electrical power as weIl. It is shown that steep voltage changes cause larger
current peaks which refiect the underlying discharge regimes. Ouring the
fonvard stroke, a microdischarge regime appears with consecutive electron
avalanches active due to electron emission from the exposed electrode (giow
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regime). These are shown in the form of multiple and weak current peaks
and seem to increase with the steepness of voltage. During the backward
stroke , large and fewer current peaks appear since electrons are traveling
from the dielectric surface to the exposed electrode (streamer regime). Again,
smoother voltage changes seem to decrease the number and intensity of these
peaks.

It is found from the parametrie study that one of the best performing wave­
forms is B2. This is a waveform which consists out of a sinusoidal voltage
drop at the start ofthejonvard stroke and a steep voltage rise at the start ofthe
backward stroke. The produced thrust for waveform B2 is approximately 30
% more than the conventionally used sinusoidal shape. Additionally, power
consumption is in the same order as with the sine waveform due to the smooth
voltage drop during the glow regime. Further analysis has been conducted on
the forcing mechanism of waveform B2. This is based on the spatio-temporal
resolution of the induced flowfield using time resolved PIV measurements in
conjunction with a phase shift technique (Chapter 6). It is found that for the
asymmetrie waveform B2 as weil as for the reference cases of sinusoidal and
square shapes, push and pull events are present in the actuation period. Fur­
thermore, it is clear that during the voltage drop, positive forces develop in
the plasma region, while both positive and negative force succeed one an­
other during the voltage rise. All three waveforms appear to couple positive
momentum to the fluif of the same order of magnitude during the forward
stroke. What differentiates the different waveforms in term of net effect is
the relation between the push and the pull event during the backward stroke.
More specifically, the sinusoidal waveform presents a more spread in time pull
event compared to the other waveforms. This is a major souree of inefficiency
in the net momentum transfer. On the other hand waveforms SQ and B2 has
a similar in strength push event but significantly weaker pull event comared to
SN.

In general, careful manipulation of the shape of the waveform could be a
promising tooi for improving the performance and efficiency of plasma actu­
ators. The range of tested waveforms in this study is limited to fundamental
shapes and a more expanded waveform collection could provide with better
results. Nevertheless, using asymmetrie waveform B2 an improvement in in­
duced velocity of nearly 40 %compared to the conventional sinusoidal shape
is achieved. Since the consumed power is only marginally increased, relative
thrust efficiency is also increased by almost 25%.
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Salah, deaf, wipes the deck.
-Clean the paint off me with a semper.

But there's something deeper, staining me.
-Son, where are you going? -Mother, 1'11 sail off.

And so, together with the seven we go.

Along the rain, the weather, whieh govern us.
Your eyes live a sea, I remember...
With a ftute, the last one is lulling me.

Nikos Kavadias, The seven dwarfs aboard the
SS-Kerynia

I



Chapter 11
Conclusions and
Recommendations

The work in the present thesis has been conducted towards obtaining new in­
sights into the operation of Dielectric Barrier Discharge actuators intended
for flow control. A multi-dimensioned effort has been carried out towards
advanced Diagnostics, Modeling and Application of DBD actuators. Experi­
mental as well as numerical methods have been employed to attack the prob­
lems and objectives specified in Chapter 1. This final chapter aims at present­
ing a summary of the major conclusions this work has arrived at. Addition­
ally, based on the findings, a list of recommendations for possible pathways
towards future research in the area of DBD flow control is compiled.

11.1 Conclusions

The first major part of the research presented in this thesis is concemed with
diagnostics on the DBD actuator operation. Several parameters and metrics
of performance have been investigated with a multitude of experimental tech­
niques. These include the induced flowfield resulting from the DBD actuation,
integrated thrust values, power consumption and mechanical efficiency. Major
conclusions from the Diagnostics part are:
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The conventional configuration ofthe DBD actuator (as investigated here) has
been shown to induce a wall-jet-like flowfield. The intensity, shape and gen­
eral topology of this flowfield are subject to a large selection of control param­
eters including geometrical, electrical and material variables. Additionally to
the globally induced flowfield a secondary phenomenon has been observed in
an area at the vicinity of the actuator corresponding to the ionization region.
Strong deterministic velocity fluctuations at the primary carrier frequency are
registered, indicating the underlying momentum transfer processes within one
HV cycle .

The actuators have been investigated in both continuous and pulse operation.
While in continuous operation the induced flowfield is relatively steady, in
pulse operation a different topology is observed. The actuator has demon­
strated the ability for inducing large coherent structures under pulse operation.
In the specific case of no extemal flow conditions these structures correspond
to convecting and periodic vortices. Strong relation exists between the pulsa­
tion parameters (pulse frequency and duty cycle) and the morphology of the
induced unsteady flowfield.

The study of the pulse operation reveals the inherent favorable features of
DBD actuators as flow control devices. The operation is performed in electri­
cal rather than mechanical time-scale, the flow responds extremely fast to the
input signal while power consumption is relatively low. Furthermore, the ac­
tuator is mechanically robust with no moving parts, ease of construction and
virtually no additional roughness imposed on the aerodynamic surface.

The pulse operation has been investigated in the case of an imposed extemal
flowfield and more specifically a laminar boundary layer. The ability of the ac­
tuator to perturb the flow in an unsteady manner has been demonstrated. Ad­
ditionally an operating envelope for this kind of application is devised. More
specifically, limits of operating parameters such as pulse frequency and duty
cycle have been identified within which the control authority of the actuator
is maxirnized.

The previously mentioned secondary fluctuations effect has been further in­
vestigated. Employing an experimental technique to resolve the spatio-temporal
evolution of the fluctuation region, aspects of the underlying forcing mecha­
nisms have been revealed. It is established that the forcing of the plasma
region is unsteady and periodic within the altemating HV cycle. Additionally,
an asymmetry in forcing intensity exists between the two halves of the HV
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AC cycle. It is concluded that the forcing is strongly dependent on the shape
of the HV wavefonn. For the conventionaUy used sinusoidal wavefonn the
forcing is directed from the exposed electrode towards the covered electrode
in both half cycles while the first half cycle (exposed electrode is negative) is
considerably stronger.

The second part of this work involves an integrated effort towards an accurate
and efficient model for the operation of the actuator. This is achieved with the
fonnulation, implementation and evaluation of a new experimental technique
for the measurement of the plasma exerted body force field. Additionally a
validation effort for the developed model is attempted. Major conclusions
from the Modeling part are:

The exerted body force field can be used as an efficient and convenient way
of modeling DBD actuation. In this study body force fields have been mea­
sured using time-resolved PIV and NS term decomposition techniques. It is
demonstrated that the obtained results are in agreement with weU-established
benchmark measurements. The developed techniques are capable of captur­
ing the value as weUas the spatial distribution of the plasma body force for a
variety of electrical and geometrical properties of the actuator.

Body force fields have been measured for eight different cases employing
the same actuator with varying applied voltage and carrier frequency values.
These force fields have been implemented in a numerical flow solver in an
effort to validate the force measurement technique. The original measured
velocity fields are reproduced within the error margins involved in the tech­
nique's assumptions. Additionally, it is shown that the force fields can accu­
rately model the DBD actuators in cases of pulse operation as weU.

One of the major assumption of the force measurement technique is the con­
sidering of a quasi-steady character for the force field. The latter has been
shown to strongly fluctuate within the HV cycle in the Diagnostics part. Based
on the large time-scale separation between the electrostatic force fluctuation
and the extemal flowfield, the force is assumed steady within the HV cycle.
This assumption carries on to the developed DBD force model. As such the
model is to be used with caution , especially in applications involving DBD
carrier frequencies lying close to natural flow receptivity areas.

The third and last part of this work involves the application of the gained
knowledge on practical cases of DBD operation. This is demonstrated on two
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concepts, involving a flow control scenario and a performance improvement
study respectively. The flow control concept is based on a numerical investi­
gation ofTS wave cancellation using DBD actuators while the second concept
aims at maximizing the performance of the DBD actuator using asymmetrie
HV waveforms. Major conclusions of the Application part are:

The actuators are used in pulse mode in order to damp convecting TS insta­
bilities within a larninar boundary layer. The DBD operation is controlled
autonomously using an automatic control system with adaptive capabilities.
The system appears capable oftackling single-frequency and multi-frequency
modes in a range of freestream frequencies . The used FXLMS system demon­
strates positive behavior, strengthening its potential for practical application
in such concept.

The derived DBD models from the Modeling part have been used to simulate
the actuators in the TS control case. The actuators demonstrate strong capabil­
ities of efficient and accurate control, even in scenarios of strongly amplified
TS modes. Furthermore, intrinsic behavior of the plasma force field as a func­
tion of applied voltage appears not to pose serious problems for the operation
of the FXLM algorithm.

The second application concept is a parametrie study aiming at the improve­
ment of the performance of the DBD. This is attempted based on observations
made during the Diagnostics part regarding the effect of the HV waveform on
the forcing mechanisms. More specifically, a range of asymmetrie waveforms
has been tested using thrust and power measurements. It has been found that
a waveform made of aspecific combination of sine and square shapes results
in a better thrust-to-power ration than comparable symmetrie shapes.

Using the time-resolved PIV diagnostics from the Diagnostics part, the mech­
anism for performance improvement using asymmetrie waveforms has been
revealed. More specifically, waveforms employing a sharp voltage rise from
the negative half-cycle to the positive half-cycle minimize and mitigate the
negative forcing component which is present during this period. A strong phe­
nomenological effect exists also during the voltage drop although the shape
influence on the averaged forcing during this period is minimal.
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11.2 Recommendations

This thesis has been occupied with several aspects of DBD actuation both
from a fundamental as well as application point of view. Several findings and
conclusions have been obtained. Nevertheless, this is a finite work and as such
several interesting points remain untouched giving room for potential future
research. A brief list of recommendations for possible directions of future
research on DBDs is given here.

The PIV measurement technique has been thoroughly used in the present
study. It has been proven invaluable for the achievement of some objectives
and indispensable in the fundamental understanding of DBDs. The technique
involves a complicated setup, which increases resource and time consump­
tion. On the other hand, once experience has been built, the effort becomes
minimal. Using PIV systems with time-resolving capabilities, a diagnostic
tool of great value instantly becomes available in the field of DBD actuator
research. It is therefore essential to further use and verify this technique in
the field. Especially issues of electromagnetic interference, seeding particles
charging and frequency response should be rigorously identified and evalu­
ated. Given enough confidence in the system, the last grey areas remaining in
the diagnostics of DBD operation could be solved.

Successful active flow control is based on local flow instabilities manipulation
rather than global floweffects [119]. This is especially important when effi­
ciency is a priority. A mitigating factor is the usually low energy content of
local flow instabilities, especially in instability manipulation concepts. This is
an area where the DBD actuator excels. This is partly circumstantial since the
DBD actuator has an inherently low momentum transfer capability. On the
other hand the excellent frequency response, mechanical robustness and low
power consumption of the actuator render it ideal for these concepts. Further
investigation in the pulse mode operation of the DBD actuator is essential in
order to fully map the behavior of this device. This is a necessary condition
prior to any successful flow control application.

The forcing mechanisms and behavior of DBD actuators within the HV cy­
cle has been one of the most debated and controversial issues in published
literature [32]. Although many questions have been clarified, some issues
remain ambiguous. The effects of carrier frequency, voltage amplitude, geo­
metric configuration and material properties should be carefully established.
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It is essential that this is an integrated and complementary effort using both
numerical and experimental tools.

The search for an efficient and accurate model for the DBD operation has
occupied a significant portion of the published research [61]. Several mod­
els have been proposed ranging from low-order simple phenomenological ap­
proaches to high-order computationally intensive concepts. A new approach
is proposed in this thesis based on experimental observations. The approach
should be further developed in various directions. Firstly, the method can
be used to built a database of force models for a variety of test cases, map­
ping parameters such as geometry, materials and electrical properties. Such
a database can serve as the basis for a reduced order modeling approach as
well as a benchmark validation dataset for numerical plasma force models,
Secondly, the existing method can be improved by taking into account the
electrostatic velocity fluctuations in the vicinity of the actuator. This can be
done explicitly by modifying the technique or implicitly by the use of correc­
tion factors.

The first application concept investigated in the present work is involved with
active cancellation of TS waves. Although a first proof of the capability of
the DBD actuator in such concept is demonstrated, several points remain un­
clear, Firstly, this approach must be studied in the case of an external, adverse
pressure gradient which is typically the flow condition over airfoils. Secondly,
three dimensional cases must be investigated again simulating conditions over
true aircraft wings. Last and most important is the implementation of such
concept in an experimental framework in order to truly validate the capabili­
ties of DBD actuators in active transition delay.

The second application concept involves the improvement of performance of
the actuator using asymmetrie waveforms. This is an interesting topic which
potentially could lead to significant step changes in the ability of the DBD to
provide significant forcing. The present study was only an initial exploratory
study using combinations of only two basic waveform shapes. More generic
combinations must be investigated in order to find a truly optimum shape in
terms of forcing and power consumption.

248



Bibliography

[1] Open FaAM developer's guide.

[2] Open FaAM user's guide.

[3] T. Abe, Y. Takizawa, S. Sato, and N. Kimura. Experimental study for
momentum transfer in adielectric barrier discharge plasma actuator.
AIAA Journal, 46(9):2248-2256, 2008.

[4] C. Airiau, A. Bottaro, S. Walther, and O. Legendre. A methodology for
optimallaminar flow control: Application to the damping of tollmien­
schlichting waves in a boundary layer. Physics ofFluids, 15(5):1131­
1145,2003.

[5] Jung W. Akhavan, R. and N. Mangiavacchi. Control ofwall turbulence
by high frequency spanwise oscillations. AIAA paper, 93-3282, 1993.

[6] T. Albrecht, R. Grundmann, G. Mutschke, and G. Gerbeth. On the
stability of the boundary layer subject to a wall-parallellorentz force.
Physics ofFluids, 18(9),2006.

[7] J.O. Anderson. Fundamentals ofAerodynamics. McGraw-Hill,2oo5.

[8] O. Amal and C. Bulgubure. Drag reduction by boundary layer laminar­
ization. La Recherche Aerospatiale, 3:157-165, 1996.

[9] G. Artana, L. Leger, E. Moreau, and G. Touchard. Flow control
with electrohydrodynamic actuators. A/AA Joumal, 40(9): 1773-1778,
2002.

249



Bibliography

[10] M. Bajura, R. ad Catalano. Transition in a two-dimensional plane wall
jet. J. Fluid Meehanies, 70:773-799, 1975.

[11] N. Balcon, N. Benard, Y. Lagmich, J.. Boeuf, G. Touchard, and
E. Moreau. Positive and negative sawtooth signals applied to a dbd
plasma actuator - influence on the electric wind. Journalof Eleetro­
staties, 67(2-3): 140-145,2009.

[12] N. Balcon, N. Benard, and E. Moreau. Formation process of the electric
wind produced by a plasma actuator. IEEE Transaetions on Dieleetries
and Eleetrieal Insulation, 16(2):463-469,2009.

[13] R. W. Barnwell and M. Hussaini. Natural Laminar Flow and Laminar
Flow Control. 1992.

[14] N. Benard, A. Mizuno, and E. Moreau. A large-scale multiple dielec­
tric barrier discharge actuator based on an innovative three-electrode
design. Journalof Physies D: Applied Physies, 42(23), 2009.

[15] N. Benard and E. Moreau. Capabilities of the dielectric barrier dis­
charge plasma actuator for multi-frequency excitations. Journalof
Physies D: Applied Physics, 43(14),2010.

[16] J. P. Boeuf, Y. Lagmich, Th Callegari, and L. C. Pitchford. Ehd force in
dielectric barrier discharges parametrie study and influence of negative
ions. In 45th AIAA Aerospace Sciences Meeting and Exhibit, volume 4,
pages 2170-2180, 2007.

[17] J. P. Boeuf, Y. Lagmich, and L. C. Pitchford. Contribution of posi­
tive and negative ions to the electrohydrodynamic force in adielectric
barrier discharge plasma actuator operating in air. Journalof Applied
Physies, 106(2),2009.

[18] J. P. Boeuf and L. C. Pitchford. Electrohydrodynamic force and aerody­
namic flow acceleration in surface dielectric barrier discharge. Journal
ofApplied Physies, 97(10), 2005.

[19] P. Boon. Plasma actuators for active transition delay. Master's thesis,
TU Delft, 2009.

[20] V. Boucinha, P. Magnier, R. Weber, A. Leroy-Chesneau, B. Dong, and
D. Hong. Characterization ofthe ionic wind induced by a sine dbd actu-

250



Bibliography

ator used for 1aminar-to-turbulent transition delay. In 4th Flow Control
Conference, number AIAA-2ü08-421O, 2008.

[21] W. W. Bower, J. T. Kegelman, A. Pal, and G. H. Meyer. A numerical
study of two-dimensiona1 instability-wave control based on the OIT­

sommerfe1d equation. Physics ofFluids, 30(4):998-1004, 1987.

[22] J. Bridges and P. J. Morris. Differential eigenvalue prob1ems in which
the parameter appears nonlinear1y. J. Comput. Phys., 437:222-224,
1984.

[23] A. M. H. Brooker, J. C. Patterson, and S. W. Annfield. Non-parallel
linear stability analysis of the vertical boundary layer in a differentially
heated cavity. Joumal ofFluid Mechanics, 352:265-281, 1997.

[24] DM Bushnell. Aircraft drag reduction - a review. J. Aerospace Engi­
neering, 217, 2003.

[25] D. M. Bushnell, M. Malik, and W. D. Harvey. Transition prediction in
extemal flows via linear stability theory. In Symposium Transsonicum
3, pages 225-242, 1989.

[26] D. M. Bushnell and M. H. Thtt1e. Survey and bibliography on attain­
ment of 1aminar flow control in air using pressure gradient and suction.
NASA RP-1035, 1979.

[27] H. Choi, P. Moin, and J. Kim. Active turbulence control for drag re­
duetion in wal1-bounded flows. J. Fluid Mechanics, 262:75-110, 1994.

[28] P.G. Ciarlet and J.L. Lions. Handbook ofNumerical Analysis. Elsevier,
2002.

[29] F. S. Collier Jr. An overview of recent subsonic laminar flow control
flight experiments. AIAA paper, 93-2987, 1993.

[30] G. Comte-Bellot. Hot-wire anemometry. Annu. Rev. Fluid Mech., 8,
1976.

[31] L. Cordier and M. Bergmann. Proper orthogonal decomposition: an
overview. ENSEM -2, 2000.

[32] T. C. Corke, C. L. Enloe , and S. P. Wilkinson. Dielectric barrier dis­
charge plasma actuators for flow control. Annual Review ofFluid Me­
chanics, 42:505-529,2010.

251



Bibliography

[33] T. e. Corke, M. L. Post, and D. M. Orlov. Single dielectric barrier
discharge plasma enhanced aerodynamics: physics, modeling and ap­
plications. Experiments in Fluids, pages 1-26,2008. Artiele in Press.

[34] J. Cousteix, D. Amal, and E. Coustols. Reduction of aerodynamic
skin friction drag. Nouvelle Revue d'Aeronautique et d'Astronautique,
1:23-31, 1993.

[35] B. Dong, J. M. Bauchire, J. M. Pouvesle, P. Magnier, and D. Hong.
Experimental study of a dbd surface discharge for the active control of
subsonic airflow. JournalofPhysics D: Applied Physics, 41(15), 2008.

[36] B. Eliasson and U. Kogelschatz. Nonequilibrium volume plasma chem­
ical processing. Plasma Sci., 19:1063-77, 1991.

[37] e. L. Enloe, M. G. McHarg, and T. E. McLaughlin. Tirne-correlated
force production measurements of the dielectric barrier discharge
plasma aerodynamic actuator. Journalof Applied Physics, 103(7),
2008.

[38] e. L. Enloe, T. E. McLaughlin, R. D. VanDyken, K. D. Kachner, E. J.
Jumper, and T. e. Corke. Mechanisms and responses of a single di­
electric barrier plasma actuator: Plasma morphology. AIAA Journal,
42(3):589-594, 2004.

[39] c.i, Enloe, T.E. McLaughlin, R.D. VanDyken, K.D. Kachner, E.J.
Jumper, T.e. Corke, M. Post, and O. Haddad. Mechanisms and re­
sponses of a single dielectric barrier plasma actuator: geometrie effect.
AIAA Journal, 42:595--604, 2004.

[40] G. I. Font, C. L. Enloe, and T. E. McLaughlin. Plasma volumetrie
effects on the force production of a plasma actuator. AlM Journal,
48(9):1869-1874,2010.

[41] G. I. Font and W. L. Morgan. Recent progress in dielectric barrier
discharges for aerodynamic flow control. Contributions to Plasma
Physics, 47(1-2):103-110,2007.

[42] M. Forte, J. Jolibois, J. Pons, E. Moreau, G. Touchard, and M. Caza­
lens. Optimization of adielectric barrier discharge actuator by sta­
tionary and non-stationary measurements of the induced flow velocity:

252



Bibliography

Application to airflow control. Experiments in Fluids, 43(6):917-928,
2007.

[43] M. Forte, L. Leger, J. Pons, E. Moreau, and G. Touchard. Plasma ac­
tuators for airflow control: measurement of the non-stationary induced
flow velocity. JournalofElectrostatics, 63(6-10):929 - 936,2005. 10th
International Conference on Electrostatics.

[44] M. Gad el Hak, A. Pollard, and J. P. Bonnet. Flow Control: Funda­
mentals and Practices. 1998.

[45] R. Giepman. On transition delay with plasma actuators. piv diagnos­
tics, reduced order modeling and adaptive control. Master's thesis, TU
Delft, 2011.

[46] M.B. Glauert. The wall jet. J. Fluid Mechanics, 1:625-643, 1956.

[47] A. Glezer, M. Amitay, and A. M. Honohan. Aspects of low- and
high-frequency actuation for aerodynarnic flow control. AIAA Journal,
43(7):1501-1511,2005.

[48] M. E. Goldstein. Evolution of tollmien-schlichting waves near a lead­
ing edge. JournalofFluid Mechanics, 127:59-81 , 1983.

[49] S. Grundmann and C. Tropea. Experimental transition delay using
glow-discharge plasma actuators. Experiments in Fluids, 42(4):653­
657,2007.

[50] S. Grundmann and C. Tropea. Active cancellation of artificially intro­
duced tollmien-schlichting waves using plasma actuators. Experiments
in Fluids, 44(5):795-806, 2008.

[51] S. Grundmann and C. Tropea. Experimental damping of boundary­
layer oscillations using dbd plasma actuators. International Journalof
Heat and Fluid Flow, 30(3):394-402, 2009.

[52] C.H. Hansen. Understanding Active Noise Cancellation. Spon Press,
2001.

[53] R Henke. The airbus a320 hlf fin programme. Nouvelle Revue
d 'Aeronautique et d 'Astronautique, 2:53-55, 1998.

[54] A.T. Hjernfelt and L.F. Mockros. Motion of discrete particles in a tur­
bulent fluid. Appl. Sci. Res., 16 149, 1996.

253



Bibliography

[55] A. R. Hoskinson, Hershkowitz, and D. E. Ashpis. Force measurements
of single and double barrier dbd plasma actuators in quiescent air. Jour­
nal ofPhysics D: Applied Physics, 41(24), 2008.

[56] EB. Hsiao and S.S. Sheu. Double-row vortical structures in the near­
field region of a plane wan jet. Experiments in Fluids, 17:291-301,
1994.

[57] J. L. van Ingen. A suggested semi-empirical method for the calculation
of the boundary layer transition region. In Report VTH-74 TU Delft,
1956.

[58] J.L. van Ingen. The en method for transition prediction. historical re­
view of work at tu delft. In 38th AlAA Fluid Dynamics Conference and
Exhibit, 2008.

[59] R. I. Issa. Solution of the implicitly discretized fluid flow equation by
operator splitting. J. Comput. Phys., 62:40-65, 1986.

[60] B. Jayaraman, Y. . Cho, and W. Shyy. Modeling of dielectric barrier
discharge plasma actuator. In 38th AIAA Plasmadynamics and Lasers
Conference, volume 2, pages 1019-1038,2007.

[61] B. Jayaraman and W. Shyy. Modeling of dielectric barrier discharge­
induced fluid dynamics and heat transfer. Progress in Aerospace Sci­
ences, 44(3):139-191,2008.

[62] B. Jayaraman, S. Thakur, and W. Shyy. Modeling of fluid dynamics
and heat transfer induced by dielectric barrier plasma actuator. Joumal
ofHeat Transfer, 129(4):517-525,2007.

[63] R. D. Joslin, G. Erlebacher, and M. Y. Hussaini. Active control of insta­
bilities in larninar boundary layers - overview and concept validation.
Journal ofFluids Engineering, Transactions ofthe ASME, 118(3):494­
497,1996.

[64] T. N. Jukes and K. . Choi. Flow control around a circular cylinder using
pulsed dielectric barrier discharge surface plasma. Physics of Fluids,
21(8),2009.

[65] T. N. Jukes, K. . Choi, T. Segawa, and H. Yoshida. Jet flow induced
by a surface plasma actuator. Proceedings of the Institution of Me-

254



Bibliography

chanical Engineers.Part I: Joumal of Systems and Control Engineer­
ing, 222(5):347-356, 2008.

[66] T. N. Jukes, K. Choi, G. A. Johnson, and S. J. Scott. Turbulent drag
reduction by surface plasma through spanwise flow oscillation. In 3rd
AIAA Flow Control Conference, volume 3, pages 1687-1700,2006.

[67] W. J. Jung, N. Mangiavacchi, and R. Akhavan. Suppression of turbu­
lence in wall bounded flows by high frequency spanwise oscillations.
Physics ofFluids, 4(8):1605-1607, 1992.

[68] S. Kanazawa, M. Kogoma, T. Moriwaki, and SJ. Okazaki. Stabie glow
plasma at atmospheric pressure. Joumal ofPhysics D: Applied Physics,
21:838-40, 1988.

[69] S. Kanazawa, M. Kogoma, T. Moriwaki, and SJ. Okazaki. The im­
provement of atmospheric pressure glow plasma method and the depo­
sition of organic films. Joumal ofPhysics D: Applied Physics, 23:374­
77,1990.

[70] S. Kanazawa, M. Kogoma, SJ. Okazaki, and T. Moriwaki. Glow plasma
treatment at atmospheric pressure for surface modification and film de­
position. Nucl. Inst. Methods Phys. Res. B, 37:842-45, 1989.

[71] W. Kim, H. Do, M. G. Mungal, and M. A. Cappelli. On the role of
oxygen in dielectric barrier discharge actuation of aerodynarnic flows.
Applied Physics Letters, 91(18), 2007.

[72] U. Kogelschatz. Filamentary, pattemed and diffuse barrier discharges.
IEEE Trans. Plasma Sci., 30: 1400-8, 2002.

[73] U. Kogelschatz, B. Eliasson, and W. Egli. Dielectric-barrierdischarges:
principles and applications. J. Phys. N (France), 7:C4-47-66, 1997.

[74] M. Kogoma and SJ. Okazaki. Raising of ozone formation efficiency in a
homogeneous glow discharge plasma at atmospheric pressure. Journal
ofPhysics D: Applied Physics, 27: 1985-87, 1994.

[75] J. Kostas, J. Soria, and M.S. Chong. A comparison between snapshot
pod analysis of piv velocity and vorticity data. Experiments in Fluids,
3rd IAHR International meeting, 38, 2005.

255



Bibliography

[76] M. Kotsonis, S. Ghaemi , L. Veldhuis, and F. Scarano. Measurement of
the body force field of plasma actuators. Joumal ofPhysics D: Applied
Physics, 44(4),2011.

[77] L. D. Kral and H. F. Fasel. Numerical investigation of three-
dimensional active control of boundary-layer transition. AIAA joumal.
29(9) :1407-1417,1991.

[78] E. Kunhardt. Electrical breakdown of gases: the pre-breakdown stage.
IEEE Trans. Plasma Sci., 8: 130-38, 1980.

[79] EE. Kunhardt and L. Luessen. Electrical Breakdown and Discharges.
New York: Plenum, 1981.

[80] S.M. Kuo and D.R. Moran. Active noise control systems. John Wiley,
New York., 1996.

[81] F. Laadhari, L. Skandaji, and R. Morel. Turbulence reduction in a
boundary layer by alocal spanwise oscillating surface. Physics ofFlu­
ids, 6(10):3218-3220, 1994.

[82] Y. Lagmich, Th Callegari, L. C. Pitchford, and J. P. Boeuf. Model de­
scription of surface dielectric barrier discharges for flow control. Jour­
nal ofPhysics D: Applied Physics, 41(9) ,2008.

[83] L.O. Landau and E.M. Lifshitz. Electrodynamics ofContinuous Media.
Oxford: Pergamon, 1984.

[84] I Langmuir. Oscillations in ionized gases . Proc. Natl . Acad. Sci.,
14:627-37, 1928.

[85] A. V. Likhanskii, M. N. Shneider, S. O. MacHeret, and R. B. Miles.
Modeling of dielectric barrier discharge plasma actuator in air. Joumal
ofApplied Physics, 103(5),2008.

[86] A. V. Likhanskii, M. N. Shneider, D. F. Opaits, R. B. Miles, and S. O.
Macheret. Numerical modeling of dbd plasma actuators and the in­
duced air flow. In 38th AlAA Plasmadynamies and Lasers Conference,
volume 2, pages 1060-1072, 2007.

[87] J. Little, M. Nishihara, I. Adamovich, and M. Samimy. High-lift air­
foil trailing edge separation control using a single dielectric barrier dis­
charge plasma actuator. Experiments in Fluids, 48(3):521-537, 2010.

256



Bibliography

[88] F. Llewellyn-Jones. The Glow Discharge and an Introduetion to
Plasma Physics. New York: Methuen, 1966.

[89] D. V. Maddalon, D. W. Barden, and F. S. Collier Jr. Fifty years of
larninar flow flight testing. SAE paper, 88-1393, 1988.

[90] D. V. Maddalon and A. L. Braslow. Simulated airline service fight tests
of larninar flow control with perforated surface suction system. NASA
TP-2966,1990.

[91] F. Massines, A. Rabehi, P. Decomps, R. B. Gadri, P. Sigur, and C. May­
oux. Experimental and theoretical study of a glow discharge at atmo­
spheric pressure controlled by dielectric barrier. Journalof Applied
Physics, 83(6):2950-2957, 1998.

[92] A. Melling. Seeding gas flows for laser anemometry. Proceedings on
the Conference ofAdvanced Instrumentation for Aero Engine Compo­
nents, AGARD CP-399, 8.1, 1986.

[93] A. Melling. Tracer particles and seeding for partiele image velocimetry.
Me, 8:1406-1416, 1997.

[94] E. Moreau. Airflow control by non-thermal plasma actuators. Journal
ofPhysics D: Applied Physics, 40(3):605-636, 2007.

[95] M.E. Mortenson. Geometrie Modeling. Wiley, 1997.

[96] Y. Murakarni, I. Stilman, and E. Levich. Reducing turbulence by phase
juggling. Physics ofFluids, 4(8): 1776-1781, 1992.

[97] G. Nati. Suppression of vortex shedding from a truncated trailing edge
by plasma actuation. Master's thesis, TU Delft, 2011.

[98] SJ. Okazaki, M. Kogoma, M. Uehara, and Y. Kimura. Appearance of
stabie glow discharge in air, argon oxygen and nitrogen at atmospheric
pressure using 50 hz source. Journalof Physics D: Applied Physics,
26:889-92, 1993.

[99] D. F. Opaits, M. N. Shneider, R. B. Miles, A. V. Likhanskii, and S. O.
MacHeret. Surface charge in dielectric barrier discharge plasma actua­
tors. Physics ofPlasmas, 15(7),2008.

257



Bibliography

[100] H. Opfer. Active cancellation of3D Tollmien-Schlichting waves in the
pressence of sound and vibrations. PhD thesis, Gottingen University,
2002.

[101] D. M. Orlov, T. C. Corke, and M. P. Patel. Electric circuit model for
the aerodynamic plasma actuator. AIAA Paper No.2006-1206, 2006.

[102] D.M.Orlov. Modeling and simulation of single dielectric barrier dis­
charge plasma actuators. PhD thesis, University of Notre Dame, 2006.

[103] W. Pfenninger and J. W. Bacon Jr. Investigation of methods for
re-establishment of a 1aminar boundary layer from turbulent flow.
Northrop Norair Report NOR 65-48 (BLC-I61), 1965.

[104] J. Pons, E. Moreau, and G. Touchard. Asymmetrie surface barrier
discharge in air at atmospheric pressure: electric properties and in­
duced airflow characteristics. Journal of Physics D: Applied Physics,
38 3635-42, 2005.

[105] C.O. Porter, J.W. Baughn, T.E. McLaughlin, C.L. Enloe, and G.r. Font.
Temporal measurements on an aerodynamic plasma actuator. In AIAA
Meeting (Reno, USA, January 2006) ,2006.

[106] M. L. Post and T. C. Corke. Separation control using plasma actua­
tors: Dynamic stal1 vortex control on oscillating airfoil. AIAA Journal,
44(12):3125-3135,2006.

[107] J. Priest and J. Reneaux. Recent developments in internationa1laminar
flow research programs for transport aircraft. Onera TP P-I992-I63,
1992.

[108] M. Raffel, C. Willert, and J. Kompenhans. Partiele image velocimetry:
a practical guide. Springer-Verlag, Berlin, Gennany., 2007.

[109] Y.P. Raizer. Gas Discharge Physics. Berlin: Springer-Verlag, 1991.

[110] J.R. Roth. Electrohydrodynamically induced airflow in a one atmo­
sphere uniform glow discharge surface plasma. 1998.

[111] J.R. Roth. Electrohydrodynamically induced airflow in a one atrno­
sphere uniform glow discharge surface plasma. In 25th IEEE Int. Conf.
Plasma Science (Raleigh , USA), 1998.

258



Bibliography

[112] J.R. Roth and X. DaL Optimization ofthe aerodynamic plasma actuator
as an ehd electrical device. In AIAA Meeting (Reno, USA, January
2006),2006.

[113] J.R. Roth, D. M. Sherman, and S. P. Wilkinson. Electrohydrodynamic
flow control with a glow-discharge surface plasma. AIAA joumal,
38(7):1166-1172,2000.

[114] J.R. Roth, D.M. Sherman, and S.P. Wilkinson. Boundary layer flow
control with a one atmosphere uniform glow discharge surface plasma.
In AIAA meeting, Reno, 1998.

[115] S. Roy and D. V. Gaitonde. Modeling surface discharge effects of at­
mospheric rf on gas flow control. pages 5815-5823, 2005.

[116] A. Santhanakrishnan and J. D. Jacob. Flow control with plasma syn­
thetic jet actuators. Joumal ofPhysics D: Applied Physics, 40(3):637­
651,2007.

[117] A. Santhanakrishnan, D. A. Reasor Jr., and R. P. LeBeau Jr. Character­
ization of linear plasma synthetic jet actuators in an initially quiescent
medium. Physics ofFluids, 21(4), 2009.

[118] H. Schlichting and K. Gersten. Boundary Layer Theory. Springer,
2000.

[119] A. Seifert, D. Greenblatt, and 1. J. Wygnanski. Active separation con­
trol: An overview of reynolds and mach numbers effects. Aerospace
Science and Technology, 8(7):569-582, 2004.

[120] A. Seraudie, E. Aubert, N. Naude, and J. P. Cambronne. Effect of
plasma actuators on a flat plate laminar boundary layer in subsonic con­
ditions. volume 2, pages 1065-1073,2006.

[121] W. Shyy, B. Jayaraman, and A. Andersson. Modeling of glow
discharge-induced fluid dynamics. Joumal of Applied Physics,
92(11):6434-6443, 2002.

[122] K. P. Singh and S. Roy. Physics of plasma actuator operating in atmo­
spheric air. Applied Physics Letters, 92(11), 2008.

[123] L. Sirovich. Turbulence and the dynamics of coherent structures. Appl.
Math., XLV, 1987.

259



Bibliography

[124] V. R. Soloviev and V. M. Krivtsov. Surface barrier discharge modelling
for aeradynamic applications. Journalof Physics D: Applied Physics,
42(12),2009.

[125] J. G. Spangler, Effects of periodic blowing through flush trans­
verse slots on turbulent boundary layer skin friction. LTV Report 0­
71100/6R-6,1966.

[126] E. Stephen, A. Campbell, J. Nygard, M. Se1by, C. Hennig, and
T McLaughlin. Assessment of a corner plasma actuator for flow control
using periodic jets. In 29th AlAA Applied Aerodynamics Conference,
2011.

[127] M.J.L. Voskuil M. Koren B. Straathof, M.H. Van Tooren. Aeradynamic
shape prameterisation and optimisation of novel configurations. In Pro­
ceedings ofthe 2008 Royal Aeronautical Society Annual Applied Aero­
dynamics Research Conference, London, 27-28 October, 2008.

[128] D. Sturzebecher and W. Nitsche. Active cancellation of tollmien­
schlichting instabilities on a wing using multi-channel sensor actuator
systems. International JournalofHeat and Fluid Flow, 24(4):572-583,
2003.

[129] Y.B. Suzen and P.G. Huang. Simulation of flow separation control us­
ing plasma actuators. In AIAA Aerosp. Sci. Meet. Exhibit, 44th , Reno,
AIAA Pap. No. 2006-877, 2006.

[130] Y.B. Suzen, P.G. Huang, J.D. Jacob, and D.E. Ashpis. Numerical sim­
ulations of plasma based flow contral applications. In AlAA Fluid Dyn.
Conf. Exhibit, 35th , Toronto, AIAA Pap. No. 2005-4633, 2005.

[131] J. Thibert, J. Reneaux, and V. Schmitt. Onera activities on drag reduc­
tion. In I7th ICAS Congress, pages 1053-1064, 1990.

[132] A. S. W. Thomas. Active wave control of boundary layer transition.
AIAA Prog. Astronaut. Aeronaut., 123:179-199, 1990.

[133] Andrew S. W. Thomas. Control of boundary-layer transition using a
wave-superposition principle. Journal of Fluid Mechanics, 137:233­
250, 1983.

260



Bibliography

[134] F. O. Thomas, T. C. Corke , M. Iqba1, A. Koz1ov, and D. Schatzman.
Optimization of dielectric barrier discharge plasma actuators for active
aerodynamic flow control. A/AA Journal, 47(9):2169-2178, 2009.

[135] M. R. Turner and P. W. Hammerton. Asymptotic receptivity analysis
and the parabolized stability equation: A combined approach to bound­
ary layer transition. Journalof Fluid Mechanics, 562:355-381, 2006.

[136] M. H. Tuttle and D. V. Maddalon. Laminar flow control (1976-1991).
NASA TM-107749, 1993.

[137] R. Van Dyken, T. E. McLaughlin, and C. L. Enloe. Parametrie investi­
gations of a single dielectric barrier plasma actuator. pages 9503-9514,
2004.

[138] M. R. Visbal and D. V. Gaitonde. Control of vortical flows using sim­
ulated plasma actuators. volume 9, pages 6132-6155, 2006.

[139] R. D. Wagner, D. V. Maddalon, and D. F. Fisher. Laminar flow control
leading edge systems in simulated airline service. JournalofAircrajt,
27(3):239-244, 1990.

[140] P. D. Welch. The use of fast fourier transform for the estimation of
power spectra: A method based on time averaging over short, modified
periodograms. Modern Spectrum Analysis, pages 17-20,1978.

[141] J. Westerweel. Fundamentals of digital partiele image velocimetry.
Meas. Sci. Technol., 8:1379-1392,1997.

[142] J. B. Wilke. Aerodynamicftow-control with dielectric barrier discharge
plasma actuators. PbO thesis, DLR Deutsches Zentrum fur Luft- und
Raumfahrt e.V. - Forschungsberichte, 2009.

[143] S. P. Wilkinson. Interactive wall turbulence control. A/AA Prog. Astro­
naut. Aeronaut., 123:479-509, 1990.

[144] T. Yokoyama, M. Kogoma, T. Moriwaki, and SJ. Okazaki. The mecha­
nism of the stabilization of glow plasma at atmospheric pressure. Jour­
nal ofPhysics D: Applied Physics, 23:1125-28, 1990.

261



262

, I



List of Publications

Journal Articles

Kotsonis, M. and Veldhuis, L. Experimental study on dielectric barrier dis­
charge actuators operating in pulse mode. Joumal of Applied Physics, 108,
2010.

Kotsonis, M., Ghaerni, S., Veldhuis, L. and Scarano, F. Measurement of the
body force field of plasma actuators. Joumal ofPhysics D: Applied Physics,
44,2011.

Giepman, R. and Kotsonis, M. On the mechanical efficiency of dielectric bar­
rier discharge plasma actuators. Applied Physics Letters, 98, 2011.

Kotsonis, M. and Ghaerni, S. Forcing Mechanisms of DBD Plasma Actuators
at Carrier Frequency of 625 Hz. Joumal ofApplied Physics, 110,2011.

Kotsonis, M, and Ghaerni, S. Performance Improvement of Plasma Actuators
using Asymmetrie High Voltage Waveforms. Joumal of Physics D: Applied
Physics, 45, 2012.

Book Chapters

Kotsonis, M., Veldhuis. L. and Bijl, H. Plasma Assisted Aerodynarnics for
Transition Delay. Proceedings of the 7th IUTAM Symposium on Laminar-

263



Turbulent Transition, 2009, Springer.

Conference Proceedings

Kotsonis, M., Boon, P. and Veldhuis, L. Plasmas for Transition Delay. In
Proc. lOth International Conference on Fluid Control, Measurements and
Yisualization, 2009, Moscow, Russia.

Kotsonis, M., Ghaemi, S., Giepman, R. and Veldhuis, L. Experimental Study
on the Body Force Field of Dielectric Barrier Discharge Actuators. In Proc.
41st AIAA Plasmadynamics and Laser Conference, 2010, Chicago, USA.

Kotsonis, M., Giepman, R. and Ghaemi, S. Numerical Study on Control of
Tollmien-Schlichting Waves Using Plasma Actuators. In 29th AIAA Applied
Aerodynamics Conference, 2011, Honolulu, USA.

van Ingen, J. and Kotsonis, M. A two-parameter method for eN transition
prediction. In 6th AIAA Theoretical Fluid Mechanics Conference, 2011, Hon­
olulu, USA.

264

I

i



Curriculum Vitae

Marios Kotsonis was bom in Nicosia,
Cyprus in August 1984. He exhibited an
early interest in dismantling toys and mech­
anisms to discover their working principles,
which formed a strong basis for his future
fascination with engineering. He had his
school education in Cyprus until the age
of 18. Afterwards, he moved to Greece
where he enrolled in the Mechanical and
Aerospace Engineering Department of the
University of Patras in 2002. There, he at­
tained the Diploma in Aerospace Engineer­
ing in 2007 with a graduation thesis on he­
licopter aerodynarnics. In October 2007 he
rnigrated to the Netherlands after being hired
by the TU Delft in a PhD research position
within the CleanEra project. He carried out his research in the Department
of Aerodynarnics under the supervision of dr. Leo Veldhuis and Prof. Fulvio
Scarano. His research interests include hydrodynarnic stability, flow control,
DBD actuators and applied aerodynarnics. He can be currently found some­
where in the dark corners of the Aerodynarnics Laboratories of TU Delft,
playing with extremely expensive equipment.

265



266

•



Appendix

267



I

I



Appendix A
Reduced NS solver souree
code

A description is given here of the main souree code file for the reduced NS
solver described in Chapter 3 and implemented in Chapter 9 for the numerical
investigation of TS wave cancellation using plasma actuators. This solver
version contains three distinct modules:

• The reduced flow solver based on the perturbation analysis of the NS for
the simulation of the propagation of 2D TS waves in a laminar boundary
layer (Chapter 3)

• The implementation of the filtered-x LMS algorithm for the autonomous
operation of the plasma actuator (Chapter 3)

• The representation of the plasma body force mode in the form of a func­
tion of Bemstein surface polynornials (Chapter 9). The tables contain­
ing the coefficients for the full expression of the model are given in
Appendix B.

The souree code is based on the existing icoFoam solver in the distribution
1.7.1 of OpenFOAM. Here only a description of the added or changed parts is
given. The interested reader is reffered to [2, 1] for more information on the
basic icoFoam solver.
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• lines 33 - 34: iostream and fstream are native C++ headers in order
to be able to export velocity and pressure values from selected ceUs at
all time steps

• line 48: createBodyForceGen. His a subroutine to initialize the body
force field used for introducing the TS waves in the solution domain
and to allocate it to the specific ceUs.

• lines 51 - 61: initialization of several variables needed for the control
sequence

• line 63: createBodyForcePlasmaInit . His a subroutine to initialize
the plasma actuator force field and to allocate it to the specific ceUs.

• line 67: controlInit .His a subroutine to initialize the filtered-x LMS
algorithm. Here positions of reference and error sensors, length of fil­
ters, sampling and update rates and convergence constants are set.

• lines 88-98: Sequence to produce the body force used to introduce the
TS waves in the domain (Eq.3.38).

• line 99: Start of the control sequence.

• line 108: Header sensor. Hused to read the reference and error signals
at the specific time step

• lines 110-115: System Identification procedure

• lines 115-119: Adaptive control procedure

• line 129: Calculation of the applied voltage value

• lines 133·144: Reduced NS equation (Eq.3.37)
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_-----------------------------------*1

#inc1ude <i os t re a m>
#include < fs t r e a m >
#include " fvCFD. H"

II * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * I I

int main ( i n t argc , char *Rrgv [] )
{

# i nc Iude "s e t Ro o tC as e .H"
# i nc Iude " c r e a t e T i me .H"
#include " c r e a te M es h .H"
#include "createField s .H"
# i n c Iude" i n i t Con tin u i t YE r r s .H"

II one extra h eader t! I es t h a t are needed mk
#include " c r e a te Bo d y F o rc e G e n .H"
II i n i t i a l i z.a t i o n

s c a l a r currentTime =0;
s c a l a r i n i t i a l Ti m e e û:
s c a l a r currentPhase =0;
scalar currentGenPhase =0 ;
s c a l a r au x ct i me 1=0 ;
s c a l a r au x ct i me ê e O;
s c a la r period =0;
s c al ar s jg Pow e O;
sc a l a r con vFactorControl =0 ;
s c a l a r fir stRun =0;



61 sc a l a r v o lt age =0 ;
62
63 #includ e "c r e a t e B o d y F o r c e P l as m a l n i t . H"
64
65 II ***** i n i t i a l i z e th e c o n t ro lle r
66
67 # i nel u d e " c o n t r o l 1ni t . H"
68

69 II ******************* *********
70
71 Info « "\ n S ta r t i ng _ t i me_ Io op\ n" « e n d I ;
72
73 w h ile ( ru nT ime. lo o pO)
74 {
75 if ( f i rs t R u n = =O)
76 {
77 initiaITime=runTime . timeOutputValu e O -runTime. deltaTValue 0;
78 fir stRun=l ;
79 }
80
81 Info « " Time=" « runTime . timeOutputValue () « nl « e n d l ;
82
83 #in clud e "re a d P IS O C o n t r o ls . H"
84 #in clude " Co ura ntNo .H"
85
86 c urre n tT i me=r unTi me. timeOutputV alu e 0;
87
88 II fo rce gene ra tor
89
90 c u r re nt Ge n P hase =0 ;



91
92
93
94
95
96
97
98
99

100
101
102
103
104
105
106
107
108
109
110
III
112
113
114
115
116
117
118
119
120

for ( i n t i t m e O; itm < sizeModeWeight s ; itm++)
{
eurrentGenPhase+=modeWeights [itm] * \ \

Foam: : s i n (2 * ( mathematiealCon stant :: pi )*\ \
modeFreq s [Lt m ] « eurrentTime ) ;

}

II filter ed - x UtfS controller

aux-time 1 +=runTime . deltaTValue ();
aux-time2 +=runTime. deltaTValue ();
Info« " c o nt r o l l e r csub -ct ime ce., " « a ux- t i me 1 « n l« endl ;

if (aux-time I +0 .5*funTime. deltaTValueO> samplingPeriod)
{

# i ncl ude" sen s 0 r .H"

i f (eurrentTime <=systldTi me+ i n i ti al Ti me )
{
Info« "Systernc.Hï " « nl « endl;
#inelude "systemlD .H"
}
else
{
Info« " C o n t r o l " « nl « endl;
# i ne I ude "con troiLoop .H"
}



au x ct i me I = 0;

II - PISO loop

#include " c re a t e Bo d y Fo rc e P las ma .H"

voltage=currentPhase / voltage Ratio ;

-fvc : : grad t p j ) ;

) ;

solve (UEqn

}

Info « " uSens i.e.; " « s Se ns « nl « e nd l ;
Info « "s i g Pow c w.;" « s igPow « nl « endl ;
Info « " c o n v ltactor c e.," « convFactorControl « nl « endl ;

fvVe ctorMatrix UEqn
(

fvm :: ddt (U)
+ fvm :: di v (phi , U)
+ fvm :: div (phiO. U)
+ fvc : :div(phi. UO)

fvm : : laplacian (nu . U)
bodyForce / rho

- c urren tGe nPhase *bodyForceGen / rho

for ( i n t corr=O ; corr<nCorr ; corr++)
{

121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150



pEqn . setReference (pRefCell. pRefValue) ;
pEqn . s o l ve () ;

for ( i nt nonOrth =0; nonOrth <=nNo nOrt hCor r; nonOrth ++)
{

u = rUA*UEqn .H () ;
phi (fvc ::interpolate(U) & mesh.Sf (»

+ fvc: :ddtPhiCorr(rUA. U. phi );

a dj u s t Ph i I ph i , U. p ) ;

f vc : : di v (phi )

1.0 / UEqn .A();

phi - = pEqn. fI ux () ;

) ;
fvm : : laplacian (rUA. p )

fvScalarMatrix pEqn
(

if (nonOrth == nNonOrthCorr )
{

}

v olSc al arFi e Id rUA

# i ncl ude" con tin u i t YE rr s .H"

}

u -= rUA* fvc : : grad (p ) :
U. correctBoundaryConditions ();

}

151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180

J.



181 runTime. write ();
182
183 ln fo « "Exec ut i o n'I'i me c.e.." « runTime . e la ps edCpuT i me () « "Ls "
184 « " __ Cl ockTim e _= _" « runTime . e la ps ed C loc kT i me () « "_s"
185 « nl « e nd l;
186
187 }
188
189 # i nel u de " s e ns 0 r .H"
190 i f ( iSe ns > =0)
191 {
192 for ( i n t i =0 ; i <Tabs ; i ++ )
193 {
194 s t r 66« se c Pa th We igh ts [i 1 « nl ;
195 s t r77« firFilterWeight s [i 1 « n i;
196 }
197 }
198 return 0;
199 }
200
201
202 I I *********************************************************************** I I
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Appendix B
Plasma correlation model
coefficients

For the plasma body force correlation model three sets of coefficients are
needed. These are the Bemstein coefficients B i j necessary for the construc­
tion of the force field shape as in Bq.9.8, the polynomial coefficients for the
sealing factor and the stretch factor as in Bq.9A. The Bemstein, sealing and
stretch factor coefficients are given in Tables B.2 to B.I respectively.
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- 1.0909 .1O- Q

0.4499
-2.9033
-1.9698.10-3

0.0841
-0.4459

Sealing coef.
al
a2
a3
a4
aS
a6

value

Table B.I : Coefficients for sealing and stretch factor polynomials
Stretch coef. value Transf. eonst. value

bi 1.7385 ·10 -3 e 2
b2 0.231 7
b3 4.8480

IV
00
0 Table B.2: Bemstein coefficient values for the horizontal foree field shape construction

i--+ 0 I 2 3 4 5 6 7 8 9

ji
0 -0.0102 0.0527 0.0263 0.0111 -0.0037 0.0020 0.0354 0.0698 0.0875 0.1581
I 0.0479 0.0780 0.0943 0.1155 0.1220 0.1016 0.0596 0.0057 -0.1088 -0. 1077
2 0.0684 0.0599 0.0591 0.0799 0.0715 0.0150 -0.0434 -0.0953 -0.2529 -0.6628
3 -0.0131 -0.0690 -0.0676 -0.0219 0.0078 0.0068 0.1420 0.4612 0.7153 0.5286
4 -0. 144 1 -0. 1993 -0.1730 -0.0553 0.0250 0.1130 0.4230 1.0457 1.6434 1.7642
5 -0. 1223 -0. 1762 -0.1298 0.0012 0.0827 0.1732 0.466 7 1.0715 1.6125 1.5993
6 -0.0040 -0.0505 -0.0207 0.0588 0.0991 0.0961 0.2337 0.5874 0.8222 0.5082
7 0.0260 0.0322 0.0405 0.0798 0.0626 -0.0061 -0.0396 0.0494 0.0367 -0.25 16
8 0.0273 0.0473 0.0552 0.0699 0.0565 0.0150 -0.0258 -0.0229 -0.0844 -0.0644
9 0.0066 0.0486 0.0143 0.0054 0.0157 0.0417 0.0854 0.1190 0.0576 0.0323
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Table B.3: Bemstein coefficient values for the vertical force field shape construction 0
::i

i-+ 0 1 2 3 4 5 6 7 8 9 ~

~
j.j. ...

ö'
0 -0.2881 -0.3288 -0.0247 -0.4781 -0.2231 0.0046 -0.2340 -0.5660 -0.4940 -0.0328 ::l

1 -0.2655 -0.3964 0.2085 0.1155 -0.1817 1.0255 0.8081 2.3666 1.1584 0.2230 a
0

tv 2 0.0919 -0. 1423 -0.0547 0.6010 -0.3121 -1.4490 -1.2610 -2.3376 -0.4500 0.1190 Q.
00

3 -2.3961 -2.0719 -2.7894 -3.7133 -3.8805 -4.0091 -3.8187 -3.7912 -2.770 1 -2.5376 a- o
4 -1.2585 -2.2614 -2.0879 -1.9870 -2.3873 -2.7095 -2.6232 -0.6599 2.4847 2.0080 0

~

5 1.5127 1.9342 2.0173 2.3242 2.9842 2.9839 3.3620 3.8403 3.8745 1.9955 SJ
6 1.3131 1.7604 1.8319 1.9061 2.1053 2.1581 2.2186 1.3952 -0.4822 -1.8155 o

ei'
7 0.1981 -0.2080 0.4460 0.5411 -0. 1931 -0.0903 -0.0541 -1.3361 -3.0783 -0.5190 ::l...
8 0.3402 1.0486 0.0392 0.3893 0.0192 0.6587 0.8062 1.7826 1.2166 1.0234

en

9 0.1980 0.1224 0.3248 0.1201 0.7225 -0.2746 -0.5221 0.7989 0.2824 -0.2644
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