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Introduction

Aircraft maintenance has been required since the beginning of the aviation era. Historically seen, aircraft
maintenance repair & overhaul companies have had a rather conservative approach towards maintenance as
high safety standards must be adhered to, meaning that components are often repaired or replaced before
their end of life is reached. In recent years, the interest of maintenance companies is shifting towards im-
plementing prognostics & health management (PHM) methods which make full use of components, leading
to less costs, less unexpected aircraft-on-ground events and a significant reduction of waste of components
[15].

This research focuses on developing a new prognostic method for aircraft turbofan engines based on
run-to-failure data. This method is then used to implement it in a predictive maintenance framework. A
thorough literature study of state-of-the-art research is performed during the starting phase of this thesis to
identify research gaps and formulate the research aim and research questions. 2 aims have been identified
for this research:

1. Developing a model-based prognostic model which is able to estimate the remaining useful life of an
aircraft engine based on implicit multi-sensor measurements obtained during the lifetime of that en-
gine, as well as quantify the uncertainty of the remaining useful life estimation in the form of a proba-
bility density function.

2. Developing a maintenance optimisation method which is able to implement the result of the prognos-
tic model (the probability density function of the remaining useful life of an aircraft engine) in order to
obtain an optimal maintenance policy which reduces maintenance costs compared to other mainte-
nance policies.

This research contributes to the development of new prognostic and maintenance optimisation methods
in the aircraft maintenance industry by providing new insights and a proof of concept of the developed ap-
proach. Furthermore, whereas most research either focuses on either developing a new prognostic method
or developing a new maintenance optimisation framework, this research aims at combining the two using a
new approach.

This thesis report is organised as follows. In Part I the scientific paper is presented. Next, in Part II the
literature study is presented, which has been graded under the course code AE4020. Finally, in Part III the
supporting work of the thesis is provided.

Xvii
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Abstract

Aircraft maintenance methods are shifting from conservative maintenance approaches such as a periodic main-
tenance approach towards predictive maintenance approaches, leading to a reduction of costs, less unexpected
aircraft-on-ground events and less wasted useful life of components. In this paper, we propose a new remaining
useful life prognostics approach for aircraft engines and integrate this into a maintenance planning framework.
First, an explicit health indicator is constructed from an implicit multi-sensor aircraft engine degradation data set
using principal component analysis. Then, the remaining useful life prognostic model is developed using a poly-
nomial chaos expansion approach, which allows for uncertainty quantification in the form of a probability density
function which is faster than Monte Carlo simulation. A Markov decision process is used to determine the optimal
time of maintenance for aircraft engines. During a case study, these optimal times for individual engines being part
of a pool of operational engines are integrated using a linear programming model and a rolling horizon approach
to obtain an optimised maintenance schedule. The prognostic model performs in the mid-range compared to other
papers using the same data sets. Furthermore, with the current cost parameters the integrated remaining useful
life maintenance planning strategy reduces costs by a factor of 3 and 2.5 compared to a periodic maintenance
strategy or a run-to-failure maintenance strategy, respectively. The waste is reduced by a factor of 2.5 compared to
periodic maintenance, while no failures occur. This research has demonstrated that the polynomial chaos expansion
remaining useful life prognostic approach can be used for optimal maintenance planning for aircraft engines using

a Markov decision process, showing benefits in terms of costs, waste and unexpected failures.

Keywords: Remaining useful life prognostics, Polynomial Chaos Expansion, Aircraft Turbofan Engines, Predictive Mainte-

nance

1 Introduction

Aircraft maintenance has been a necessity since the beginning
of the aviation era. It is required to ensure that the airworthi-
ness of aircraft is preserved and that requirements of system
reliability, availability, maintainability and safety are met at
all times. Historically seen, maintenance repair and overhaul
(MRO) companies have had a rather conservative attitude re-
garding maintenance scheduling during the last century and
the current first decade of the current century [1]. During
this time frame, components were often replaced at fixed in-
tervals without taking into account the degradation state of
the component[2]. Currently, MRO’s are continuously trying
to optimise their operations and because condition monitor-
ing and modelling techniques have improved significantly in
the last decades, the interest of MRO companies is shifting
from conservative methods to the investigation of implement-
ing prognostic methods in order to optimise their operations
[3].

With the increasing availability of big data and operational
experience of airlines, MRO companies and aircraft manufac-
turers, more and more diagnostics and prognostics methods
are developed to predict remaining lifetimes of aircraft com-
ponents. Using diagnostics and prognostics, optimal aircraft
maintenance dates can be dynamically predicted instead of
using periodic maintenance inspections, leading to less air-

*MSc Student, Air Transport and Operations, Faculty of Aerospace
Engineering, Delft University of Technology

craft on ground (AOG) time due to unexpected faults, avoid-
ing early replacements leading to less waste and a significant
reduction in costs.

Three different main maintenance strategies can currently
be identified: preventive maintenance, predictive mainte-
nance and corrective maintenance [4]. Preventive mainte-
nance is associated with low repair costs but high preventive
costs due to waste. On the other hand, corrective mainte-
nance is associated with high repair costs due to unexpected
faults. Predictive maintenance tries to balance the two by
minimising costs in terms of waste and unexpected failures.
Prognostics and health management (PHM) is a term often
referred to in literature which describes the discipline linking
the remaining useful life (RUL) of a component to appropri-
ate decision making to maintain the component in time[5].
In this paper we will develop a prognostic method to deter-
mine the RUL of aircraft turbofan engines and use this to
develop an optimal maintenance schedule by applying pre-
dictive maintenance.

Prognostic models can be classified in three types of mod-
els: data-driven, model-based and hybrid [6]. Model-based
methods depend on the incorporation of a physical model to
estimate the RUL, such as the physical crack growth model
by Paris and Erdogan [7]. Data-driven methods do not rely
on any knowledge of the physical behaviour of the component
which is analysed. They depend largely on measured data.
Furthermore, data-driven models can be split into models us-
ing artificial intelligence (AI) and models which use statistical



and stochastic approaches. Finally, hybrid models combine
model-based and data-driven models in order to get the best
of both worlds [6].

Many prognostics methods can be established for deter-
mining the RUL of a component using information about the
state of degradation of the component. Although AI meth-
ods are currently prevailing in state-of-the-art literature, we
decide to have a model-based approach. The reason for this
is that Al models are essentially black-box models with little
transparency and high computational times whereas a model-
based approach is better at representing the process of cre-
ating a model and follow the steps taken because all statis-
tical and mathematical relations are known. This facilitates
greater support for decision making and allows for more sup-
port of adopting the model by other users [8]. Similarity
based approaches have been used in [9]. Weibull distribution
prognostics is performed in [10]. Wiener process modelling
in combination with Monte Carlo simulation has been done
by the authors of [11] and [12]. (Non) linear regression meth-
ods can also be used, this has been demonstrated in [13].
Another frequently used methods are Kalman Filtering or
Particle Filtering (PF) [14]. In [15] it has been demonstrated
that Polynomial Chaos Expansions (PCE) can also be used
for RUL determination in prognostics in the case of degrad-
ing batteries. Polynomial chaos expansion (PCE) is a non-
sampling method to determine the evolution of uncertainty of
a certain system with probabilistic uncertainty in the system
input parameters. In literature, PCE is often used for models
which require very high computational effort to run. Instead,
the model can be represented by a set of simpler equations,
polynomials, which are faster to evaluate than the original
system. In [15] it is demonstrated that PCE has a significant
reduction in computational time while preserving the same
order of accuracy compared to Monte Carlo methods. In [16]
it is stated that the synergy of applying PCE and principal
component analysis (PCA) is researched scarcely but might
lead to a significant decrease in computational effort while
preserving most of the information of a data set.

Regarding maintenance planning, different models have
been developed in literature. Threshold-based maintenance
strategies have been developed in [17] and [18]. Here, a
maintenance action is planned or performed if a component
reaches a certain threshold such as a probability of failure.
[19] plan maintenance if a certain degradation threshold is
reached. Genetic algorithms are also used for stochastic
maintenance optimisation and dynamic opportunistic main-
tenance planning [20, 21]. Another frequently used method
for maintenance scheduling is to use a linear programming
formulation. In [22] the authors use a linear programming
formulation to determine the optimal maintenance schedule
for aircraft cooling units. Finally, a Markov decision process
(MDP) is also frequently used to plan maintenance. The
authors of [23] develop a MDP model to find the optimal
policy for aircraft engines based on degradation (dependent
on the exhaust gas temperature) and the life limit part. An-
other MDP is formulated in [24], where a set of missions and
maintenance opportunities is defined at first and the optimal
sequence of these is determined.

In this paper, we will develop a model-based polynomial
chaos expansion (PCE) RUL prognostic model which also
allows for uncertainty quantification. We will use PCA to
construct an engine health indicator in a similar fashion as
was done in [11]. Next to this, we will split our maintenance
optimisation model in two phases. Phase 1 is optimisation
on the component level using a MDP, which will give op-
timal replacement times for engines. Phase two involves a

linear programming model which uses the optimal replace-
ment times of individual engines to create a feasible schedule
based on hangar availability. A case study is set up which
implements all models and where a rolling horizon approach
will be used. The performance of the model will be evaluated
by comparing the case study with three other maintenance
strategies: run-to-failure, periodic and perfect maintenance.

The main contributions of this paper can be summarised
as follows:

e A new model-based prognostic approach is developed
for aircraft engine maintenance, which involves a com-
bination of PCA and PCE and allows for uncertainty
quantification over time.

e We propose a new predictive maintenance framework
which uses a model-based prognostic model in combina-
tion with a MDP for optimal maintenance planning for
a pool of aircraft engines and demonstrate the effective-
ness by comparing it to other maintenance strategies.

The paper is structured as follows. In section 2 we develop
a health indicator and the model-based prognostic model for
aircraft engines using the arbitrary PCE method. Then, in
section 3 we provide the results of the prognostic model and
do a benchmark with models found in literature using the
same data set. In section 4 we present the maintenance opti-
misation model using a MDP on the component level and a
linear programming formulation on the system level. In sec-
tion 5 we introduce the case study involving the optimisation
for a pool of engines operating in a fleet of aircraft. The re-
sults of the case study are compared with other maintenance
strategies in section 6. Finally, a conclusion and recommen-
dations are given in section 7.

2 RUL prognostics for aircraft engines

In this section we provide a method to develop a health in-
dicator (HI) based on the available sensor measurements.
Then, the health indicator is used to develop the prognos-
tic model using a polynomial chaos expansion approach for
aircraft engines.

2.1 Description of the sensor measurements for
aircraft engines

The data set that we will use for this research is provided by
NASA’s Prognostics Centre of Excellence. NASA provides
an aircraft turbofan engine degradation data set which con-
sists of a flight cycle (FC) time series containing engine data.
For each FC, a random snapshot during cruise is taken for
21 sensor measurements which correspond to engine temper-
ature and pressure at different locations, engine fan and core
speed etc. Three different operational settings are defined,
resulting in either 1 or 6 different operational modes. A data
set consists of a training data set containing run-to-failure
data for training of the model and a test set to test the de-
veloped model. Figure 1 shows an example of the progression
of sensor measurements of all engines in the PHM Challenge
data set for operational mode 1.

2.2 Constructing a health indicator using prin-
cipal component analysis (PCA)

We construct a health indicator using principal component
analysis (PCA), which relies on the correlation between sen-
sor measurements. PCA is a commonly used method to re-
duce the dimensionality of a data set while the variance of
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Figure 1: Sensor measurements of all engines in operational mode 1 using the PHM challenge data set.

Table 1: PCoE turbofan engine degradation data sets

Fault Operational Training Testing
Data set Modes Modes Units Units
FD001 1 1 100 100
FDO002 1 6 260 259
FDO003 2 1 100 100
FD004 2 6 249 248
PHM Challenge 1 6 218 218

the data set is maintained. PCA has been used in, for in-
stance, [11], [10] to determine a health indicator for aircraft
engines and we will follow their approach as well.

We obtain the engine health indicator using the PHM chal-
lenge, FD001 and FD002 data sets. As there are several op-
erational modes in the PHM Challenge and FD002 data sets,
the data is split per operational mode. This results in 6 differ-
ent sub data sets, one for each operational mode. The FD001
data set contains only 1 operational mode. Figure 1 shows
an example of sensor measurements for the PHM challenge
data set in operational mode 1.

Sensor measurement selection

Following [9, 11, 13], we select sensors sensors 2, 3, 4, 7, 11, 12
and 15, which are shown to have a monotonically increasing
or decreasing trend and which have shown to be the optimal
sensors for RUL estimation. These sensors are selected for
both the PHM challenge, FD001 and FD002 data sets.

Space definition for PCA

Let N denote the total number of aircraft engines N in the
considered data set (PHM Challenge, FD001, FD002 training
data sets). Let K denote the number of operational models
in a data set, with K = 6 for PHM challenge and FD002,
and K =1 for FD001. Throughout a flight cycle, the engine
is in one of the K modes. Let zf,t denote a data vector
consisting of 7 sensor measurements of engine ¢ € {1,2,..., N}
in operational mode k € {1,..., K} at time ¢t > 0. Let Zsz

denote the vector of sensor measurements at the moment of
failure of engine 4,7 € {1,2,..., N} at time 7T; and |sz1| =7.
Data vectors {zfﬂ}, i €{1,2,..., N} are grouped according
to their operational mode. This results in K groups of engines
failing in each of the K modes. PCA is applied for each of
these K groups. Let Ni, Ny < N, denote the total number
of engines failing in mode k. Let Z* denote the matrix of
sensor measurements at the moment of failure for all engines
failing in mode k and |Z*| = Nj, x 7, i.e.,

7" =[], (1)

where j, j € {1,2,..., N}, is an engine in mode k failing at
time T}. For this matrix, the covariance matrix is determined
as:

Cov = (Zk)TZk (2)

The eigen vectors and eigen values are determined from the
covariance matrix. The eigen values are sorted in descend-
ing order and the eigen vectors are sorted accordingly. The
contribution of an eigen vector, a principal component, is cal-
culated by taking its eigen value and dividing this by the sum
of all eigen values. The explained variance for all operational
modes can then be found in Table 2. The first two eigen vec-
tors capture 98 - 99% of the variance in the data set. Thus,
for our analysis we consider only the first two eigen vectors
(principal components). Each principal component has size
7,eg. |[PCl|=|PC2=1xT.

Table 2: Explained variance of the principal components as
a percentage of the total variance - PHM Challenge data

set.
Model Mode2 Mode3 Mode4 Modeb5 Mode6
PC1 60.8 59.0 79.7 72.6 61.5 54.4
PC2 38.0 40.1 19.1 26.7 37.8 44.6
PC3 0.7 0.4 0.8 0.3 0.3 0.6
PC4-7 0.5 0.5 1.2 0.4 0.4 0.4

We next project the matrices Z* for k € {1,..., K} onto
the selected 2 principal components by applying the dot



product between z T, for each k € {1,..., K} and for each

je{l,..,N} ie,

x;iTj,y;iTj = ([PC1k, PC2;)" (3)

where l’iTj and yf’Tg_ are the x- and y-coordinate of data

ZLT )s

point ZJ]'C,TJ- in the obtained 2-dimensional principal compo-

nent space. Considering all points z;“ T, We obtain K clusters
of failure points in the principal component space.This can
be viewed in Figure 2. Each point in the principal component
space contains all failure points of that specific operational
mode.

Finally, the failure centre of an operational mode k,k €
{1,2,..., K} is defined as the weighted average of all points
x?’TJ and yf,ij je{l,2,...,N}:

jTyNZ]T>' (4)

o{ ® ® Model
Mode 2
—2507 ® Mode3
I _s500. ® Mode 4
. ® Modes
E =750 ® Modeb
o
2 —1000 -
£
[=]
Y -12504
)
& -15001 *
—1750
S .
_2000 1 T T T T T T
-1500 -1000 -500 0 500 1000

PCA component 1 [-]

Figure 2: Principal component space with the projection of
all failure points using the PHM challenge data set.

Health indicator as a distance metric

Using the K clusters (failure centers), we construct a health
indicator for ¢t < T;. A data point zﬁt,i €{1,2,...,N}k €
{1,2,..., K} is projected into the obtained principal compo-
nent space (see Figure 2) by applying the dot product be-
tween the first two principal components (PC) of the opera-
tional mode k (|[PC1, PC2]| = 2 x 7) and the data point 2},
(|2F,| = 1 x 7) as follows:

ai e yie = ([PCle, PC2]" , 24), (5)

where :chy,5 and yﬁt are the x- and y-coordinate of data point
zf)t in the 2-dimensional principal component space.

A health indicator for engine 7,7 € {1,..., N} at time ¢ in
operational mode k,k € {1,2,..., K} is then constructed as
the distance d, + between the fallure centre ( N ) of mode k
and the projection of the data point (xz,t, ym) in the principal
component space, i.e, [11]:

Vet =29+ (ke -

)

the dispersion of failure mode k.
A visualisation of a failure centre, failure points and pro-
jected can be found in Figure 3.
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Figure 3: Engine failure points, failure centre and a
projected data point in the principal component space -
PHM challenge data set, the failure centre corresponds to
operational Mode 1.

For an engine 4,7 € {1,..., N}, at each time 0 < ¢t < T3, a
health indicator is now given by:

(dFPYte{1,..., (8)

where k(t) refers to the operational mode k in which an en-
gine can be in at time t.

Figure 4 shows an example of a health indicator. The
distance df +(t) gradually becomes smaller as time progresses,
indicating a decreasing trend for the health indicator.

The procedure outlined in the previous section applied for
engines from the training data sets. The health indicator for
engines from the testing data set is constructed in a similar
way, but the difference being that we do not have to identify
the failure centres. Instead, we use the found principal com-
ponents and failure centres from the training data set and
apply Equation 5, Equation 6 and Equation 8 for engines in
the testing data set. This results in a health indicator of an
engine until the time that the last set of sensor measurements
has become available.

T:}

2.3 RUL prognostics using Polynomial Chaos
Expansions

In this section we propose a prognostic model to determine
the remaining useful life of aircraft engines using the arbitrary
polynomial chaos expansion (aPCE) method. The aPCE re-
lies on the fact that an orthogonal polynomial can be con-
structed from the statistical moments of the underlying dis-
tribution of an uncertain input parameter [25, 26]

Based on the health indicator {dk(t>} te{l,...,Ti},k €
{1,..., K}, for an engine %, we fit a model:
H™(t) = f(t,), €)

with |£] = n, with D (§;),j € {1,...,n} the distribution of
parameter &; and D = J[7_, D (;) the distributions for all
&7 €{1,...,n}. The support of £ is T =[]/, T



6_
5
74
v
©
£
i
=
g2
T

O,

0 50 100 150 200
Time [FC]

(a) Health indicator of engine 1.

— 6 1
=
2
S
5 41
£
i o
=
g
T 2
0 1 T T T T
0 50 100 150
Time [FC]

(b) Health indicator of engine 2.

Figure 4: Health indicator progression over time of engines 1 and 2 from the PHM challenge training data set.

2.3.1 RUL prognostics using the arbitrary Polyno-
mial Chaos Expansion (aPCE)

We consider the following methodology for aPCE. A theoret-
ical overview of the arbitrary PCE method is outlined in [25,
26], which we adapt for our prognostic model.

One-dimensional aPCE

Let f(t,€) be a stochastic model with one model input &.
Here, ¢ follows a distribution D (£). Let Y be the output of
model f(t,£). The model can then be expanded as follows:

d

Y = f(t,€) ~ Y fi(t) P ().

i=1

(10)

Here, d is the order of expansion, f;(t) are the time depen-
dent coefficients of the expansion and P*(¢) is the orthogonal
(or orthonormal) polynomial basis with respect to the sup-
port I' of £. The difference between aPCE and other PCE
methods is that for the aPCE method the support can have
any arbitrary form [25]. The coefficients are obtained using
the probabilistic collocation method [26]. The mean and vari-
ance of the model output Y can be directly evaluated from
the expansion coefficients, i.e.:

d+1
Mean[Y] = f1(t), Variance [Y]= Z (fi(t))?.

=2

Multi-dimensional aPCE

Our prognostic model consists of multiple model input pa-
rameters and therefore, we need to construct the multi-
dimensional aPCE from the one-dimensional aPCE.

The polynomial basis is constructed by tensorising the 1D
orthonormal basis in the space T' [15, 25, 27]. The multi-
dimensional polynomial expansion of order d with n different
random variables (surrogate model) is then defined as follows:

f(tas) ~ HPCE(t?£17£27 a&’ﬂ) = Zz]\il fl(t)(bl(§17£2a 75’“«)

(11)
This surrogate model HFCE (¢, &1, &, ...,£,) can be seen as
the model response surface for the health indicator model
f(t,€) as defined in Equation 9. Here, M is the number
of terms of the expansion, which depends on the number

of input parameters n and the order of expansion d and is
defined as follows:

p=nt D (12)
nld!

In Equation 11, ®;,3 € {1,..., M} denotes the function of
the multivariate orthogonal polynomial basis P for the in-
put parameters & = &1,&2,...,&,. This basis is constructed
by multiplying the univariate polynomials from the one-
dimensional case:

(bi (517527' .. ,En) = HP](Q;) (‘51’527' .. 75”)
j=1

iaé— < M.
j=1

Here, {a}},i € {1,...,M},j € {1,...,n} is an M x n
matrix of the polynomial degrees of parameter &; in the ith
expansion term [25]. Finally, the mean and variance of the
multi-dimensional aPCE expansion are as follows:

(13)

Mean [HPCE(t,ﬁ)] = f1(1),

M
Variance [H”“F (t,£)] = Z (f:(1))*.

Moment-based analysis for aPCE

The first step for the aPCE is to construct the orthogonal
basis of the input parameters §. For this, we define the poly-
nomial P*)(¢;),j € {1,...n} of a degree k:

PP =3"pMe, kedo,....d}, (14)
1=0

where pgk) are the orthogonal polynomial coefficients. These
polynomials form an orthogonal basis for the arbitrary dis-
tribution D(&;) [25]. For this, we determine the moments of
the input parameters &; up until order (2& — 1), which have
to be finite. The definition for the k" statistical moment of

parameter &; is:

we= [ dar) (15)



We then use these moments to construct a set of linear
equations relating the moments of an input &; and its corre-
sponding orthogonal polynomial coefficients p¥ for order of
expansion k. This set of linear equations is as follows (25]:

fo 1, o
1o 2 Mgt P 0
: : L= . (16)
Hg—1 Mg Haf—1 Pgi)l 0
0 0 1 (k) 1
Py
(k)

;s J €40, 1,...,k}, is the j*" coefficient of a poly-
nomial of degree k. This set of equations is constructed by

where p:

applying the orthogonality condition of polynomial P& of
degree k and polynomial PW of degree [, i.e.,:

[ POePgne) =0 V2L vEi=o....d
3
~ a7
We also ensure that the k*" coefficient of all polynomials
(, i-e., the leading coefficient) is equal to 1, i.e. [25]:

(18)

The system of equations in Equation 16 can be solved if and
only if the left hand side of Equation 16 is not singular [25].
The solution of the system of equations in Equation 16 con-

pgc> =1 Vk.

sists of the coefficients of the orthogonal polynomial P*) (&)
of degree k for one input parameter &,7€{1,...,n}. Solv-
ing for all n input parameters and for all polynomials in Equa-
tion 13, we obtain the functions ®; (&1,&2,...,&,). Lastly,
these polynomials are normalised, obtaining an orthonormal
polynomial as follows:

PO (&)
1P®E)]

where HP@)({J')H is the normalising constant of polynomial
P®(g)), ie. [25]:

PR (&) = (19)

[roef = [ o] e e

Determining the polynomial coefficients

We now determine the coefficients of the entire polynomial
chaos expansion f;(t) (see Equation 11). For this, the prob-
abilistic collocation method (PCM) is used [26, 28].

First, we determine the roots of the constructed orthonor-
mal polynomials of order of expansion d, P(d>(£j) for j €
{1,...,n}, which form the available collocation points where
we evaluate the health indicator model f(¢,&) (see Equa-
tion 9). A collocation point is defined as a unique combina-
tion of n points, with each of these points being one of the
d roots of the orthonormal polynomials P9, We next de-
termine an optimal set of M collocation points using PCM
[26, 28] because the number of unique combinations of col-
location points d” is larger than the required number of M
collocation points (see Equation 12).

Evaluating each of the M collocation points in each of the
M expansion terms (see Equation 11) separately gives us the
time-independent polynomial coefficients g(&) of size M x M.
Evaluating the obtained M collocation points in the model

f(t, &) (see Equation 9) gives us the output ym, |ym| = M X
t. Then, the time-dependent coefficients f;(t) are obtained
by applying the dot product between the time independent
coefficients g(&), the inverse of these coefficients g(£) and the
output of the model y,,, i.e.,

£it) = ((9(€),9(&) "), ym)

Having obtained f;(t) (see Equation 21) and ®; (see
Equation 13), we can now construct a surrogate model
HPCE(t, &) using PCE for the health indicator (see Equa-
tion 11).

(21)

Bayesian updating

Using the training data set, we have obtained a surrogate
model HPCE(t,&1,...,€,) (see Equation 11). For the en-
gines in the test data set, we will now calibrate this surrogate
model using Bayesian updating [26], i.e., we sample from the
distribution I (€) of the input parameters £ of the surrogate
model and obtain a posterior distribution D(HFCEF (¢, £))
of the output HZYF(t,&) of this surrogate model. In this
way, we have an engine-specific distribution of the surrogate
model HPCF (¢ &1,...,€,).

Formally, let wus consider the measurements y =
[dfﬁl),dfg ,...,dfy(tt)} available up to time t for an engine

¢ and for £k € {1,...,K}. With these measurements,
we calibrate the surrogate model HPCF(t,&;,...,€,) and
obtain a corresponding posterior probability distribution
(D(HPCEP(1,€)).

Bayes theorem, fundamental for Bayesian updating, is as
follows:

POE,P _ _ h(yl&)h(&)
5P (1,6) = higly) = RS
where h(€) is the joint prior PDF of the input parame-
ters & of the model f(t,€), h(y) is a normalisation con-
stant and is the prior probability of y, h(y|€) is the con-
ditional probability density function of the measurements
y = [df,(ll),df’(f), . .,dfy(tt) ], given model parameters &, and
h(&|y) is the conditional PDF of model parameters & given
the measurements y, i.e, the posterior PDF of the surrogate
model HFCE:F (1, ¢), 26].
It is commonly assumed that the measurement errors are
normally distributed and independent and therefore, the like-
lihood function h(y|€) can be formulated as [26]:

(22)

h(y | &) ocexp [-0.5(y — HPOF(t,€)) Ry (y — HPOF(t,€))] ,
(23)

where R, is the diagonal variance matrix of the measure-
ment errors. It can be seen that the likelihood function h(y|€)
relates the output of the surrogate model to the measure-
ments y.

We use a Bootstrap filter to perform Bayesian updating
(see Equation 22). A sample £ drawn from the input dis-
tribution D(&), is assigned a weight w;, i > 0, as follows:

_ h(yle®)
maa(h(y[€D))’ @9

where maz(h(y|€?)) is the maximum value across all
considered measurement errors (see Equation 23). Samples
are selected based on these weights, i.e., a higher weight
has a higher probability of being sampled for the posterior
distribution of D(HFCEF(t,¢)). In this way, a posterior



PDF is obtained, which is the distribution of the arbitrary
PCE model, denoted as D(HPF:F(t,¢)). The progression
of the health indicator is then defined as the mean of the

posterior PDF, which we denote by H CE’P(t, £).

RUL estimation

Having obtained a health indicator FPCE’P(L‘, £),t > 0for an

engine 7 in the test data set, we first define a failure threshold
Dy. We say that an engine ¢ fails as soon as the health

indicator FPCE’P(t, £),t > 0 reaches threshold Dy. The
threshold Dy is obtained based on the analysis of the failure

times of all engines in the training set, i.e.,

Dy =arg min {(T; —t- Lining (£ (t,6)=D}) % € {1,...,N}},
(25)
where T; is the actual failure time of engine i, with engine i €
{1,..., N} in the training data set, D, a set of thresholds that
we consider for investigation and 1.y an indicator function.
Now, for an engine i in the test data set with health indi-
cator FPCE’P(t, £),t > 0, the RUL at time ¢ is estimated as
follows:

RUL;; = inf{z :
—PCE,P (26)

H (t+z,&) < Dg|dF, abY

i1 2 Qg2 s

dk(t)}

1 Gt
where [dﬁgl), df’g), ce dfystt)] are the measurements of engine
i up to time t.

3 Results: RUL prognostics for aircraft en-
gines

In this section, we provide the results of the developed RUL
prognostic model.
3.1 Performance criteria

We use four criteria to assess the performance of the RUL
prognostic model.

PHM challenge scoring function [29]

The Score for N engines in a testing data set is defined as:

N —€; /13 .
e -1, <0 .
Score =3 _ S, Si:{ i 150 P

=1

N,

(27)
where the error ¢; is the difference between the predicted
RUL; and the actual RUL{ of engine 1, i.e.,:

¢ =RUL; — RUL} (28)

For each engine 7 the errors ¢; are penalised exponentially.

The lower the score, the better the performance of the RUL
prognostic.

Root Mean Squared Error (RMSE)
The RMSE is defined as:

RMSE =

=1

with N the total number of engines in a training data set and
¢; is the prediction error as defined in Equation 28.

Confidence Interval for the Predicted RUL

A 95% confidence interval for the predicted RUL; of engine
i is obtained as follows:

o? )

Vg
Here, o7 is the standard deviation of the predicted RUL;

and n? the sample size of the posterior health indicator dis-

tribution after Bayesian updating (see section 2.3.1).

(RUL; 4+1.96 - (30)

Continuous Ranked Probability Score

The continuous ranked probability score (CRPS) is a metric
evaluating the obtained distribution of the RUL prediction.
CRPS is defined as follows:

CRPS (F (RUL;) , RUL?) = /

—o0

(F(Z) — lzzRULg)z dz.

(31)

Here, F(RUL;) is the cumulative distribution of the RUL

prediction and 1 is the Heaviside step function. A CRPS

value of 0 (most desirable) is obtained if the predicted distri-

bution of RUL consists of a correct point prediction with 0
variance.

3.2 Health indicator model selection

In section 2 we introduced aPCE with a general model
H™(t) = f(t, &€). In this section we specify the model f(¢,£).
Existing studies on RUL prognostics for NASA data sets
have proposed model-based prognostics using various under-
lying degradation patterns. In [11] a Wiener process and
an exponential function are used to model the engine health
degradation and the authors of [13] use a polynomial of the
second order to model the engine health degradation.

We use a third order polynomial model for our aPCE. Com-
pared with an exponential model, a third order polynomial
model allows for a higher maximum order of expansion of the
aPCE. Also, compared with a second order polynomial as in
[13], a third order polynomial fits best the sensor measure-
ments {d}\"},t € {1,...,T;},k € {1,...,K},i € {1,...,N}
and results in an improvement of 11% in terms of the PHM
scoring function.

We will model f(t,£&) with n = 3 uncertain input parame-
ters, i.e., |€] =1 x 3, as follows:

H™(t) = & — &t° — &st. (32)

Here, & is due to the fact that the measurements in the
NASA data set are available after some initial degradation
of the engines (i.e., non-zero initial degradation), the neg-
ative coefficients —€2 and —¢&3 indicate a decreasing health
of the engines. We have decided to not include a second-
order parameter, because this does not improve the model
performance in terms of the PHM scoring function (within
1% difference), while computational time is increased by 5%.

To further increase the diversity of the available measure-
ments, we make use of Bayesian calibration [30]. Through
Bayesian calibration, Gaussian noise N (0, 02) is added to a
sample of D(¢), with o being 0.01% —0.1% of the variance of
the original input parameters & [30]. For an input parameter
&,7€{1,...,n}, we set 6% to be 0.1% of the variance of an
input distribution D(&;).



Specifically, for each sample from a distribution D(&;), 5
extra data points are added by adding Gaussian noise from
a N(0,0?) distribution:

& + N(0,0.1 Var[D(&;)]).- (33)

As a result, in case of the FD002 data set the D(¢;) distri-
bution will consist of 1560 samples instead of 260 samples.
The reason to choose 5 points is a trade off between a re-
duction in speed and improvement of the performance of the
model. If more noise is added, the computational time in-
creases while the performance is not increasing significantly.
This approach results in an improvement of 23% in terms of
the scoring function.

3.3 RUL prognostics results

In this section, the RUL prognostic model results are pro-
vided.

3.3.1 PHM challenge data set

The RUL prediction results of the first two engines of the
PHM challenge testing data set are given in Figure 5. Using
the training data set, an optimal value of the failure threshold

Dy = 0.83 is obtained (see Section 2.3.1). The aPCE model
(FPCE’P (t,€)) and the corresponding standard deviation are

shown in this figure, as well as a visualisation of how the RUL
estimation is obtained.

Table 3 shows the performance of the aPCE method
in comparison with existing studies on RUL estimation
using the PHM Challenge data set. Table 3 also shows
whether the studies used a model-based (MB) or an artificial
intelligence (AI) approach to estimate RUL and whether
uncertainty quantification (UQ) is performed, i.e., whether
the distribution of the estimated RUL is obtained. The
obtained results are ranked 17" compared to the top 20
scores of the actual challenge in 2008 [31]. We note that
among the best published results, our approach is the only
one performing uncertainty quantification.

Table 3: Comparison between the arbitrary PCE method
and published results for the PHM challenge data set.

PHM MB or
Source Score Al UuQ
Peel (2008) [32] 984 Al No
Coble and Hines (2008) [13] 2500 MB No
Wang et al. (2008) [9] 5600 MB Yes
Riad et al. (2010) [33] 1540 Al No
Hu et al. (2012) [34] 1349 AI No
Wang et al. (2012) [35] 1139 MB No
Le Son et al. (2013) [11] 5500 MB No
aPCE method 1288 MB Yes

3.3.2 FDO001 & FDO002 data set

Using our approach, Table 4 shows that a score of 550 and
a RMSE of 16.7 is obtained for the RUL prognostics of the
engines in the FDOO1 test data set (for which Dy = 0.87).
The RMSE is in the middle range compared to other existing
studies, while the score is in the lower range. This is due to
the fact that 4 out of 100 engines account for 50% of the
Score. For these 4 engines, the model is not able to detect

the trend correctly leading to a relatively large error. This
will be elaborated later in Section 3.4.

The score obtained for the FD002 testing data set is 8400
with a RMSE of 25.7 (for which Dy = 0.83), which is con-
siderably larger than for the PHM challenge testing data set.
The reason for this is that this is a more complicated data
set and the number of engines in the test data set is higher.
The results in terms of the PHM scoring function and RMSE
can be found in Table 4, along with result of other researches
found in literature. It can be seen that the arbitrary PCE
method has a score and RMSE in the mid-range, which can
compete with a number of publications, but there are also
better performing publications. A reason for this might be
that the arbitrary PCE method is a model-based method,
whereas the best performing methods are artificial intelli-
gence methods, which are generally able to capture more un-
derlying relations between variables (at the cost of being a
black-box model). On the other hand, these methods do not
allow for uncertainty quantification. Also, as we have de-
veloped a model-based approach, the computational time is
low (roughly 5 minutes to train the model and determine the
RUL for all engines) and computational times of AT methods
tend to be very high. Unfortunately, computational times
are often not included in the publications and therefore, a
comparison of computational times cannot take place.

Table 4: Comparison between the arbitrary PCE method
and published results for the FD002 data set.

— FDOOL FDOOL FDO02 FDO02 MBor
Score  RMSE Score RMSE Al
E%Tj)ss[gﬁ] 216 133 2800 229 MB  No
B momowe mw
(ZQ}Balrgg) e()‘; )al[éﬂ 474 157 87000 291 AI No
(221};%% ?g )al[éﬂ 334 15 5600 251 Al No
](32e0k1t7a)s E),tg ]al- - 18.2 - 23.6 MB Yes
(L;oits)alleo] b oA A NO
Gng g o Ms - ms AL
aPCE method 550 16.7 8400 25.7 MB Yes

Analysis of engine specific RUL estimations - FD002

In this section we analyse in more depth the RUL estima-
tions for the engines in the FD002 data set. The principles
discussed here also hold for the FD0O1 data set. However,
FDO002 data set has more operational modes, making it a
more sophisticated data set.

Table 5 shows the RUL estimates for the first 12 engines
of the FDO0O02 testing data set. Engines 2, 3 and 12 have an
absolute error of 30 FC or more, while for engine 11 the RUL
is predicted exactly. It can be seen, that for engines with
a high RULY, the CRPS is higher. For example, engines
3, 4 and 6 have a RUL; of 106, 110 and 126, respectively.
Also, they have relatively high CRPS values compared to the
other engines (22.57, 17.11 and 19.73, respectively). This in-
dicates that when we have an engine with a high RUL{, the
model has more difficulty in obtaining an accurate distribu-
tion, which is indicated by a high CRPS. It can also be seen
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(a) RUL prediction is performed 54 FC after the first time
the engine is used. Estimated RUL=188-54=134 FC.
Engine 1 of PHM challenge testing data set.
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(b) RUL prediction is performed 157 FC after the first time
the engine is used. Estimated RUL=231-157=74 FC.
Engine 2 of PHM challenge testing data set.

Figure 5: RUL prediction of engines 1 and 2 of the PHM challenge testing data set.

that engine 2 has a relatively large error and a corresponding
score of 98, which is significantly higher. Engines with an
absolute error larger than 30 FC dominate the total score of
8400.

Table 4 shows that we obtain a score of 8400 using our
aPCE approach. To understand which engines out of the to-
tal 259 engines in the FDO0O02 testing data set have the highest
contribution to this score, a breakdown of the scores per en-
gine is performed. A histogram of the RUL prediction errors
for all 259 testing engines is given in Figure 6. It can be seen
that the majority of the prediction errors (> 70%) has an
absolute prediction error of less than 20 cycles. The areas
identified in Figure 6 consist of 11 engines indicating predic-
tions with an absolute error larger than 60, which account
for 60% of the total score.

Occurrences

-40 -20 )
Prediction error [FC]

Figure 6: Histogram of the RUL prediction errors of the
testing data set of the FD002 data set. The green boxes
indicate the prediction errors corresponding to 60% of the
PHM scoring function.

It has been identified that the engines with an absolute pre-
diction error larger than 60 cycles is caused by engines which
have only a few degradation measurements being available.
More specifically, the engines with a prediction error smaller
than -60 cycles (the early predictions) are also the engines
with the highest actual RUL of all engines in the data set. It
appears that the model has difficulty with handling engines
with a relatively high actual RUL (RUL{) and few measure-

ments being available. The reason for this is that during
the Bayesian updating step of the model, many samples are
being sampled as many samples fit the few available mea-
surements. As more measurements are available, the sample
diversity narrows down and the prediction of the model im-
proves.

A box plot of RUL estimates for various engines is given in
Figure 13. Here, the engines have been sorted in ascending
order based on their predicted RUL and 22 engines out of the
260 engines have been randomly selected for visualisation. It
can be seen that the boxes are small if the RUL of an en-
gine is low and starts increasing if the RUL is higher. This
illustrates that when more measurements are available (and
thus the RUL is smaller), the uncertainty associated with the
predicted RUL decreases. Furthermore, it can be seen that
outliers are mostly on the upper bound of the prediction for
engines with a high RUL. The reason for this is that the
model performs best if an initial level of degradation is ob-
served for an engine. If the model does not observe an initial
degrading trend, samples leading to a too large RUL pre-
diction are sampled more frequently because their degrading
pattern also matches the few available measurements with no
clear degradation initiation.
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Figure 7: Box plot of RUL predictions for 22 randomly
selected engines of the FD002 testing data set. The engine
numbers do not represent the engine IDs.



Table 5: Results of the aPCE prognostic model applied to the first 12 aircraft engines of the FD002 testing data set.

Engine ID RUL; RUL{ 95% C.I.  95% CI.  Std. dev Error Score  CRPS
-] [FC] [FC] low [FC]  high [FC] o, [FC] e [FC]  Sil+] [-]
Engine 1 24 18 16 31 11 6 0.82 4.73
Engine 2 125 79 121 129 30 46 98.48  25.25
Engine 3 76 106 67 84 19 -30 9.05 22.57
Engine 4 90 110 83 96 29 -20 3.66 17.11
Engine 5 22 15 18 25 9 7 1.01 5.02
Engine 6 130 155 126 134 32 -25 5.84 19.73
Engine 7 8 6 6 10 6 2 0.22 2.24
Engine 8 76 90 66 86 22 -14 1.94 10.31
Engine 9 8 11 6 11 6 -3 0.26 1.71
Engine 10 91 79 86 96 27 12 2.32 7.02
Engine 11 6 6 4 8 5 0 0.00 1.39
Engine 12 106 73 101 111 29 33 26.11  15.62

3.4 RUL estimation over time - FD002

In this section we further investigate whether the RUL esti-
mation improves as more measurements become available as
time progresses (i.e., as the RUL decreases). In other words,
we investigate whether the large errors in Figure 6 correspond

Table 6: Predictions of the RUL in flight cycles at two
points in time for the engines with the longest engine
lifetime of the selected 60 engines in the FD002 training
data set of data set.

At 1/3 of engine lifetime At 2/3 of engine lifetime

to engines for which iny a ffew measurements are a.vallable Engine | RUL: RUL® FError ¢ | RUL; RULS Error & ;Dfng'ine
and have a large engine lifetime. For this, we require run- D[] | [FC] [FC]  [FQ) FC]  [FC]  [FC) [1F Eéc]lme
to-fallu.re data, as we W.ant to 1.nv.estlgate .how the error of —53 o 78 & 73 90 15 570
an engine evolves over time until it has failed. The testing 298 95 174 79 93 87 6 261
data set engines have been truncated after a certain time 240 121 176 -55 72 89 -17 267
and therefore this data set is not feasible for this analysis. gfl é‘;b ;;Z "1129 ?‘210 ??3 (7) ggg

. .. (o 1s] = b
Therefore, we will make use of the FD002 training data set. 257 120 206 86 08 103 5 309

To train the aPCE model, 200 engines of the FD002 train-
ing data set are used. From the remaining 60 engines, six
engines with the largest engine lifetime are selected to see
how the prediction evolves over time. For demonstration pur-
poses, the evaluation of the RUL will take place at 1/3 of the
engine lifetime and at 2/3 of the engine lifetime for these six
engines. The results can be viewed in Table 6. Table 6 shows
that the model has difficulty estimating the RUL of an engine
if it has a long lifetime and only a few degradation measure-
ments are available. The predicted RUL at 1/3 of the engine
lifetime is high, but when more measurements are becoming
available, the prediction error converges to the actual RUL.
At 2/3 of the engine lifetime, the prediction of the RUL is
significantly better and will be of more value for predictive
maintenance planning.

300/ " 200
—— Predicted RUL —— Predicted RUL
—— Real RUL 175 —— Real RUL
250
150
200 - 125

To see how the prediction converges over time, the RUL
is determined for each point in time until failure. This is
done for engine #257 with a long engine lifetime (309 FC)
and for engine #249, which has a relatively shorter engine
lifetime (202 FC). The progression of the predictions can be
seen in Figure 8. From this figure, it becomes more evi-
dent that engines with a long engine lifetime require more
time before a meaningful prediction can be made. However,
it also becomes evident that eventually the prediction be-
comes accurate enough for maintenance planning, as the pre-
diction converges to the actual RUL. Therefore, for mainte-
nance planning it should be taken into account that optimal
maintenance dates might be subject to change when RUL
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(a) RUL prediction over time of engine #257 of the
FDO002 training data set.

(b) RUL prediction over time of engine #249 of the
FDO002 training data set.

Figure 8: RUL prediction over time of engine #257 with a long engine life time and engine #249 with a shorter engine
lifetime. The FD002 training data set has been used to construct the predictions. 200 engines are used for training, and
these engines are used for testing.
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(a) Estimated PDF of the RUL of engine 249
of the FD002 training data set, obtained after
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(c) Estimated PDF of the RUL of engine 249
of the FD002 training data set, obtained after
150 cycles.

Actual RUL=12

Probability [-]

20

30
RUL [FC]

(e) Estimated PDF of the RUL of engine 249
of the FDO002 training data set, obtained after
190 cycles.
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(b) Estimated CDF of the RUL of engine 249
of the FD002 training data set, obtained after

75 cycles.
Actual RUL=52
1.0
0.8
>
206
.
©
=
& 04
0.2
0.0

20 40 60 80

RUL [FC]

100 120 140

(d) Estimated CDF of the RUL of engine 249
of the FDO002 training data set, obtained after
150 cycles.
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(f) Estimated CDF of the RUL of engine 249
of the FDO0O02 training data set, obtained after
190 cycles.

Figure 9: PDFs and CDFs of the RUL estimation for engine 249 of the FD002 training data set at various instances of
time.

predictions are relatively high. On the other hand, if RUL
predictions are relatively low, there is a higher certainty that
the planned maintenance date resulting from the optimisa-
tion model is close to the real optimal maintenance date. This
holds for both engines with a long lifetime as well as engines
with a shorter lifetime. This will be tested for the engines
which will be used for maintenance planning in section 4.2.
Finally, regarding uncertainty quantification, the PDF and
CDF of the RUL estimation at various time instances for
engine# 249 of the FD002 training data set can be viewed in
Figure 9. The time instances at which the PDF and CDF are
provided are after 75 cycles, 150 cycles and 190 cycles. It can
be seen that the estimated PDF and CDF capture the actual
RUL accurately and that the variation of the distribution

11

decreases for increasing time, leading to an improvement of
the prediction precision.

4 Maintenance optimisation model for air-
craft engines

In this section the maintenance optimisation model is intro-
duces. The objective of the maintenance optimisation model
is to use the previously developed RUL prognostic model to
find optimal times to perform maintenance for aircraft en-
gines. We formulate the maintenance of an individual engine
as a Markov Decision Process (MDP) that integrates the RUL
prognostic model introduced in Section 2.3. In [43] a Markov
Decision Process (MDP) is proposed for maintenance opti-



misation of railways, taking into account RUL prognostics.
For our research, we assume that the results of the prognostic
model are true, i.e., we assume that the estimated PDF of
the RUL is trustworthy, so we can formulate a fully observ-
able MDP. When considering multiple engines, together with
constraints on the availability of the hangar for maintenance
(system level), we propose, a linear programming model (sys-
tem level optimisation).

4.1 Single component maintenance optimisa-
tion

In this section we are interested in finding an optimal action
a” at an optimal time ¢* with associated costs C* [43]:

(a™,t") = arg aer,{ll,ltneTCm(m t) + Cr(a,t), (34)
O = min Cnl@)+CeD, )

where A is the set of possible maintenance actions and the
set T consists of the possible times when maintenance can
be planned. Furthermore, Cp,(a,t) accounts for the main-
tenance costs if maintenance is performed at time ¢ and
C:(a,t) are costs associated to the risk associated with wast-
ing the useful life of an engine and the risk of having a
component failure (unscheduled replacement). We formu-
late a Markov Decision Process (MDP) to solve this problem
and find an optimal time for maintenance for a component.
The Markov Decision Process is formulated as the tuple :
M = (S, A, P,R,~), where S is the state space, A is the ac-
tion space, P contains the state transition probabilities for
going from state s € S to s’ € S when taking some action
a € A, R is the reward received when taking an action in a
certain state and ~ is a discount factor which is used to dis-
count future rewards of the MDP. We consider a discrete-time
system with time steps of At FC to find the optimal action
a given the component is in state s at time ¢, i.e. to find the
optimal time ¢* to perform maintenance for this component.

State Space

We consider the state space S =[1 2 N;]T for an en-
gine i, where state 1 indicates that this engine is new, the final
state N; indicates that the engine has failed. The intermedi-
ate states 2,..., N5y — 1 indicate an increasing degradation of
the health of the engine. We consider N; — 1 levels of degra-

dation where degradation level j € {1,2,... N, —1} is defined
based on the health indicator HfCE’P(t) at time ¢ for engine

i and failure threshold Dy (see section 2.2) as follows:

Engine ¢ in state j € {2,... Ns, — 1} at time ¢ if :
—=PCE,P

H; to) — D . —PCE,P
Dy + ]\(] ) L. (N,—j)<H, (t) (36)
—PCE,P
H; 7 (to)— D .
<Dy+ o) Lo(Ng—j—1).
N;
For state 1 and N, respectively, we have:
Engine ¢ in state j = 1 at time ¢ if :
+PCE,P B - (37)
D+ H; (to) — Dy (N < H;DCE,P(t).
Ns
Engine 7 in state j = N at time ¢ if :
_ FPOPP (1) — (38)
YT (0) < Dy + =P v, ),
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An overview of the state space definition is given in Fig-
ure 10, where the total number of states N, is equal to 5.
The time that a new state is entered based on the engine HI
is provided on the x-axis.
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Figure 10: Overview of state definition with respect to time
and the health indicator. Here, Ns = 5. State 1 is entered
at t=0.

Action Space

We define the following set of actions in the action space:

A = {Do Nothing (DN), Do Maintenance (DM)}.  (39)

Transition Probabilities

The state transition probability p(siya; = j|s:) is derived
from the probability densities of the RUL prognostics ob-
tained in section 3. Here, D(H“®" (t + At,£)) is the dis-
tribution of the health indicator of engine i at time ¢t + At
resulting from the aPCE prognostic model (see section 2.3).
We obtain this estimate at time t:

D(HPCE,P

7

PDF of HI at time ¢ + At : (t + AL, £)).

The probability of going from one state s; at time t to
another state s’ at time At, given that action ”Do Nothing”
is taken is as follows:

(40)

p(siyns =J | st,a = DN) = P(HF PP (t + At)
—PCE,P
H;, 7" (te) = D .
<Dy + ]\(;O) L (N —j)) = P(HFOP P (t + At)
—PCE,P
H, %" (to) = D .
<Dj+ ) =Dt (N~ - 1),

(41)

Here, s; is the currently considered state at time t and
the next state j can be any state ranging from the current
state until the final state N,. This is the probability that the
health indicator of an engine ¢ corresponds to a new state j if
one of the conditions provided in Equation 36, Equation 37
or Equation 38 is met for a new state 52+At = j at time
t+ At.

The probability that the engine fails at time t + At, given
that the engine is in state s; at time ¢ and the action ”"Do
Nothing” is taken, is defined as:

Ny | ss,a = DN) = P(HP PP (1 + At) < Dy).
(42)

p(5;+At



When an engine i is in state s; at time ¢ based on the esti-
mated health indicator H rer, P(t) at time t, and action ”Do
Maintenance” is taken, the transition probability of going

from state s; to state sj« = 1 is as follows:

p(si =1 81,0 = DM) = 1—p(s}- = Ns | st,a = DM) (43)

This probability is defines as 1 minus the probability of failure
before the planned maintenance time.

Lastly, the probability that an engine ¢ fails at time t*,
given that the engine is in state s; at current time ¢ and
action "Do Maintenance” is taken, is defined as:

p(si = N, | st,a = DM) = P(H PP (") < Dy),  (44)

where P(HPCE P (t*)) is the health PDF of the engine health
indicator at the time of maintenance t*.

Finally, as an example, when determining the RUL prog-
nostic for engine #249 from the FD002 training data set, the
aPCE model estimates the engine health and corresponding
state distributions as shown in Figure 11. The difference be-
tween the engine health PDF and the state PDF is due to the
fact that we assume that we can either stay in a state or move
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(a) Health indicator PDF (D(H; HFPCE: P(t + At £)))
obtained after t=100 FC and estimated for t=120 FC.
The engine health indicator at ¢ = 100 is:

ﬁfCE’P(t = 100) = 4.60, the corresponding state is 6.
The actual HI at t=120 FC is 4.28, indicated in the

figure.
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(c) Health indicator PDF (D(H “FF (¢ + At, £)))
obtained after t=150 FC and estimated for t=170 FC.
The engine health indicator at ¢ = 150 is:

ﬁf)CE’P(t = 150) = 3.38, the corresponding state is 20.
The actual HI at t=170 FC is 2.66, indicated in the

figure.

forward to the next state, but we can not move backwards,
as stated earlier in this section. More specifically, if the dis-
tribution D(H®F (t 4 At, £)) has a non-zero probability of
moving to a previous state, we assume that this probability
is equal to staying in the current state at time t.

Reward Function

A reward is received depending on the action taken. First,
if the action taken at time ¢ is ”Do Nothing”, a reward of
—C'.dn is obtained. These costs capture the risk of having
the engine fail at time ¢t + At. If a failure occurs at time
t + At, a large negative penalty of —osqs is incurred.

Finally, if the action taken at some time ¢ is " Do Mainte-
nance”, then the reward incurred is:

R(a= DM, s;,511a¢) = —C = —(Cr + Crp), (45)

where C), is the cost of performing preventive maintenance,
and C.p is the cost of wasting the useful life of the engine.
We summarise the reward function as follows:
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(b) State PDF obtained after t=100 FC and estimated
for t=120 FC. The engine health indicator at ¢ = 100 is:
HPCE P(t 100) = 4.60, the corresponding state is 6.
The actual state at t=120 FC is 9, indicated in the
figure.
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(d) State PDF obtained after t=150 FC and estimated
for t=170 FC. The engine health indicator at t = 150 is:
HIE P(t 150) = 3.38, the corresponding state is 20.
The actual state at t=170 FC is 28, indicated in the
figure.

Figure 11: Example of the health indicator PDF (D(H®F (t + At, £))) and corresponding state PDF obtained at two
moments in time after At = 20 FC for engine #249 of the FD002 training data set. Here, N; = 50.



-C If a = DM and sy a; # N
R(aasta‘s;-&-At) =q a1 siia = Ns
—Cran If a=DN and s a, # Ns

(46)

The costs of performing planned maintenance C,, are con-
stant and account for costs for personnel, preparing mainte-
nance and executing maintenance. The costs related to the
risk Cr,, are engine and time specific. The formulation of the
costs associated with the risk of planning maintenance are as
follows:

Crp =P (HOPP () > Dylst) Cup((RULic + ) = £°)%,

(47)
where the first term is the conditional probability that the
health indicator of engine i is larger than the defined fail-
ure threshold Dy at the potential maintenance date ¢t* given
that the current health of the engine corresponds with state
st, which means that the useful life of the engine might be
wasted. Also, Cy)p is the penalty cost for wasting one life
cycle of the engine. These costs are multiplied by the dif-
ference between the predicted time of failure RUL;: + ¢ (as
defined in section 2.3) and the potential time of maintenance
t*. This cost penalises the fact that the maintenance action
cannot be performed at the time when the RUL prognostic
indicates that the engine is expected to fail. The larger the
difference between RUL;  +t and t*, the higher the penalty
(squared term).

We consider a negative reward —C' 4, when taking action
”Do Nothing” at some time t. This corresponds with the
risk that the engine fails at time ¢ + At. These costs are
formulated as:

Cran = P (H,L-PCE’P(t L At) < Dy | st) aran,  (48)

where the first term is the conditional probability that a
failure occurs at the next time instant t+ At given the current
state s;. The penalty aqi is incurred when an engine fails
( see also Equation 46).

Solution method

The MDP is solved using the Bellman equation and the value
iteration algorithm which is solved using dynamic program-
ming. The Bellman equation is [44]:

) } - (w9)

The solution to this equation is an optimal maintenance
policy for an engine, i.e., it specifies in which state corre-
sponding to time ¢ should maintenance be performed and
in which state corresponding to time ¢ should maintenance
not be performed for each state s € S. The value iteration
algorithm is a widely used algorithm to solve MDPs but it
is also relatively inefficient algorithm for large problems.
However, the current problem size is not limiting an ade-
quate computational effort (1 to 2 seconds to determine an
optimal maintenance time for an engine) and therefore, we
use this algorithm.

’
t

V(st) = max {R(st,a) —|—’yZ/P (st | se,a) V(s
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4.2 Single Engine maintenance optimisation -
Results

We use the FD002 training data set because run-to-failure
data is required to determine the optimal time of mainte-
nance at various points in time. We use 77% (200 engines)
of the data set for training the aPCE model and we use the
remaining 23% (60 engines) to test the maintenance opti-
misation model. We first briefly present the results of the
prognostic model on the selected 60 engines for testing after
which we give the results of the maintenance optimisation
model.

Results- RUL prognostics using aPCE

In Figure 12, the RUL progression over time of the selected
N = 60 engines is given after applying the aPCE prognostic
model described in section 2.3. Again, it can be clearly seen
that the prediction performance increases over time and that
engines which have a long time before failure experience a
larger error (predicted RUL is smaller than the actual RUL).
It can also be seen, that all engines eventually converge to
the actual RUL.
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Figure 12: RUL progression over time for all 60 selected
engines of the FD002 training data set

Also, the progression of the RMSE over time can be seen
in Table 7. We also include the mean average error (MAE)
MAE = Zf\;l €?/N, with prediction error ¢; of engine i as
defined in section 3.1. The progression of the RMSE and
MAE corresponds with what we see in Figure 12 and earlier
statements made about the prediction performance improv-
ing when more measurements are available (and the time
before failure is smaller).

Table 7: RMSE progression over time for all 60 selected
engines of the FD002 training data set

Time before failure [FC] | 10 25 50 100 150 200
RMSE [FC] 58 10.7 17.7 253 333 604
MAE [FC] 44 79 132 197 261 566

Finally, a box plot for various instances for engine #249
in time can be found in Figure 13. This also shows how
the uncertainty over time progresses and confirms that the
prediction is accurate at all times and increases in precision
over time.
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Figure 13: Box plot over time for engine #249 of the FD002
training data set.

Results of the maintenance optimisation model

The parameters of the MDP model are stated in Table 8.
Furthermore, we assume that C,, = 50 MU, Cy, = 5 MU
and arqqi = 500, which are cost parameters derived from [17,
18, 43] where similar cost parameters are assumed.

Table 8: MDP parameters - maintenance optimisation
component level.

Parameter Value Unit Description

Qfail 500 - Failure penalty

¥ 0.99 - Discount factor MDP
|S| 50 - Number of states

At 1 FC MDP time step

The model is executed for several engines for varying times
to determine the optimal time of maintenance. In Table 9
the optimal MDP time t* at which maintenance should be
performed is given for engines #211, #212, #213, #214 and
#249 at different RUL prediction times. Measurements of
the engine health indicator are available up until this time.
The optimal state for which the action is ” Do Maintenance”
is indicated, as well as the aPCE prognostic health indicator
""" (1, ¢) at the optimal MDP time ¢*. The aPCE RUL
prognostic estimation (RUL;) (see section 2.3) and the actual
RUL (RULY) are given. Finally, two errors are provided. The
first is the error of the optimal MDP time of maintenance t*,
defined as:

m *
€; =t

~T (50)

where T; is the actual failure time (or actual optimal time to
perform maintenance). The second error ¢; is the difference
between the predicted RUL and the actual RUL of an engine
i1, as was defined in section 3.1. Let us consider the first
entry of the results of engine #211 evaluated after 53 FC
(measurements up until 53 FC are present). Engine #211
has an actual life time (or failure time) 7; of 214 FC. It can
be seen, that the optimal time to do maintenance t* is after
181 FC, corresponding to state 46, while the estimated engine
health indicator at that time is 1.15. After 53 FC, the aPCE
RUL prognostic model has a RUL estimation of RUL; = 137,
while the actual RUL is equal to RUL; = 161.

For engines #211, #212 and #214 it can be seen that when
an engine is relatively young, both errors ¢; and €;* are large
and but when they are nearing their end of life time the errors
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are significantly smaller. This behaviour is similar to the
behaviour described in section 3.3.2, which showed that RUL
predictions become more accurate if more measurements are
available and the time until failure is small. On the other
hand, engine #213 has a consistent prediction accuracy at all
time instances when looking at €j*. For the error ¢, of engine
#249, it can be seen that it is also consistently accurate over
time. It can also be seen, that for all engines at all times €;" <
€;. This is due to the fact that the MDP model tries to find
an optimal time of maintenance by minimising costs, which
are minimal if a failure is avoided and waste is minimised.
Because the model experiences uncertainty, it is favoured to
bring the optimal time of maintenance forward. This can also
be derived by looking at the values of FPCE’P(t*7 &), which
are higher than the failure threshold (D; = 0.83).

Regarding the states, it can be seen that the optimal state
is not constant for various times and they differ per engine.
The reason for this is that state boundaries as defined in
section 4.1 are engine specific and time specific, meaning that
they differ per engine but also for a different inspection time.
As time progresses, optimal states also change because more
measurements are becoming available and the uncertainty is
decreased.

It has been demonstrated that the prognostic model and
the component level optimisation model have an increased
performance if time progresses and therefore, it is convenient
to adapt a rolling horizon approach for the case study. This
means that the maintenance schedule is updated at a certain
interval and fixed for a certain amount of days from this
point. This approach facilitates that maintenance dates are
not fixed at the beginning of their operational life but rather
at the end of their life when more data is available and a
more accurate optimal maintenance time is found. However,
it should be taken into account that the horizon is not too
short, as it is more convenient to have a schedule fixed as
soon as possible with as little disruptions as possible. This
will be addressed in section 5.

4.3 Multi-engine maintenance optimisation

We have found the component level optimal maintenance
times for individual engines. Now these optimal maintenance
date times for individual engines are integrated into a system
level maintenance. It is assumed that we have a set of £ of
operational aircraft engines operating at one point in time
which each have an optimal maintenance date and should be
integrated in a maintenance schedule. The driving constraint
of this model is that we have limited hangar availability for
engine replacements. The system level optimisation and in-
tegration is formulated as a linear programming model.

Linear Programming Formulation

First, we define the sets, decision variables and parameters
of the linear programming model. Let us define I as the set
containing all considered aircraft engines. Furthermore, we
have set T" containing all potential days at which maintenance
can be planned. Next, we consider the following decision
variable w; ¢:

Wit = {

1, engine: € [ is assigned to day t € T

)

(51)

o

,  otherwise.



Table 9: Results of the MDP maintenance optimisation model for 5 engines. The model is evaluated at different times
(RUL prediction time). The optimal state and time to do maintenance t* are provided as well as the MDP error €;".
Results of the aPCE RUL prognostic model are provided as well.

RUL Optimal HPCEP Optimal aPCE RUL® Error Error
Engine i [-] prediction state when (t*,¢) MDP time RUL; [FC] i m €;
time [FC] a=DM [-] [-] (t*) [FC] [FC] [FC] [FC]
53 46 1.15 181 137 161 -33 -24
73 46 1.16 187 123 141 =27 -18
93 46 1.15 185 101 121 -29 -20
Engine ¢ =211 113 46 1.16 204 100 101 -10 -1
(actual lifetime 133 46 1.16 216 93 81 2 12
T, =214 FC) 153 46 1.15 215 71 61 1 10
173 45 1.24 210 48 41 -4 7
193 45 1.24 212 30 21 -2 9
213 48 0.99 213 5 1 1 4
37 46 1.20 189 161 112 40 49
Engine i = 212 57 45 1.28 186 138 92 37 46
(actual lifetime 77 46 1.19 183 115 72 34 43
T, =149 FC) 97 45 1.27 166 78 52 17 26
117 44 1.38 144 37 32 -5 5
137 43 1.48 141 14 12 -8 2
49 46 1.18 193 153 147 -3 6
69 46 1.19 193 133 127 -3 6
Engine i = 213 89 46 1.18 186 106 107 -10 -1
(actual lifetime 109 46 1.18 209 109 87 13 22
T, =196 FC) 129 45 1.27 195 76 67 -1 9
149 46 1.18 220 82 47 24 35
169 45 1.27 206 48 27 10 21
189 45 1.26 196 17 7 0 10
36 46 1.11 173 145 110 27 35
Engine i = 214 56 45 1.17 170 123 90 24 33
(actual lifetime 76 45 1.17 163 97 70 17 27
T, =146 FC) 96 45 1.17 170 83 50 24 33
) 116 44 1.23 146 39 30 0 9
136 43 1.30 135 9 10 -11 -1
50 45 1.25 183 142 152 -19 -10
70 45 1.24 172 111 132 -30 -21
. . 90 45 1.24 193 113 112 -9 1
ng:;i fif_etiige 110 45 1.25 191 91 92 -11 -1
T, =202 FC) 130 45 1.25 193 73 72 -9 1
150 45 1.25 195 55 52 -7 3
170 45 1.25 196 37 32 -6 5
190 45 1.25 197 17 12 -5 5
Objective function .
i PCE,P
We formulate the objective function as follows, where the Piate = P(H, (t) < Dy)evate (54)
costs of planning maintenance are minimised: _
plea'rly = P(HzPCE’P(t) 2 Df)aearly- (55)

min Cj, = E E Wit * Cit

i€l teT

(52)

The costs are minimal for the optimal maintenance date
obtained through the MDP model. We define the costs ¢; +
associated with planning maintenance in the objective func-
tion as follows:

Cijt = p%ute(t - t*)+ + p(iia'rly (t* - t)+

Here, t* is the originally planned maintenance date found
during the component optimisation and ¢ is a potential new
date. (x)" is defined as z if z > 0 and 0 otherwise. The
first term (pl,,.) accounts for costs of rescheduling mainte-
nance to a later time, while the second term (pimly) accounts
for rescheduling maintenance to a time before the originally
planned maintenance date:

(53)
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Plase is a function for rescheduling to a later date which
consists of a penalty for postponing ayqi. multiplied by the
probability that failure occurs before the newly considered
maintenance date ¢, determined from the health indicator dis-
tribution D(H“®F(t,£)) used in section 4.1 as well. Pharty
(see Equation 55) is a function for planning earlier than
the original date which consists of a penalty aeqriy multi-
plied by the probability that failure does not occur before
the newly potential maintenance time. Notice that we de-
fine ajate > Qeariy S0 that rescheduling to an earlier date is
favoured over scheduling to a later date.

Constraints

Finally, we define the following constraints. The first con-
straint guarantees that each engine ¢ € I should be scheduled



exactly once:

S wig=1 Viel (56)
teT

The second constraint ensures that the hangar availability

Q is not exceeded for each t € T for the entire optimisation

horizon and is defined as follows:

dwii<Q VteT

iel

(57)

5 Case study

The goal of this case study is to simulate a pool of aircraft
engines over a finite time horizon and determine an optimal
maintenance schedule by implementing the prognostic model
and the maintenance optimisation model. This model will
then be compared to alternative maintenance strategies in
section 6 in order to quantify the benefits of the developed
approach. The FD002 training data set is used for the simu-
lation, as this data set contains run-to-failure data. Similar
to section 4.2, we will use 77% (200 engines) of the data set
for training and the remaining 23% (60 engines) for the actual
case study simulation.

5.1 System description

We initiate a pool of E engines operating at a single point in
time. The age of each engine at the beginning of the simula-
tion is drawn from a U(0,T;) distribution to give variability
to the problem, where T; is the failure time of an engine 1.
It is assumed that each aircraft is operating W cycles per
week. It has been demonstrated that our prognostic model
improves if more measurements are available and therefore,
we adapt a rolling horizon approach. A new RUL prognos-
tic (see section 2.3) and optimal maintenance date (see sec-
tion 4.1) for an engine 7 is obtained every t;,s days. If main-
tenance should be planned within a horizon of P; days, the
proposed maintenance strategy resulting from the MDP opti-
misation is accepted and maintenance is scheduled. Then, in
order to see if the there is a maintenance opportunity avail-
able at this date, the system level optimisation using linear
programming as described in section 4.3 is applied. If main-
tenance should not be planned within P, days, the proposed
date is rejected and we evaluate again after ¢;,s days. When
an aircraft engine is maintained, the old engine is replaced
with an engine in the as-good-as-new state. This process is
applied until the simulation horizon time T}h,, is reached or
no more engines can be replaced because the data is limited.
The parameters for the simulation can be found in Table 10.
Here, MU is short for monetary units, the currency that will
be used for the case study. As outlined in section 4.2, the
cost parameters have been derived from the authors of [17,
18, 43].

Furthermore, the additional parameters of the MDP model
have already been given in section 4.1, only now At has
changed from 1 FC to 1 day. Finally, the parameters which
are specific for the optimisation on the system level are given
in Table 11.

RUL maintenance strategy cost function

We define a new cost function for the developed RUL-
maintenance strategy in order to develop a consistent costs
framework for the simulation so a comparison with other
strategies using a similar costs framework can be performed.

Table 10: Case study parameters

Parameter Value Unit Description
B 20 ; Nur.nber of op.eratlonal
engines at a time
Q 1 - Hangar availability
W 10 Flights /week F'hghts per week per
aircraft
At 1 day MDP time step
tins 14 days Time bet.ween RUL
prognostic updates
tm 1 day Maintenance duration
Thor 300 days Simulation horizon
Py 21 days Maintenance planning horizon
o 250 MU Cgrrect1ve maintenance
costs
Preventive maintenance
Cm 50 MU
costs
. Costs for wasting 1
Cup 5 MU/cycle useful lifecycle
Caoc 75 MU /day Costs for aircraft

on ground

Table 11: Case study parameters - maintenance
optimisation system level.

Parameter Value Unit Description

Penalty for postponing planned
Alate 100 - .

day of maintenance

Penalty for preponing planned
Qearly 50 -

day of maintenance
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The cost function for the RUL-maintenance strategy is as
follows:

I
CruL-m = Z (Cm + Cup (Ty — 7)) - 6 (T1 > t7)

=1

+ (Cf + C1AOG (tpost,i -

(58)
T;))-6(T; <t").

Here, C,, is the cost of performing preventive mainte-
nance, C is the cost of performing corrective maintenance
and Caocg is the aircraft on ground (AOG) cost which
is nonzero if failure occurs and maintenance cannot be
performed because of hangar unavailability. Cy,), is the cost
for wasting one cycle of a component because maintenance is
planned too early. T; is the true failure time of engine ¢ and
tpost,i 1S the new maintenance date of an engine ¢ in case of
an AOG situation. Finally, §(z) = 1 when z is true and 0 else.

5.2 RUL maintenance strategy results

The schedule of the first 100 days is provided in Table 12.
It provides information about the day that maintenance is
scheduled and the optimal day at which maintenance should
have been scheduled. Furthermore, it is indicated whether
a failure occurred or not and how many useful flight cycles
have been wasted. Also, a cost breakdown is provided.

It can be seen that using the settings which have been
stated in section 5.1, result in a schedule without failures
during the first 100 days and that the wasted life cycles are
significantly lower than the errors found in section 3.3.2 where
we provided the results of the prognostic model. This is due
to the fact that the schedule is fixed every 14 days for the
next 21 days. It can be seen that engine 203 corresponds with
the highest error of 21 FC. For these 15 engines, a RMSE of
11 FC is found, significantly lower than for the FD002 testing



Table 12: Optimised maintenance schedule for a pool of aircraft engines for 100 days.

. Planned Failed Initial age Optimal Wasted AOG Corrective Preventive Wasted life Total
Engine ID . . .
[ date Engine engine date life costs m. costs m. costs costs costs

[day] [-] [FC] [day] [FC] [MU]  [MU] [MU] [FC] [MU]

Engine 213 15 No 174 16 2 0 0 -50 -10 -60
Engine 256 25 No 117 33 12 0 0 -50 -60 -110
Engine 248 29 No 184 36 10 0 0 -50 -50 -100
Engine 231 37 No 82 44 11 0 0 -50 -55 -105
Engine 235 38 No 117 47 13 0 0 -50 -65 -115
Engine 233 42 No 124 46 7 0 0 -50 -35 -85
Engine 229 43 No 113 45 3 0 0 -50 -15 -65
Engine 203 51 No 177 65 21 0 0 -50 -105 -155
Engine 245 73 No 131 86 19 0 0 -50 -95 -145
Engine 212 77 No 34 81 6 0 0 -50 -30 -80
Engine 237 83 No 86 87 6 0 0 -50 -30 -80
Engine 205 90 No 59 98 12 0 0 -50 -60 -110
Engine 225 91 No 24 93 3 0 0 -50 -15 -65
Engine 219 99 No 15 99 1 0 0 -50 -5 -55
Engine 240 100 No 111 109 14 0 0 -50 -70 -120

data set (RMSE=25.7 FC). Also, it can be seen that using the
current case study parameters no AOG events are present.

It is noted that during this time frame of 100 days two
clashes occur of engines requiring maintenance on the same
day. The system level optimisation model is used for planning
of these engines. Engine 233 and engine 229 both have their
optimal maintenance time on day 43. However, the probabil-
ity of failure of engine engine 233 is larger at day 44 (p=0.25)
than the probability of failure of engine 229 (p=0.11). Also,
as the penalty for postponing is larger than the penalty for
bringing forward, the model decides in this case to bring en-
gine 233 forward to day 42. If a clash of only two engines
occurs, it is often the case that one of the two engines is
brought forward, but if more than 2 engines clash, the sys-
tem optimisation model is more likely to postpone an engine
as well. Another clash occurs between engine 205 and engine
225. Both are scheduled at day 91, but although the optimal
day for engine 205 is later than for engine 225, engine 205 is
brought forward. This is due to the fact that the prediction
for engine 205 experiences a higher uncertainty and a higher
probability of failure at day 92 (p=0.28 for engine 205 and
p=0.21 for engine 225).

Next, the results of the entire simulation are analysed. The
schedule of the engines for 300 days can be viewed in Fig-
ure 14. Here, the predicted optimal maintenance time is
shown at which maintenance is planned. Furthermore, the
actual optimal maintenance time is shown as well as a ref-
erence. Ideally, the predicted optimal date and the actual
optimal date are equal, but the predicted optimal time also
encounters uncertainty. Therefore, with the current param-
eters the model is rather conservative as no failures occur
and some useful cycles are wasted. This will be analysed in
section 6.3 with a parameter sensitivity analysis.

Furthermore, the results of the case study for the RUL
maintenance strategy can be found in Table 13. It can be
seen that more than half of the costs are associated with
wasting useful cycles and the other half is associated with
the costs of performing preventive maintenance and no costs
are related to failures or aircraft on ground costs. The root
mean squared error, defined and used in section 3.3.2, is equal
to 11.9 FC. This is significantly lower than the RMSE found
when testing the prognostic model on the FD002 testing data
set (RMSE=25.7 cycles), due to the fact that more measure-
ments are available during the case study when decisions are
made. The current presentation of results does not provide
a good insight into how the developed model compares to
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existing maintenance strategies. Therefore, in section 6 we
will develop three other (existing) maintenance strategies so
we can compare our model and see the benefits of our model.

6 Comparison with alternative mainte-
nance strategies

In this subsection, three alternative maintenance strate-
gies are provided which will serve as a means to compare
the performance of the developed RUL-maintenance strategy.

6.1 Development of alternative maintenance
strategies

Periodic MTTF maintenance

Periodic mean-time-to-failure maintenance (PM-MTTF) is a
maintenance strategy where components are replaced at fixed
intervals. For this research, we use the mean-time-to-failure
(MTTF) derived from historic data to determine the intervals
at which replacement should occur, which has also been used
in [17]. Their definition is as follows [17]:

+
:| . tins

Here, Tr is the MTTF derived from historical data (the train-
ing data set) and tins is the RUL prognostic update interval
as described in section 5.1. In this case, [z]T is defined as
the upper integer of x. The costs of periodic maintenance
are consistent with the costs for the RUL maintenance strat-
egy as described in section 5.1. The costs of the periodic
maintenance strategy for all engines are then as follows:

Tr

tins

Ton = [ (59)

I
Cpm = Z (Cm + Cup (Ti —TpPni)) - 6 (Ti > Trnryi)

=1

+(Cr + Caoc (tposti — Ti)) - 0 (Ts < Tparyi),

(60)

where Tpa,; is the time at which periodic maintenance is
planned for an engine i.
Run-to-failure maintenance

Run-to-failure (RTF) maintenance means that only correc-
tive maintenance is performed when the component has failed
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Figure 14: Aircraft engine maintenance schedule after applying the RUL maintenance strategy.
Table 13: RUL maintenance strategy case study results and a simulation time horizon of 300 days.

Scheduled Unscheduled Wasted  Preventive Corrective Wasted life  AOG Total
replacements [-]  replacements [-] life [FC] m. costs [MU] m. costs [MU] costs [MU] costs [MU] costs [MU]
40 0 422 2000 0 2110 0 4110

and maintenance is performed immediately if availability al-
lows for this. The costs associated with this strategy are
defined as:

I
Crrr = Z Ct + Caoc (tpost,i — Ti) -

=1

(61)

Here, only corrective maintenance costs C'y and aircraft on
ground costs C'aog are taken into account.

Perfect RUL maintenance

Finally, perfect RUL maintenance is considered where it is
assumed that perfect RUL prognostic information is available
and maintenance is performed just before the actual time
of failure. Next to preventive maintenance costs, we also
consider costs of wasting useful life in the case that several
engines require maintenance simultaneously and one needs to
be brought forward. The costs are defined as follows:

I

CPerf]\l = Z C’m + pr (Tz - tpre,i) ) (62)
i=1

where tpc,; is the date that maintenance is being performed

in the case that performing maintenance just before T; is not

possible because of hangar unavailability.

6.2 Comparing RUL maintenance with alterna-
tive strategies

The results of the other three strategies and the developed
RUL maintenance strategy are given in Table 14. Also, an
overview of the results is provided in the form of a bar chart in
Figure 15. The perfect RUL maintenance strategy serves as a
baseline of the ideal world, which we are trying to accomplish.
It can be seen that with the current case study parameters,
the RUL maintenance strategy outperforms the MTTF-PM
strategy and the RTF strategy. The MTTF-PM strategy and
the RTF strategy are roughly 2.9 and 2.5 times more costly
then the RUL maintenance strategy. Furthermore, the RUL
maintenance strategy is roughly two times as expensive as the
costs in the ideal world. This is due to the fact that there
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is still uncertainty in the predictions, leading to still some
wasted useful life (422 FC for 40 engines) which accounts for
half of the costs. However, the amount of wasted life of the
RUL maintenance strategy is significantly lower than for the
MTTF-PM strategy. Waste has been reduced by a factor of
2.5 compared to the MTTF-PM strategy, while the MTTF-
PM strategy also has 22 failures (failures have 0 waste). Also,
6 cycles have been wasted for the perfect RUL maintenance
strategy because some engines required maintenance at the
same day which resulted in engines maintenance dates being
brought forward.

It can also be seen that the MTTF-PM strategy is more
detrimental than the RTF maintenance strategy. This is due
to the fact that approximately half of the engines requires
a corrective repair and on top of that, the other half of the
engines have many wasted useful life. The reason for this is
that the lifetime of engines varies significantly and the MTTF
can differ significantly from the actual time-to-failure. This
can be viewed in Figure 16 as well, where the schedule of
the MTTF-PM strategy is displayed. The engines requiring
corrective repair are indicated with black dots here. It can
be seen that indeed the wasted life for engines which have
not failed is significantly larger than the errors that were
observed in Figure 14. This is also supported by the RMSE
of 66.8 FC, which is significantly higher than the RMSE of
the RUL maintenance strategy (RMSE=11.9 FC). Also, these
two strategies are experiencing AOG costs due to the fact
that engines fail on the same day. This leads to aircraft for
which maintenance needs to be postponed while they cannot
fly.

On overall, it can be concluded that using these simulation
parameters the RUL maintenance strategy shows benefits in
terms of costs and reducing the number of failed engines com-
pared to existing strategies. The model still encounters some
uncertainty leading to wasting useful life, however, it is sig-
nificantly lower than the MTTF-PM strategy. This is in cor-
respondence with results found by the authors of [17], from
which the cost functions have been derived.



Table 14: Case study simulation results for a pool of aircraft engines for 4 different maintenance strategies and a
simulation time horizon of 300 days.

Strat Scheduled Unscheduled Wasted  Preventive Corrective Wasted life  AOG Total
ategy replacements [-]  replacements [-] life [FC] m. costs [MU] m. costs [MU] costs [MU]  costs [MU] costs [MU]
RUL maintenance 40 0 422 2000 0 2110 0 4110
MTTF PM maintenance 18 22 1011 900 5500 5055 450 11905
RTF maintenance 0 40 0 0 10000 0 225 10225
Perfect RUL maintenance 40 0 6 2000 0 30 0 2030
TO0TT a0
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Figure 15: Bar chart of the case study results with a simulation horizon of 300 days. The left figure corresponds to the
strategy costs, the middle figure corresponds to the total number of wasted cycles and the right figure corresponds to the
number of unscheduled replacements (failures).
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Figure 16: MTTF-PM strategy maintenance schedule with a simulation horizon of 300 days.

6.3 Sensitivity analysis

In this section we will provide a sensitivity analysis. It was
stated that the cost parameters were derived from literature
and therefore due to unavailability of real data and there-
fore, it is interesting to see the effect of varying these cost
parameters on the performance indicators. The effect of vary-
ing model parameters will be performed for all maintenance
strategies.

Figure 17 displays the effect on varying aqq, the failure
penalty of the MDP. It was presented in section 4.2 that ini-
tially this parameter was equal to 500. It can be seen in the
figure that the effect of varying this penalty does not have
an effect on the other strategies except for our RUL strat-
egy because the parameter is specific for the MDP. From
this analysis, it can be seen that there would be actually an
optimum in terms of minimisation of costs for airq4 being be-
tween 400 and 1000. If a4 is increased, it can be seen that
the number of wasted cycles increases significantly and the
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number of failures converges to 0. Therefore, the model can
be easily adjusted to the needs of a potential user by chang-
ing afqi, where a high arqs allows for the absence of unex-
pected failures leading to a safer approach and a lower afqq
allows for a reduction in costs while the risk of unexpected
failures increases. Although RUL maintenance outperforms
PM clearly, RUL maintenance is still more expensive than
perfect RUL maintenance. This is due to the fact that our
RUL maintenance strategy still experiences uncertainty and
the RUL cannot be perfectly predicted. The difference in
costs can therefore be attributed to extra waste costs if no
failures occur.

In Figure 18 the cost of preventive maintenance C,, is var-
ied. Here it can be seen that the rate at which the total
costs are increasing is similar for the RUL maintenance strat-
egy and the perfect RUL maintenance strategy, but the PM
strategy has a slower rate. This is due to the fact that many
corrective failures occur for PM and as a result, raising pre-
ventive costs has a lower share in total costs. Also, it can
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Figure 17: Sensitivity analysis for varying the MDP failure penalty afq:. The left figure corresponds to the strategy costs,
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be seen that for small values of C,, (<50), the total number
of wasted cycles is roughly constant, but a decreasing trend
occurs for larger values of C,, (>50). The reason for this
is that when C,, increases and the failure penalty remains
constant, the price of taking more risk is reduced. Therefore,
maintenance is generally planned later, closer to the perfect
time of maintenance at the risk of more failures. For smaller
values of Cy, it is not worthwhile to plan more conservatively
and C\yp becomes the most dominant cost parameter, lead-
ing to a stagnation. Finally, it can be noted that the costs of
the RUL maintenance strategy are higher than for the RTF
strategy if Cy, is equal to Cp. It would in this case actually
be more favourable to let engines fail, but the model is still
in favour of planning maintenance and having wasted cycles
instead. The reason for this is that the model implicitly as-
sumes that planning maintenance is always more favourable
than letting engines fail.

Finally, it can be seen in Figure 19 what the effect is of
changing the cost of wasting a useful life cycle Cyp. It can
be seen that for RUL maintenance the costs are increasing
for increasing Cwp and that at a certain point, it is more
worthwhile to let engines fail because planning on time leads
to too many wasted cycles, leading to a higher cost. PM
results in many wasted life cycles and therefore the cost rate
is higher. The actual cost relation between wasting a useful
life cycle and the cost of performing maintenance is unknown.
However, the lower this cost would be, the closer the model
is to the perfect RUL maintenance strategy, while PM and
RTF maintenance still are considerably larger. Also, with the
parameters shown in Figure 19 it becomes less favourable to
use RUL maintenance if C\,p becomes larger than 35% of Cp,.
Then, this would lead to an unlikely scenario which favours
RTF maintenance.

7 Conclusion and Recommendations

In this paper, a novel prognostic model for aircraft engines
using polynomial chaos expansions has been developed and
integrated into an optimisation model to obtain an aircraft
engine maintenance schedule. The objective of this study
was to research the possibilities of using a polynomial chaos
expansion approach for aircraft engine RUL prognostics and
how this approach could be used for uncertainty quantifi-
cation. Furthermore, it was researched how this approach
could be used to develop a maintenance optimisation model
resulting in optimal maintenance times for a pool of aircraft
engines.

It has been demonstrated that the arbitrary polynomial
chaos expansion method is suitable for RUL prognostics. For
the data sets consisting of one failure mode and six opera-
tional modes, it appeared that our method performs in the
mid-range compared to other approaches found in literature.
The advantage of our method is that we do not make use of a
black-box model and thus our approach is transparent. Also,
the aPCE prognostic method allows for uncertainty quantifi-
cation in a faster way than Monte Carlo sampling.

The aPCE prognostic approach is limited if few historic
measurements are available or if an engine has a long life-
time. The reason for both instances is that the model per-
forms best if a decreasing trend has been initiated for the
health indicator. The absence of this initiation results in
less good estimations. However, it was demonstrated that
the model improves over time if more sensor measurements
become available. The prediction quality in terms of uncer-
tainty also improved over time, as the variance of the predic-
tion also decreased.
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A Markov Decision Process was developed to determine
optimal maintenance dates for aircraft engines by minimis-
ing costs. The driving parameters were costs corresponding
to unexpected failures and costs related to wasting useful
engine life. As for the prognostic model, it also holds for
the MDP model that optimal maintenance dates are found if
more sensor measurements are available.

All models are integrated and completed with a linear pro-
gramming model to find the optimal maintenance dates for
a pool of engines with hangar availability as limiting factor.
The case study shows promising results in terms of costs;
costs are significantly reduced compared to RTF and MTTF-
PM strategies. Furthermore, no failures occurred and the
number of wasted cycles reduced by a factor of 2.5 compared
to the MTTF-PM strategy. The sensitivity analysis showed
that this also holds for different cost combinations and vari-
ations of the MDP failure penalty.

It can be concluded that the aPCE prognostic approach
is useful for RUL prognostics and uncertainty quantification.
Furthermore, it has been demonstrated that this approach
can be used to determine an optimal maintenance policy of
when to schedule maintenance, which is more cost effective
compared to other strategies. Although this model has been
developed for aircraft engines, it can also be used in other
fields because the model is entirely based on the degrading
behaviour of multiple sensor measurements of a system over
time.

The model also has some limitations and therefore, some
recommendations can be proposed. First of all, the cur-
rent health indicator should be expanded for multiple fail-
ure modes. Also, the data that is used is artificially created
data by the CMAPSS simulator. It would be recommended
to apply the model to actual aircraft engine turbofan data in
order to see the effectiveness with actual data.

Furthermore, the current cost parameters have been as-
sumed and their relative differences have been derived from
literature because this data was not available. Therefore, it
would be recommended to use real aircraft engine mainte-
nance cost parameters to investigate if the theoretical setup
of this research has similar cost improvements compared to
the real world.

Finally, the maintenance optimisation model should be ex-
tended if it would be integrated into a maintenance schedule
of a MRO company. Currently, the pool of aircraft engines
are scheduled based on hangar availability but regardless of
specific maintenance opportunities, a flight schedule or safety
requirements. The LP formulation can easily be expanded to
take these constraints into account.
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Abstract

Prognostic methods for aircraft maintenance are becoming more and more popular. Maintenance repair and
overhaul companies are shifting their interests from conservative aircraft maintenance strategies (time-based
maintenance) towards condition-based maintenance strategies, optimising the useful life of aircraft compo-
nents and reducing unexpected aircraft-on-ground time. This report provides a thorough literature review on
remaining useful life prognostics and how this can be used to optimise aircraft maintenance policies. Using
the literature review research gaps are identified.

The literature review starts with an introduction to the current aircraft maintenance strategies; preventive
maintenance, corrective maintenance and predictive maintenance. Preventive maintenance is associated
with high preventive costs, but low unexpected repair costs. For corrective maintenance, it is the other way
around. Predictive maintenance takes the best of both worlds and minimises repair and prevention costs.
Prognostics and health management can be used for predictive maintenance, which predicts the remaining
useful life of components (the time the component fails). Many different approaches can be considered for
determining the remaining useful life. For this review, two approaches are selected and reviewed; particle
filtering and polynomial chaos expansions.

First, particle filtering approaches are reviewed. It was seen that particle filtering is a widely used approach
in the field of prognostics and has proven to be a useful tool for determining remaining useful life of compo-
nents. Many different degradation models can be used for particle filtering, but initial information about the
initial distribution of parameters is required to be known. Particle filtering has been used for many prognostic
applications, among which predicting the remaining useful life of aircraft engines. Also, many different ap-
proaches can be taken for particle filtering regarding the sampling and/or resampling algorithm to be used.
Polynomial chaos expansions have been used significantly less in the field of prognostics and therefore, other
applications in different fields have been reviewed as well. A few papers have been reviewed showing that
polynomial chaos expansions can be used for prognostics. However, it has never been used in the field of
aircraft maintenance.

Furthermore, a section is dedicated to obtaining the degradation indicator from a data set consisting of im-
plicit sensor measurements of an aircraft engine. Sensor measurements such as the temperature and pres-
sure at different locations in the engine can be used to construct a health indicator which can then be used
to predict the remaining useful life of the engine. Different methods are reviewed, such as using principal
component analysis to reduce the dimensionality of the data set or using physical equations to model the
reduction in engine efficiency.

Finally, the literature review covers different approaches to obtain an optimal maintenance policy which uses
the remaining useful life of a component. Stochastic maintenance optimisation and Markov decision process
optimisation methods have been reviewed. For aircraft engines, only stochastic optimisation methods using
an Al approach to determine the remaining useful life of an implicit multi-sensor aircraft engine degradation
data set have been covered in literature. Furthermore, only short-term planning has been considered for this
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specific application.

Resulting from the literature review, research gaps have been identified. As was briefly explained above, poly-
nomial chaos expansions have not been used in the field of prognostics for aircraft maintenance yet. Also, no
long-term maintenance optimisation has been considered for aircraft engines for a single aircraft or a fleet of
aircraft. Therefore, this will be the base of the research to be conducted.

The research aim is subdivided into two parts. The first aim is to develop a stochastic and statistical model-
based prognostic model which is able to estimate the remaining useful life of an aircraft engine based on
implicit multi-sensor measurement data obtained during the lifetime of that engine as well as quantify the
uncertainty of the remaining useful life estimation in the form of a probability density function. The sec-
ond aim of the research is to develop a maintenance policy optimisation method which is able to implement
the result of the prognostic model (the probability density function of the remaining useful life of an aircraft
engine) in order to obtain an optimal maintenance policy which reduces long-term maintenance costs com-
pared to other maintenance policies.

Following from this, a main research question is formulated as follows.

Main Research Question
How can RUL prognostics applied to aircraft engines be used to optimise maintenance policies?

This research question will be answered during the research that will be conducted following from this liter-
ature review.



Introduction

Aircraft maintenance has been necessary since the beginning of the aviation era. Aircraft maintenance is
required to ensure that the airworthiness of aircraft is preserved. Historically seen, maintenance repair and
overhaul (MRO) companies have had a rather conservative attitude regarding maintenance scheduling dur-
ing the last century and the current first decade of the current century [15]. During this time frame, com-
ponents were often replaced at fixed intervals without taking into account the degradation state of the com-
ponent. This is called a time-based maintenance (TBM) strategy or preventive maintenance (PM) strategy
[11]. Currently, MRO companies are continuously trying to optimise their operations and because condition
monitoring and modelling techniques have improved significantly in the last decades, the interest of MRO
companies is shifting from conservative methods to the investigation of implementing prognostic methods
in order to optimise their operations. This is supported by research in academic environments, where the
number of publications regarding prognostics and health management have been increasing in the last few
years, see Figure 2.1 [25].
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Figure 2.1: Academic publications per year in the field of prognostics[25]

With the increasing availability of big data and operational experience of airlines, MRO companies and air-
craft manufacturers, more and more diagnostics and prognostics methods are developed to predict remain-
ing lifetimes of aircraft components. Airbus has indicated that these methods might result in a large decrease
in unscheduled ground time due to faults by 2025'. Using diagnostics and prognostics, aircraft maintenance
can be dynamically predicted instead of using periodic maintenance inspections, leading to less aircraft on
ground (AOG) time due to unexpected faults, avoiding early replacements leading to less waste and a signifi-
cant reduction in costs.

Because of this, there is a need in the aviation industry to develop prognostic methods which are able to
accurately predict the remaining useful life and the corresponding uncertainty of aircraft components. Fur-
thermore, this result should be used to find an optimal maintenance policy which will minimise cost and un-
expected AOG time. For this reason, a literature review is conducted which will review different approaches

LRetrieved from: https:/ /www.flightglobal.com/mro/airbus-sees-big-data-delivering-zero-aog-goal-within-10-years/ on 28/04/2021
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for prognostics to find the remaining useful life of aircraft engines. Next to this, it is reviewed how sensor
measurements of an aircraft engine can be translated to a health indicator of the engine. The review also
covers different maintenance optimisation methods. The aim of the literature review is to identify research
gaps in existing literature and formulate a research framework in order to address these gaps.

This literature review is structured as follows. In chapter 3 the literature review is presented discussing prog-
nostics, degradation modelling and maintenance optimisation methods. Then, in chapter 4 the research
motivation is provided. Here, the research gaps are identified based on the literature review and the aim of
the research as well as the research questions are formulated. A Gantt chart is provided in chapter 5, showing
the project planning of the research to be conducted. Finally, a conclusion is given in chapter 6.



Literature Review

This chapter contains the literature review regarding prognostics and maintenance schedule optimisation.
First, literature regarding prognostics will be reviewed in section 3.1. Then, different methods to obtain degra-
dation modelling of multi-sensor systems will be covered in section 3.2. Finally, maintenance optimisation
methods are reviewed in section 3.3.

3.1. Prognostics in Aircraft Maintenance

This section introduces the concept of prognostics in a maintenance framework. First, the current situation
is discussed in subsection 3.1.1. Then, particle filtering in a prognostic framework is reviewed in subsec-
tion 3.1.2 and subsection 3.1.3. In subsection 3.1.4 and subsection 3.1.5, research regarding polynomial chaos
expansions is reviewed.

3.1.1. Current Situation

Prognostics is a field in engineering which deals with determining when a certain component of a certain
system is no longer able to be used for its intended function. The remaining useful life (RUL) is an important
aspect within the field of prognostics; it is the amount of time that a component can still perform its intended
function. When the RUL of a component reaches 0, the component can be seen as failed and a reparation or
replacement of the component is required in order to operate the system again [53]. Prognostics is of large
interest for environmental, operational and economical purposes and therefore, it has been applied in a va-
riety of fields such as the aerospace industry, electronics, civil engineering applications and other industrial
machinery applications [24]. Prognostics and health management (PHM) is a term often referred to in lit-
erature which describes the discipline which links the remaining useful life of a component to appropriate
decision making to maintain the component in time[33]. PHM has been studied extensively by using differ-
ent techniques such as condition-based maintenance (CBM) and on-condition maintenance (OM). The main
maintenance strategies can be identified as preventive maintenance, predictive maintenance (which covers
prognostics) and corrective maintenance. The cost and number of failures for these strategies can be seen in
Figure 3.1 [52].

It can be seen that preventive maintenance has a high corresponding cost while the number of failures is low,
because components are replaced while the RUL might still be relatively large. Corrective maintenance also
comes with high cost because this means that the component is used until failure. This results in high costs
because unscheduled maintenance must be performed. Predictive maintenance tries to balance these two
extremes to reduce costs significantly by maximising the useful life of components and minimising corrective
maintenance repairs. It can be seen that predictive maintenance is therefore an interesting strategy to replace
the accustomed preventive maintenance strategy in aircraft maintenance.

Within the prognostics framework, three different approaches can be distinguished. These methods are data-
driven, model-based and hybrid approaches [53]. Model-based methods depend on the incorporation of a
physical model to estimate the RUL. An example of such a model is the physical crack growth model by Paris
and Erdogan [40]. Data-driven methods do not rely on any knowledge of the physical behaviour of the com-
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Figure 3.1: Different maintenance strategies with their corresponding relative cost indication and number of failures[52]

ponent which is analysed. They depend largely on measured data. Furthermore, data-driven models can be
split into models using artificial intelligence (AI) and models which use statistical and stochastic approaches.
Finally, hybrid models combine model-based and data-driven models in order to get the best of both worlds
and increase the RUL estimation performance [53].

Many prognostics methods can be established for determining the RUL of a component using informa-
tion about the state of degradation of the component. Similarity based approaches have been used by [57].
Weibull distribution prognostics is performed by [29]. Wiener process modelling in combination with Monte
Carlo simulation has been done by [24] and [16]. (Non) linear regression methods can also be used, this has
been demonstrated by [6]. Another frequently used methods are Kalman Filtering or Particle Filtering (PF)
[39]. [8] have demonstrated that Polynomial Chaos Expansions (PCE) can also be used for RUL determina-
tion in prognostics. Next to the methods named here, there are many more available methods in literature.
This literature review will focus on PCE, as little prognostic research has been performed using this method,
although it has been applied in different fields in uncertainty analysis. Next to PCE, the main focus will be on
Particle Filtering. This method has been widely used in the field of prognostics and might be an interesting
and robust approach for the research following from this literature review.

3.1.2. A Brief Revision of Particle Filter Theory

Particle filters, also known as sequential Monte Carlo methods (SMC), consist of a set of algorithms used for
solving Bayesian statistical inference problems and filtering problems. It was introduced in 1993 by Gordon et
al. [13]. Observations of a certain process, which can be nonlinear, can contain non-Gaussian noise and can
be partially observable, are used to generate a set of samples which represent the posterior distribution of the
given stochastic process. It is the most widely used method in the field of prognostics [1]. Another method
which is often used is a Kalman Filter (KF). A Kalman filter gives the exact probability distribution function of
asignalling process which is linear and contains noise from a Gaussian distribution|[1]. A brief overview of the
principles of PF is given first, after which literature is reviewed using this method in a prognostics framework.

In a prognostics framework, PF is used to estimate the unknown parameters of a certain degradation pro-
cess of which probability information is available. For this, a state transition function f and a measurement
function h are required, see Equation 3.1 and Equation 3.2, respectively [64].

X = f (xg-1,0k, Vi) (3.1)
z = h(x, wg) (3.2)

Here, k is the time step index, x. is the damage state at that time step, 8 contains the model parameters and
z) is the measurement data. vy and wy are the process and measurement noise. PF uses Bayesian inference
to estimate the unknown parameters using observations as a form of the PDE Bayes’ theorem is fundamental
for Bayesian inference, see Equation 3.3 [3].

p@®|z)x L(z|O)p(O) (3.3)
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Here, p(0 | z) is the posterior PDF of the unknown parameters, L(z | ®) is the likelihood function and p(®)
is the prior distribution of the unknown parameters. Each time when a new measurement is available, the
posterior distribution from the previous step is used as the prior distribution for the current step. An amount
of samples is drawn from the prior distribution. These are multiplied with the likelihood function. The result
is given a weight and based on this, the particles are resampled and the posterior distribution is obtained. An
overview of this process can be seen in Figure 3.2. When all measurements have been processed, the most
up to date estimated model parameters are obtained. These can then be used to predict future degradation
levels and the resulting RUL using the model from Equation 3.1 [1].
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Figure 3.2: Overview of the PF process [1]

3.1.3. Particle Filter Literature Review

A PF approach has often been used in the field of prognostics. An overview of a number of papers researching
prognostics and PF can be viewed in Table 3.1. This is only a small grasp of the total number of available
papers, however, it gives a wide variety of different applications and degradation models. The remainder of
this subsection will elaborate on these papers.

Table 3.1: Literature Review on Particle Filters

Reference Year Method (Re)sampling Method Degradation Model Application
A
Orchard et al. [39] 2005 Particle Filter ASIS ssumed.crack Turbine blade
propagation model
Zio and Peloni [64] 2011 Particle Filter IS and inverse CDF Crack SSM Crack fatigue
E tial
Siegel et al. [51] 2011 Particle Filter ~ ASIS xponentia Aircraft engine
degradation
Saha and Goebel [46] 2011 Particle Filter SIR Emplr{cal charge Battery
depletion model
Anetal. [1] 2013 Particle Filter Inverse CDF Exponential degradation  Battery
o Regularized IS and discard Exponential/generalized . .
Wang and Gao [56] 2014 Particle Filter ~ low weights state evolution model Aircraft engine
Milli hi
Huetal. [16] 2018 Particle Filter SIR Wiener process w;aing machine
Lietal. [30] 201 Adaptiveorder o Historical data Aviation piston
Particle Filter pump
Likelih ling, ) R
Leietal. [27] 2019 Particle Filter ikelihood s"“Tlp ng Wiener Process Model :andom daFa set/
fuzzy resampling Aircraft engine
— . State space degradation
Gebraeel et al. [28] 2020 Particle Filter Likelihood sarpp ling, with rv degradation rate Rfmdom daFa set/
fuzzy resampling . . Aircraft engine
and Brownian Motion
Jiao et al. [18] 2020 Particle Filter Likelihood sar-nplmg, GAP DBN model Aircraft engine
fuzzy resampling

An et al. [1] provide a tutorial for particle filter and model-based prognostics. A simple example of a battery
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degradation model and a crack growth model is presented. The model is combined with measurement data
to estimate parameters of the physical models. The paper describes thoroughly how other engineers who
are inexperienced with prognostics can use PF for their applications. The paper describes the full process of
acquiring measurement data and quantification to RUL prediction using the damage model. It is assumed
that the prior information about the distribution of the unknown parameters is known. For the first model,
the battery degradation model, 10 measurements have been obtained. Bayesian inference has been applied
to estimate the parameters more accurately from the prior distribution. At the start of the algorithm, n sam-
ples are drawn from the prior distribution which is assumed to be known. The degradation is predicted for
all samples, based on the prior distribution of the parameters. The next step is to update all parameters.
This is related to the likelihood of measurement data. It is assumed that the measurement noise is normally
distributed and therefore, the likelihood of the measurement can be expressed as the likelihood function for
Gaussian distributions. Again, this is performed for all samples. The next step is to resample the samples,
i.e. to give high weights to more important samples and low weights to less important samples. For this, An
et al. [1] use the inverse CDF method [64]. The cumulative distribution function (CDF) of the former men-
tioned likelihood function is obtained and numbers from the uniform distribution U(0,1) are drawn » times.
Finally, the sample from the U(0,1) distribution is matched with the closest sample in the CDE This sample
is then stored to finally obtain the resampled posterior distribution. When the process is repeated until the
final measurement, the most accurate and up to date samples are obtained. These are then used as input to
the physical model to predict future degradation values. When the prediction reaches the predefined failure
threshold the RUL can be obtained by taking the time difference between the last measurement and the time
that the failure threshold has been exceeded. A histogram with the RUL for all n particles is obtained, so the
uncertainty and confidence interval can be obtained to evaluate the result. The paper neatly describes the
working process of PF in a prognostic framework and gives straightforward examples. With the current infor-
mation about how PF can be applied in prognostics, other papers can be reviewed and different strategies of
different researches can be outlined.

Orchard et al. [39] were one of the earlier researchers who started to research prognostics in combination with
particle filtering. They develop a novel approach which employs a state dynamic model and a measurement
model to predict the time evolution a crack fault. They also include correction terms in a learning paradigm
for improvement of the estimation accuracy. Whereas An et al. [1] use the inverse CDF method to resample
particles and give higher importance to frequently occurring particles, Orchard et al. [39] use a method called
Auxiliary Sampling Importance Resampling. It is a method derived from the sequential importance sampling
method and it has been developed by Pitt and Shephard [42]. Practically speaking the particles are given a
weight corresponding with Equation 3.4.

(i | xX6) p (g | Xp—1)
wk:wkilp k1 Xi) P\ Xk | Xk—1 (3.4)
q (xg | Xo:k-1, Z1:k)

Here, p(zi | xi) is the likelihood function, p (xi | x¢—;) is defined by the model equation (Equation 3.1 and
q (xg | Xo:x-1,21:%) is derived from the importance distribution function [2]. The weights are then multiplied
with Dirac function in order to come to the posterior distribution[39]. Orchard et al. [39] conclude the paper
with a demonstration of their method to a polynomial crack propagation model.

Zio and Peloni [64] propose a similar methodology for estimating the fault prognosis of a crack fault. They
employ a state dynamic model and a measurement model to estimate the posterior distribution of the crack
fault evolution over time. Again, Bayesian inference is used to estimate the posterior distribution of the sys-
tem state. Particles are drawn for the PF resampling process. The importance sampling in this paper is per-
formed using Equation 3.5.

. Z Xi
W;c — p(k—|k) (3.5)

Z;VZI p (Zk | X{C)

It can be seen from Equation 3.5 that the importance weights are based on the likelihood function of the
observations of z. The posterior distribution is then obtained from the weighted samples. Zio and Peloni
[64] address the problem of increasing variance of the particle weights over time. Therefore, the importance
weight becomes progressively skewed until particles have a negligible weight except for one particle. Poor
results are the consequence while computational resources used is still high. Zio and Peloni [64] address this
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problem by not taking the obtained weights to the next step, but draw new realisations from the posterior dis-
tribution constructed from the obtained weights. The result is that all particles have the same weight again,
but the information about the posterior distribution at the current time step is maintained.

An et al. [1] used a model based approach where the unknown parameters are estimated and prognostics is
performed by using the model with the estimated parameters. Zio and Peloni [64] do not assume a model with
certain unknown parameters, but provide a biased and an unbiased methodology to predict the I-step ahead
posterior distribution of the degradation. Essentially the unbiased /-step ahead prediction can be obtained by
integrating the model equation (Equation 3.1) and the current state PDF estimate. Swarms of samples until
time k+[ are drawn and the familiar Monte Carlo PDF approximation method is used in combination with the
inverse CDF method to solve the integral. On the other hand, the biased method is based on the maximum
likelihood estimation (MLE), where the biased estimator is the probability of the RUL being smaller than the
I-step ahead prediction. Both prognostic methods have been applied to a dynamic crack propagation model
in the form of a state space model. The unbiased method performs better than the biased method; the me-
dian is closer and the confidence intervals are smaller. The results show that the developed methodology is
able to predict satisfactory results for a nonlinear dynamic system containing non-Gaussian noise.

Siegel et al. [51] apply PF prognostics in estimating the degradation in aircraft engines. They use a data set
from NASA from the 2008 PHM data challenge which contains 100 degradation paths of aircraft engines. The
data set consists of 21 measurements obtained during one cycle for the entire lifetime of the engine. So, no
explicit form of degradation is present. Since information was provided about where the failure in the en-
gine would occur, the high pressure combustor, the authors of this paper decided to only take into account
the sensors corresponding to the high pressure combustor and use these equations relating performance pa-
rameters of the high pressure combustor, such as compressor efficiency and compressor pressure ratio. The
authors assume an exponential degradation model of the compressor efficiency. A failure threshold is defined
as the moment that the compressor efficiency has degraded more than 2% compared to the initial efficiency.
The parameters of the exponential function are estimated using the available information of the 100 engines
to obtain an initial distribution. Then, they apply the same principles of Bayesian inference as the previously
discussed papers. The authors use the same method as Orchard et al. discussed previously to determine the
weights of the importance sampling algorithm, as was seen in Equation 3.4 (Auxiliary PF). The posterior den-
sity is then updated by multiplying the weight with the Dirac function of the system state.

The results obtained by this method by Siegel et al. [51] are accurate when the prediction is made less than
40 cycles away from the true remaining useful life. However, as only sensor measurements relating to the
high pressure compressor have been taken into account for the prognostic model, there is still room for im-
provement of the estimation accuracy by taking other sensor measurements into account as well. Other
methods using this data set have achieved good results for long term (>40 cycles) prediction by using more
sophisticated modelling using the sensor measurements [9, 24]. However, a good demonstration about the
possibilities to use PF with a rather simple engine degradation model has been provided. Still, the model
could be used for accurate short term predictions and maintenance planning.

Goebel and Saha [46] explore the notion of wellness of design of a PF application for determining the RUL
of lithium ion batteries. They explain that PF mostly works because particle filters are not subjected to "the
curse of dimensionality". This is a common phenomenon for problems with a high state dimension. Expo-
nential growth of computational complexity is the result of the curse of dimensionality. Particle filters avoid
this, but in practice, only well designed particle filters are able to escape from the phenomenon. The au-
thors describe different PF model designs subject to different prognostic metric in order to demonstrate how
to avoid the curse of dimensionality using PF and how sensitivity analysis may be used to design a good PF
prognostic model.

Goebel and Saha [46] explain the theoretical basis behind particle filters escaping the curse of dimension-
ality. The proposed density function given by the particle samples originate from important regions of the
state space that are originating from the integration to obtain the posterior PDE However, the posterior dis-
tribution is not multivariate, non-parametric and unknown beyond a proportionality constant and therefore
it is hard to obtain good samples from the posterior distribution [46]. Even when a prognostic problem is
considered containing only a low dimensional health vector, extra dimensions to the model are added when
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model parameters are added to the state vector in order to track non-stationarity of the model. Therefore, a
good choice of the proposal density function must be established[46].

The paper uses the Sampling Importance Resampling (SIR) algorithm to determine the weights of the par-
ticles. The equation for the weights can be found in Equation 3.6. Here, © (x}c) is equal to the likelihood
expression p(xi|Zx_1) and g(x) is the importance distribution which is similar to 7 (x).

m(x})/q(x)

X xt)ra )
The innovative part of the paper is that model adaptation is proposed including model convergence without
incurring the curse of dimensionality. The model is adapted each iteration online, which can come in handy
when one model is used for different applications with specific model parameters which need to be estimated
in an online fashion. Saha and Goebel introduce parameters of the function f (Equation 3.1) into the state
vector. The state equations for the included parameter are obtained using a Gaussian random walk. The pro-
posed PF will converge to the actual parameter value if a suitable starting point is selected. This demonstrates
that including an extra dimension still achieves convergence without incurring the curse of dimensionality.
The notion of a good proposal density essentially means a good initial estimate of the parameter [46]. Sensi-
tivity analysis can be performed to see which parameter affects the state function most. Instead of a random
walk, another method is proposed that takes into account how a change in the parameter value affects the
output. Saha and Goebel incorporate the short-term prediction error back into the estimation routine. They
demonstrate their online parameter estimation routine to a model-based battery degradation model which
successfully is able to estimate parameters using both models. However, they assume that the initial popula-
tion and prior distribution is known.

wi = (3.6)

Wang and Gao [56] researched a dynamical, non-linear and non-Gaussian system to obtain a real-time degra-
dation prediction method using a regularized particle filter (RPF). RPF overcomes the problem of particle im-
poverishment. Next to this, they establish a modified system evolution model to model system performance
degradation. They start with the establishment of the PF algorithm, which relies on the same principles
established as discussed for earlier discussed papers and in subsection 3.1.2. The determination of the par-
ticle weights relies on the same principle as the method used by Zio and Peloni [64] described earlier. This
depends on the relation between the previous particle weight and the likelihood function. Particles with rela-
tively low weights are discarded to avoid particle degeneracy. The innovative part of the method is the use of
the aforementioned RPF method. As particles are drawn from a discrete distribution instead of a continuous
distribution, the problem of loss of diversity of particles might occur [56]. Key here, is to change the distri-
bution of the posterior PDF from a discrete to a continuous one. This is performed during the resampling
stage with the rescaled kernel structure, relying on a certain specified bandwidth. Furthermore, to account
for transient degradation of a system due to a fault which results in a transient change in model parameters
and states, Wang and Gao include the prediction error into the state evolution model. If a transient change
of output prediction error is obtained between time k and k+1, the cost function is compared to a prede-
fined threshold. If the threshold is exceeded, the state transition function (Equation 3.1) is transformed to
Equation 3.7 [56]. Here u is the unit step function and y is related to the cost function.

X4+l = X+ YU+ Wi (3.7

Wang and Gao apply the proposed method to the aircraft engine data set from NASA. To model the degra-
dation, they use the same approach as described by Siegel et al. [51] earlier in this section. The method is
based on determining the efficiency of the high pressure combustor (HPC) using the sensor measurements.
The results of the method are compared to the course of the efficiency of the HPC instead of the actual RUL
provided by the verification data set. The results indicate that the transient changes can be tracked within
two steps with a low prediction error compared to the actual HPC efficiency degradation [56].

The paper by Hu et al. [16] focuses more on an elaborate application of the developed theory described by
the papers above. Hu et al. develop a consistent framework to solve RUL prediction for complex degenerate
systems. A state space model is developed. A sequential Monte Carlo algorithm is derived from a Markov
chain Monte Carlo algorithm in order to derive the optimal Bayesian estimation. The writers use a hidden
Markov Model (HMM) to describe the underlying degradation of a system, with the assumption that the
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states can be seen as a first order Markov process. The HMM expression can be seen in Figure 3.3. The
PF framework used in this paper follows the earlier explained principles in combination with the "sampling
importance resampling” algorithm for the particle weights which was also used by Goebel et al. [46].
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Figure 3.3: Relation between states and observations in a HMM framework

A discrete-time state space model using a Wiener process has been used to model the degradation of cut-
ters in milling machines. The PF algorithm will estimate the unknown Wiener process parameters; the drift
constant and the diffusion coefficient of the Brownian motion. The parameters are updated online simul-
taneously with the system state. The RUL is then predicted using the latest system parameters and state
information. The paper provides a clear framework for the application of PF using the developed methods
described in other literature.

Li et al. [30] propose a method called adaptive-order particle filtering (AOPF). The key idea behind this ap-
proach is to combine a model-based method with a data-driven method, to get the benefit of both worlds.
They apply the model to a complex system, an aviation piston pump, for which it is very hard to obtain a
physical model. A data-driven model would not suffice, as long term prediction accuracy is poor for their ap-
plication. Therefore, they propose the AOPF method which combines the two methods. The PF framework by
Li et al. rests on the same methods described above, with the use of Auxiliary sampling importance sampling
as was outlined by Orchard et al. [39]. The innovative part of the method however, is the adaptive-order PF
framework. The application discussed in this paper relies on oil flow data. The oil flow is gradually increasing,
which is an indication of degradation. However, the oil flow is not monotonously increasing. Depending on
the order of the model and the last observations, the next predicted step might be a decrease or an increase
of oil flow, see Figure 3.4. A first order model would predict x4, while a second order model would predict
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Figure 3.4: Possible predictions of the oil flow depending on the model order [30]

The adaptive-order PF means that the order of the dynamical model is updated each step (order as in how
many previous measurement points to take into account). The largest difference with a regular PF is that
i

X pa1 xllcfp+2’ . x]"cfl} should
be stored without resampling the particles [29]. The adaptive order framework determines for each time step
the model based on historical data up until the current time. The accumulated errors are obtained for the
model and if the errors are smaller for a higher order model, the model is updated. The result is a more ac-
curate short-term prediction. The proposed method is verified using the aviation piston pump. The results
show that the proposed method performs better by 42.5% compared to a traditional gray forecasting method.
It has been demonstrated that AOPF efficiently fuses the available empirical data with new data points to a
model with a new order.

during the prediction step of a model of order Oy = p, the states of particles {
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Lei et al. [27] developed a PF method which considers unit to unit variability (UtUV). UtUV is the phe-
nomenon of similar systems of the same population which show different degradation processes because
of different operating conditions and health states. A Wiener process model is developed in this paper to
describe the different degradation processes of different units. An age and state dependent Wiener process
model is designed to describe the UtUV by adding a random parameter to the Wiener drift parameter to
account for variation in degradation rates in different units. This random parameter is estimated using maxi-
mum likelihood estimation (MLE) for each unit separately, after which the discrete distribution of the param-
eter for all units can be obtained. The UtUV parameter is updated online by the PF algorithm in combination
with a fuzzy resampling algorithm. Next to the UtUV parameter, two other parameters are estimated using
MLE. This is performed during offline training of the model, the different complete degradation processes are
used for training and estimation of the parameters. The weight of the particles is determined by multiplying
the previous weight with the likelihood function and normalising. Then online testing takes place, where the
PF algorithm updates the estimated parameters based on the degradation measurements. This will then be
used to estimate the RUL using the Wiener Process model.

A fuzzy resampling algorithm is developed for resampling of the particles. The resampling algorithm has
similarities with the inverse CDF method described by [1], however, this method is expanded to deal with
impoverishment of the particles. Loss of diversity of particles is a problem which arises if impoverishment is
not dealt with accordingly. Therefore, after the inverse CDF method is applied, a random noise factor follow-
ing a Gaussian distribution is added to the particles. This results in diverse particles which hardly consist of
duplicates. The method is applied to the degradation of 100 fatigue crack growth units. 90 units are used for
training and 10 for testing. The method shows that the fuzzy resampling technique shows very good results
as can be seen in Figure 3.5. Without using fuzzy resampling, the UtUV parameter estimation does not con-
verge correctly, because of lack of particle diversity. This problem is omitted by using the fuzzy resampling
technique.
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Figure 3.5: Estimation of the UtUV parameter using regular PF (left) and a fuzzy resampling PF (right) [25]

The paper concludes with applying the developed method to an engine degradation set facilitated by NASA,
which was also used by [56] and [51]. Instead of using equation for the HPC efficiency, a health indicator
is established which fuses the different sensor measurements using a linear weighting model. The method
will be elaborated upon in section 3.2. The model shows good results using the fuzzy resampling algorithm
and using a health indicator described according to a Wiener process model based on the fusion of different
sensor measurements.

Lately, PF is still being used as a prognostic method. Two recent papers will be reviewed which have been
published last year. The first one being from Jiao et al. [18]. They develop a novel fault monitoring and RUL
prediction framework for multiple fault modes instead of just one, as was done with the previously discussed
papers. The method is applied to the same NASA engine data set to verify the method. The major contribu-
tion of this paper is that the method is able to predict and identify the type of fault. The paper combines Al
and a statistic and stochastic method for RUL prediction. Al, in the sense that a GAP Deep Belief Network
(GAP DBN) is used to extract the hidden degradation process of the component. An exponential expression
in combination with PF and an automatically selected failure threshold is used for RUL prognostics to model
the degradation result obtained from the GAP-DBN model and estimate the RUL.

The GAP metric can be seen as a distance characterisation between different parameters in the Riemann
space, ranging from 0 to 1. If the metric is equal to 0, it means that the combination of variables used have
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completely similar characteristics. PF is used here to recursively estimate the posterior PDF of the RUL. The
initial weights of the particles are set equally (i.e. 1/N) and the weights are updated by applying the likelihood
method, where the maximum likelihood function is multiplied with the previous weight and normalised,
as was also the approach from Lei et al. [25]. Resampling is performed by duplicating particles with large
weights. This might result in impoverishment as was shown by Lei et al. [25]. The GAP-DBN framework
exposes different relations between the extracted features. This gives a clear implication of the fault mode
that is occurring. The method is verified using the NASA engine data set and compared to other published
methods. It shows very good results compared to other methods while also being able to distinguish the fault
modes.

The final paper that will be discussed is a recent paper by Gebraeel et al. [28]. As there is an increasing num-
ber of available data of different degrading components in various industries, there is also need for a method
which is able to obtain the hidden degradation of such components based on measurement data. Often, the
measurement data consists of various measurable characteristics, but the relation between these and the ac-
tual degradation is not so obvious. Therefore, Gebraeel et al. provide a multi-sensor fusion model which is
able to select the most important sensors and obtain a degradation indicator from these. A Wiener process is
used to model the degradation, for which the parameters are estimated using the PF algorithm.

The described method assumes that the input to the model will be a set of sensor measurements for dif-
ferent component degradation trajectories from which no explicit degradation information is known. The
state transition function is modelled as a Wiener process and the measurement function is developed as a
multivariate measurement function in state space form, relating the state, scale and location parameters,
a general expression function, a parameter vector and the noise matrix. The unknown parameters of the
state and measurement function are estimated using MLE using the data of the known trajectories for of-
fline training. During the testing phase, PF is applied to update the parameters and give an estimation of
the posterior distribution. The particles are given a weight, which is based on the multivariate measurement
function. The particles are resampled using the fuzzy resampling algorithm which was also used by Lei et al.
[25]. The median results of the particles of the drift parameter and state estimation are employed as the cur-
rent estimation. The particle weights combine the results of the measurement function in the state function
for degradation modelling, so essentially the particle weight forms the basis of the multi-sensor data fusion
model (MSDFM), as it combines the measurements of different signals into one weight value for a certain
particle. Furthermore, a sensor selection algorithm is developed. The method is verified using a self devel-
oped data set and the 2008 PHM challenge engine data set. The fusion and selection method scores better
than no selection and no fusion at all, however, the performance is unknown with respect to other papers
also using this data set.

3.1.4. A Brief Revision of Polynomial Chaos Expansion Theory

Polynomial chaos expansion (PCE) is in contrary to PF a non-sampling method to determine the evolution of
uncertainty of a certain system with probabilistic uncertainty in the system input parameters. In literature,
PCE is often used for models which require very high computational effort to run. Instead, the model can be
represented by a set of simpler equations, polynomials, which are faster to evaluate than the original system.
This is also called a surrogate model. Polynomial chaos was first introduced by Wiener in 1938 [59]. Wiener
developed the PCE method to model Gaussian uncertainties as homogeneous chaos. It involves quantifying
uncertainty of stochastic quantities as orthogonal polynomials of random variables [3]. Applying PCE in the
field of prognostics is interesting, as other methods such as the earlier described PF or Monte Carlo simula-
tions are computationally demanding for acceptable accuracy. PCE is a considerably faster alternative and
because it has been hardly applied in the field of prognostics, it is an attractive approach to investigate [8].

Originally PCE was used for modelling of uncertainties of Gaussian distributions. The expansion is based on
Hermite polynomials which are optimal for random variables following a Gaussian distribution. However,
often random variables in certain processes cannot be modelling through a Gaussian distribution. Therefore,
the PCE method has been expanded to generalised polynomial chaos (gPC). This approach allows to also
include uncertain random variables following a uniform, gamma, beta distribution etc. The corresponding
polynomial can be found in the Askey scheme [61]. The method can be divided into a non-intrusive and an
intrusive method. The intrusive approach requires manipulation of the governing equations of the model
that is considered. This might lead to complex and cumbersome solutions, which is why the non-intrusive
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approach is gaining popularity [8] as this method does not require this. An example of an intrusive PCE
technique is the Galerkin technique which originated from structural mechanics and has been applied in
modelling flows [34]. On the other hand, popular non-intrusive methods are the sparse quadrature approach
[22] or the probabilistic collocation approach [26]. From the gPC approach a novel approach has been de-
veloped called arbitrary polynomial chaos (aPC). This approach is able to process arbitrary distributions as
input to a model. The aPC method relies on the fact that an orthogonal polynomial set can be constructed
from the statistical moments (mean, variance, etc.) of the underlying distribution [37].

A very brief theoretical overview of the basics of PCE will be provided now. Define a vector & = {¢1,...¢,,} of
independent random parameters with a PDF p = H?=1 pi (&;) and the supportof  asT = H?:l T';. The PCE of
order P containing #n different random variables is constructed as can be seen in Equation 3.8. The n variate
polynomial basis is constructed by tensorising the 1D orthonormal basis in the space I [8, 36].

M
y(t,8) =1, =) fiHD&) (3.8)
I=1

Here, f;(#) are the time dependent coefficients, ®;(¢ is the polynomial basis and M is dependent on the
number of independent variables and the order of expansion. The coefficients are for example obtained using
Gaussian quadrature for the gPC non-intrusive method. The mean and variance of the model output can be
evaluated from the coefficients. The obtained model can be used for simulations experiencing uncertainty.
Another often used application of PCE is sensitivity analysis. An important notation should be made about
the input parameters. The input parameters for which PCE is performed should be statistically independent,
or their correlation should be removed [38].

3.1.5. Polynomial Chaos Expansion Theory Literature Review

Compared to Particle Filtering approaches, polynomial chaos expansions have hardly been used in the field
of prognostics. Duong and Raghavan (2017) [8] are one of the first who address the prognostics problem with
the PCE method. They develop an uncertainty quantification method for batteries by using PCE and demon-
strate that PCE can be applied in the field of prognostics. However, apart from Duong and Raghavan there
has not been performed much research which combines prognostics and PCE and therefore, this literature
review explores other fields as well to better understand the possibilities of PCE and how it has been applied
in other fields for uncertainty quantification as well. Table 3.2 shows a set of interesting papers which are of
value to determine whether PCE can be used as a method of uncertainty quantification in the field of prog-
nostics.

Table 3.2: Literature Review on Polynomial Chaos Expansions

Reference Year Method (Degradation) Model Application Intrusive Coefficient Method
Prabhakar etal. [43] 2010 gPC Vinh'’s equations Flight dynamics Intrusive Galerkin
for hypersonic uncertainty
flight dynamics estimation
Oldayshkin 2012 aPC Exponential decay Random system Both Galerkin/Collocation
and Nowak [37] function
Oldayshkin 2013 aPCwith Darcy’s Law CO2 storage Non-intrusive  Collocation method
and Nowak [38] Bayesian in Geological
updating formations
Zhao et al. [63] 2013 gPCwith Paris’ law for crack Gear Non-intrusive  Sparse grid collocation
Bayesian propagation
updating
Duong et al. [8] 2017 aPC Exponential Battery Non-intrusive ~ Gaussian Quadrature
degradation
Hawchar et al. [14] 2017 Sparse PCE Time variant Cantilever Non-intrusive ~ Sparse regression
with PCA Von-Mises beam
stress function
Casado et al. [5] 2017 aPC Aircraft motion Aircraft Non-intrusive  Collocation method
model trajectory
prediction
Nagel et al. [34] 2020 Sparse PCE Water management Urban drainage  Non-intrusive Least angle regression
withPCAand model simulation
Bayesian of rain

updating
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The PCE literature review will start with aforementioned paper by Duong and Raghavan [8]. Duong and
Raghavan tackle the problem of using model-based prognostics with a PCE approach. The motivation to
perform research in this area is that PCE has been shown to provide a high accuracy of results and a low
computational effort compared to Monte Carlo methods. They use the moment-based polynomial chaos
approach (also known as the aPC approach), for the following reasons. First, the moment-based approach
avoids the need to assign parametric probability distributions and it can be used with arbitrary distributions.
The distributions can be specified as a histogram or as raw data. Finally, sensitivity analysis is straightforward
and can easily be used to indicate the dominant parameters of the model.

The moment-based PCE method allows the construction of the orthogonal polynomials and the correspond-
ing quadrature from the moments of the underlying distribution, which is the main idea described by Duong
and Raghavan. The k' order raw moment of a random variable can be expressed with Equation 3.9, where
the symbols have been elaborated upon in subsection 3.1.4. The raw moments corresponding to the input
data are stored in the Hankel matrix. The Hankel matrix is decomposed because it is positive definite and
the decomposed matrix is used recursively to construct the underlying distribution of uncertain parameter
¢;. From the recursive coefficients, the Jacobian matrix is established. The points of quadrature are then
the eigen values of the Jacobian matrix, which are then used to solve for the coefficients of the orthogonal
polynomials of the expansion.

Nik:‘[r;fpi(fi)dfi (3.9)

The method is applied to three different examples relying on an exponential degradation function, the first
one being a simple exponential function and the second and third are a summation of two exponential func-
tions consisting of different parameters which simulate the degradation of a battery. The examples are ver-
ified and compared with Monte Carlo simulations. It has been demonstrated that PCE models the battery
degradation uncertainty at different moments in time accurately while only having to run 81 simulations,
compared to 5000 Monte Carlo simulations to obtain the same level of accuracy. PDFs of the battery can
be obtained for moments in time and the uncertainty propagation can be modelled as such. Also, sensi-
tivity analysis based on the moment-based approach is performed to see which degradation factor is most
dominant. It is stressed that the number of uncertain input parameters should be smaller than 6, because
otherwise the computational time of the aPC method increases exponentially and a compressed sensing ap-
proach should be used to obtain the expansion coefficients. The paper demonstrated that PCE might be a
practical approach for uncertainty quantification in the field of prognostics [8].

The moment-based aPC method described by Duong and Raghavan above has been developed by Oladyshkin
and Nowak [37]. They state that only moments of probability measures are required for aPC to work and no
additional information is required. The research demonstrates that this is indeed the case by providing a thor-
ough theoretical proof of the concept and a more practical example. After the proof of concept, Oladyshkin
and Nowak establish 6 properties of moment-based aPC polynomial basis, which can be seen in Table 3.3.

Oladyshkin and Nowak [37] apply their developed concept to the exponential decay function which is a differ-
ential equation containing one uncertain input parameter. Two sources of the input parameters will be used:
one of raw data and one of a PDF fitted to the raw data. Intrusive and non-intrusive methods are used to
obtain the coefficients of both sources, respectively the Galerkin method and the collocation method. From
the results it becomes apparent that the method assuming the PDF and not having raw data as input has a
slower convergence than the moment-based aPC method. It has been demonstrated that fitting a PDF to the
input data leads to errors for higher order expansions, while using raw input data avoids this.

Oladyshkin and Nowak [38] continued with their moment-based PCE approach discussed above by including
Bayesian updating via Bootstrap filtering, which is filtering technique similar to particle filtering discussed in
subsection 3.1.3. In short, the PCE model is calibrated using history matching and updating each time step
a new measurement is obtained. Two main steps can be identified in the approach. The first step consists of
obtaining a mathematically optimal response surface via the aPC technique which can be seen as the surro-
gate model. The second step consists of matching the model to observation data through the bootstrap filter.
The method is demonstrated on the storage of carbon dioxide storage in geological formations.
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Table 3.3: Properties of the polynomial basis of the moment-based aPC method[37]

Propertyl The orthonormal basis can be constructed without any hierarchical conditions or
recurrence relations

Property2 Existence of the moments py, ..., l24 is the necessary and sufficient condition
for constructing an orthonormal basis {¥(©, ..., ¥ (@} to degree d, together with
the condition that the number of supports points of x is greater than d if x is a
discrete variable or is represented by a data set.

Property3 The orthonormal polynomial basis for arbitrary probability measures is based
on the corresponding moments only, and does not require the knowledge (or even
existence) of a probability density

Property4 All the zeros of the orthogonal polynomials are real, simple and located in the
interior of the interval of orthogonality [1]. This property is useful for numerical
integration, especially for bounded distributions.

Property5 As particular cases, the Hermite, Laguerre, Jacoby polynomials, etc. from the
Askey scheme and the polynomials for log-normal variables by Ernst et al. [14]
can be reconstructed within a multiplicative constant.

Property 6 All distributions that share the same moments up to order 2d will also share
the same basis, and thus will lead to identical results in an expansion up to
order d.

When the surrogate model is obtained using moment-based aPC, Bayesian updating can be performed us-
ing Bayes’ theorem, relating the likelihood function, the prior PDF of the model parameters and the prior
probability of the measurement function. Oladyshkin and Nowak assume that measurement errors are inde-
pendent and follow a Gaussian distribution. As was also done with PE a number of samples from the prior
PDF is drawn. These are multiplied with the corresponding weight which is determined from the likelihood
function. Samples are resampled using the inverse CDF method which was also used in by An et al. [1] for PE
The sample with the highest weight is taken, and added as a new collocation point after which it is evaluated
again and coefficients are determined again using the collocation method. This leads to an improvement of
the solution by taking into account new measurements as well.

The authors demonstrate the method using a carbon dioxide leakage model in geological formations us-
ing Darcy’s law, with three uncertain parameters of which some information about the prior distributions
is known. The authors state that the approach works best when the PDF of the parameters is known, but if
the prior guess is inaccurate and offset against the posterior, iterative Bayesian updating is proposed. This
increases the accuracy of the expansion at relatively low computational cost. Oladyshkin and Novak show
that a combination of aPC and Bayesian updating for model calibration can be used for any application be-
cause no specific properties are required by the forward model [38]. Because of this reason, this paper might
provide an interesting approach to apply in the field of prognostics using measurement data of degrading
components.

Prabhakar et al. [43] use PCE to model uncertainty in hypersonic flight dynamics. The evolution of uncer-
tainty in state trajectories is modelled for a hypersonic aerial vehicle which will enter the Mars atmosphere
and land on the planet. The initial conditions of this vehicle such as L/D coefficient, ballistic coefficient and
atmospheric density are the unknown parameters for which the uncertainty must be modelled. The method
they use is generalised PCE for stochastic differential equations.

After the gPC framework is developed for differential equations, the authors apply it to a simple first order
dynamic system of the form x = Ax. First, the authors transform the system of stochastic dynamics into de-
terministic dynamics in higher dimensional state space using the chaos expansion. As the authors deal with
the gPC framework, they use Galerkin projection (an intrusive method) to solve for the unknown coefficients
of the expansion. The system contains three unknown initial conditions following a Gaussian distribution.
It is shown that the gPC method is able to exactly predict the resulting system behaviour if the proper set of
orthogonal polynomials is used. Following from this, the method is applied to Vinh's equations describing
hypersonic flight dynamics with three unknown parameters which are assumed to be uniformly distributed.
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The equations are transformed to deterministic differential equations using the gPC framework. 10% varia-
tion in the initial conditions is used to model uncertainty and the distribution is modelled either as a uniform
or as a Gaussian distribution. Results show that the uncertainty propagation is as accurate as Monte Carlo
simulations but the computational time is reduced by a factor of 60 [43].

Prabhakar et al. propose a different method (gPC) than the methods described earlier (aPC). The reason for
this, is that Prabhakar et al. create a surrogate model from a physical model of which the initial conditions
are uncertain, but the distributions of these are known. In contrary, the method described by Oladyshkin and
Nowak [37, 38] does not assume any known distribution, but the method can model uncertainty from any
input data because no specific properties are required by the forward model as was mentioned earlier.

Zhao et al. [63] propose a stochastic collocation approach based on the gPC framework for gear health prog-
nostics. Next to this, they also include a Bayesian inference approach to integrate condition monitoring data
of the gear, as was also done by Oladyshkin and Nowak [38]. However, the difference is that Zhao et al. use the
generalised PCE approach instead of the arbitrary approach developed by Oladyshkin and Nowak. The goal
of the paper is to model the uncertainty of the RUL prediction for the gear and reduce the uncertainty during
inspection times by including condition monitoring data.

The gPC framework is outlined and the method to find the polynomial coefficients is discussed. For this, Zhao
et al. use the collocation method on a sparse grid. Important in the collocation method is to find the selec-
tion of optimal nodes to evaluate the polynomial in. Gaussian quadrature can be used in the one-dimensional
case or tensor products for the multi-dimensional case. However, this is not feasible for high dimensions as
the method will be subject to de curse of dimensionality as was also discussed in subsection 3.1.3. Therefore,
Zhao et al. propose the sparse grid collocation method which avoids this problem. The key idea behind this
method is to sum low-order tensor products established using one-dimensional quadrature. This results in a
reduction of nodes compared to high-dimensional tensor products.

The method is applied to a crack propagation model described by Paris’ law, with uncertainties in the mea-
surement error, model error and input parameters (two material random parameters). The input parameters
are samples from a normal distribution which are initially estimated through historical data for the entire gear
population and updated each inspection time using Bayesian updating, leading to more accurate parameter
estimations and less uncertainty in these. The effect of increasing the polynomial degree and collocation
points is investigated and the method is compared with Monte Carlo simulation. The gPC method is more
than 100 times faster than MC approach with an increase in accuracy. The authors conclude that the devel-
oped stochastic collocation gPC method is a good approach for prognostics based on physical models and
can be applied in various fields.

Hawchar et al. [14] propose a method which combines principal component analysis (PCA) with PCE for
time-variant reliability problems. An instantaneous performance function is established at each time node
of a discretised time frame. PCA is applied to these functions to obtain a reduced number of dominant com-
ponents of these functions. The components are then approximated using PCE to obtain a faster surrogate
model. The obtained surrogate model is used with Monte Carlo simulation in order to evaluate the evolution
of the probability of failure of a system over time.

The sparse gPC method is used for expansion. The advantage of sparse PCE compared to regular PCE is that
a reduced number of terms of expanion is required and less evaluations of the deterministic model are re-
quired. To determine the coefficients of the resulting polynomial, the physical model is evaluated to obtain
the exact response of the model for a set of samples from a set of input random variables. These are stored in
avector and subtracted from the sparse PCE model. The resulting equation is solved using sparse regression.
The method is a non-intrusive method.

The sparse PCE method is applied to the degradation of a cantilever tube structure, which is subject to time
variant torques and forces and other deterministic parameters. The degradation is modelled for 5 years, with
a time discretization step of 6 weeks, resulting in 41 time nodes and thus 41 instantaneous responses. As this
is rather high and makes sparse PCE inhibitive to perform one sparse PCE per performance function along
the 41 time nodes, PCA is applied to these 41 functions to represent all 41 response functions by a reduced
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number of non-physical components [14]. This results in 14 components for the tube for which the sparce
PCE is then performed. Once the model is obtained, MC simulation is performed to simulate several in-
stances and develop the probability of failure within the given 5 years. Hawchart et al. have demonstrated
that PCE can also be applied in cases where time-dependency is introduced explicitly and through stochastic
processes.

Polynomial chaos expansions have also been applied in predicting the uncertainty of aircraft trajectories.
This has been performed by Casado et al. [5]. Casado et al. apply arbitrary PCE in order to obtain a fast
uncertainty quantification model. Many uncertainties in aircraft trajectory are identified of which three are
chosen to consider for the model: flight technical uncertainties, earth surface model and the gravitational
model. A non-intrusive approach is formulated to solve the coefficients for the multivariate aPC model. For
this, the probabilistic collocation approach is used, which was also used by Oladyshkin and Nowak [37, 38].
In total, 10 sources of uncertainty with varying distributions are used for the analysis. Because this number
is high compared to number of uncertain parameters modelled in previously discussed papers, the number
of polynomial expansion factors is rapidly increasing for higher order expansions. A third order expansion
results in being only 10 times faster than Monte Carlo simulation, while Zhao et al. [63] and Prabhakar et al.
[43] reached even 60 to 100 times faster computational performance for higher order expansions. However,
the method still provides a fast solution with good accuracy for relatively low order of expansion.

The final paper listed in Table 3.2 by Nagel et al. [34] also combines PCA with polynomial chaos expansions
as was also performed by Hawchar et al. [14]. The goal of the paper is to identify unknown parameters and
quantify measurement and prediction errors for an urban drainage system and applying a sensitivity analysis
for these parameters. The original model for the simulation is computationally heavy and PCE is used to have
a fast uncertainty quantification. Also, Bayesian inference is used to update posterior distributions.

The authors use a water management model applied to an urban area. The model consists of 8 unknown
hydrological parameters. The original simulation model is run 2000 times and observations over a 15 hour
rain period are obtained for training of the model, which is discretised in 600 time steps. In the case of the
authors, this would mean that 600 different surrogate models should be evaluated simultaneously, which is
a computational burden for fast analysis. Therefore, they apply PCA to reduce the dimension of the output
of the problem. PCA is mainly used to reduce the number of features in a large data set, however, it has been
shown that is can also be used in reducing the number of output dimensions. 9 principal components capture
99% of the total variance of the model output. The next step that is applied is to apply PCE to the obtained
components. Hawchar et al. [14] applied sparse PCE in combination with PCA, which is also the approach
that Nagel et al. are using. However, a different approach is used to obtain the expansion coefficients; the
non-intrusive least angle regression method is performed for this. Once the PCE has been computed for each
principal component, the vector containing the model outputs is approximated. Global sensitivity analysis
is then performed to the surrogate model, which can be efficiently done using Sobol’ indices for PCE by post
processing the expansion coefficients, which Duong and Raghavan [8] did as well in a prognostics framework
as was discussed earlier in this subsection. The performed sensitivity analysis by Nagel et al. allows to iden-
tify the most dominant uncertain input parameters. Finally, two models are developed which use Bayesian
updating to update the posterior distributions of the 8 uncertain input parameters based on the observed
data by means of Markov Chain Monte Carlo simulation. The uncertainty is decreased significantly, however,
the model still does not align with the data completely. This is accounted for by the estimation of a discrep-
ancy function and applying it to the posterior distribution. It is concluded that the synergy potential of PCA
and PCE has not been studied extensively, but shows promising results as computational time is reduced
significantly and most of the information is preserved after applying PCA [34].

3.2. Degradation Modelling of Multi-Sensor Systems

This section contains a literature review on different types of degradation modelling of systems providing sen-
sor measurement data but no explicit information about the degradation of the system. This can be obtained
through various methods, which will be discussed in subsection 3.2.2. Before the methods are discussed, the
available data set if briefly introduced in subsection 3.2.1.
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3.2.1. Introduction to Data

A commonly used data set used for research in the field of prognostics is an engine degradation data set pro-
vided by NASA’s Prognostics Centre of Excellence (PCoE). The data set was originally created for the PHM
2008 challenge, a competition organised by the PHM society. The data set was created by simulating several
engine trajectories from the start of lifetime until the end of lifetime of an engine. The time is measured in
flight cycles and for each flight cycle a set of engine sensor measurements is captured. In total, 21 sensor
measurements are taken for each flight cycle and three different operational settings are defined, resulting in
6 different operational modes. Furthermore, 4 data sets for training a provided and 4 for testing. The RUL of
the test data sets is provided in another data set for verification purposes. 2 data sets contain 1 failure mode
and the other 2 contain 2 failure modes, failure of the high pressure combustor and failure of the fan [48].

As there is no explicit sensor measurement which measures the system degradation, a method needs to be
defined in order to obtain the underlying system degradation from the sensor measurements. Ultimately, the
information of useful sensors should be combined into a degradation indicator which runs from 0, system
is in a perfect state, to 1, system has failed. Because of this, there is a need to review literature which tack-
les problems such as how to model degradation of a system through its sensor measurements and how to
construct a degradation indicator using these sensor measurements. The literature review regarding this is
provided in subsection 3.2.2.

Furthermore, some papers include the performance of the model by means of the 2008 PHM challenge scor-
ing function as seen in Equation 3.10. Here, d is the difference between the actual RUL and the predicted RUL.
It can be seen that late predictions are penalised more. The scores can be used to compare the performance
of different approaches.
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3.2.2, Current Solution Methods

The engine degradation data set has been used often since its publication in 2008 for data-driven prognostics
where no prior information about the system is known. Often when developers are designing a prognostics
model, it is hard to get high quality data of the system they are considering. Companies are hesitant with
making data of their systems open source and therefore, the artificial degradation data set from NASA offers
a great alternative for developing new methods, as the data is open source and it can be used for verification
purposes. A review of different methods for degradation modelling is performed and the reviewed papers can
be found in Table 3.4. The score refers to the PHM data challenge scoring function seen in Equation 3.10 and
"Direct/indirect HI" refers to whether an explicit form of the health indicator is obtained or not.

The review will start with three papers dating from 2008 which result from participation to the competition.
Peel [41] describes the winning method of the challenge. Peel uses an ensemble of regression models to model
the remaining useful life. This was done by using a neural network using Multi-Layer Perceptron (MLP) and
Radial Basis functions (RBF). This results in several regression models which are fused using a Kalman Filter,
which can be used for similar applications as Particle Filtering, as was discussed in subsection 3.1.3. The
approach is to first explore the data and create a set for training the model and for validating the model. Neu-
roscale visualisation concludes that 6 clusters are identified, corresponding with 6 operational modes. Peel
normalises the data set to obtain a solid scale for all features in the data set. After obtaining the MLP and RBF
model, it became clear that the RBF underestimates the RUL and the MLP model overestimates the model.
Also, previous predictions are not taken into account for new predictions. Therefore, the two models are en-
sembled by using a Kalman filter. The mean squared error reduces significantly when using the ensemble
and the Kalman filter. Peel develops an Al solution for modelling the RUL, however, for this literature review
the focus will be on developing degradation models using statistical and stochastic approaches and therefore,
this will be the main focus for the remainder of this section.

Coble and Hines [6] divide prognostic models in three types, the first being the use failure time data. Second,
stress-based prognostic models are used which also take into account environmental stresses (e.g. tempera-
ture or load). Finally, Coble and Hines define effects-based prognostic models, which take into account the
specific usage of the component. Often, this involves generating a degradation measure and a path which
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Table 3.4: Literature review on degradation modelling

. Fault Operational Direct/
Reference Year Method Degradation Model Modes Modes Score indirect HI
Peel [41] 2008 Ensemble of a MLP - Single  Multiple 984 Indirect
and RBF neural network
using a Kalman Filter
Coble and Hines [6] 2008  General Path Model Average HI based Single  Multiple 2500  Direct
with Bayesian updating on similar sensor
output
Wang et al. [57] 2008 Regression and similarity- Linear and Single  Multiple 5600  Direct
based matching exponential
regression model
Giantomassietal. [12] 2011 Hidden Markov - Single  Multiple - Indirect
Model i.c.w. an ANN
Siegel et al. [51] 2011 Particle Filter with Exponentially Single  Single - Direct
exponential degradation ~ degrading
compressor
efficiency
Le Son et al. [24] 2013 HI construction using Wiener Process Single  Multiple 5520  Direct
PCA and model as WPM Model
Fangetal. [9] 2017 MFPCA and a (log)- - Single  Single - Indirect
location-scale functional
regression model
Wen et al. [58] 2020 Genetic Programming Exponential Single  Single - Direct
for HI function
Lietal. [29] 2020 State space model Wiener process Single  Single - Direct
with Particle Filter model

evolves over time until a certain threshold is reached. For each type they develop a model and apply it to the
PHM 2008 challenge data set.

Coble and Hines outline one or more models for each previously mentioned prognostic type. The first type
using failure data can be modelled using a Weibull distribution to model the failure rate of a component.
For stress-based prognostic models, proportional hazard models can be used. The model uses covariates in
which environmental information is stored to create a new hazard rate each time step based on the baseline
hazard rate. Another option is to use Markov chain models for this type of models. For effects-based prognos-
tics, Markov chain-based models, shock models and general path models are outlined to obtain degradation
information from data sets and use this to create a degradation indicator. Bayesian updating is introduced as
well for integrating historical data and newly acquired data. The three types are applied to the data set and
the failure data and stress-based models perform inadequate. For the third type, two models are developed.
First, a set of sensors showing similar behaviour are combined resulting in an average parameter. A second
order polynomial is fitted through this parameter and an average failure threshold is determined. The results
are better than the first two types, but not phenomenal. Therefore, Coble and Hines finally develop a general
path model (a polynomial) with Bayesian updating to update the polynomial coefficient estimations. This
model performs 8 times better than models of type 1 and 2, but still performs worse than the method by Peel
[41].

Wang et al. [57] develop a similarity-based approach for determining the RUL of aircraft engines. Data of
many different degradation trajectories resulting from the run-to-failure data are stored in a library. When
the RUL of an engine must be determined, the degradation trajectory of that engine is compared to a degra-
dation trajectory in the library and the most similar trajectory is used to predict the RUL of the engine. Before
similarity-based matching is performed, the sensor measurements are fused into a single health indicator,
a process called performance assessment. For this, Wang et al. use a simple linear regression model of the
form y = a + BT - x + ¢, where x is the feature vector containing all sensor measurements at a certain time, a
and S are the model parameters and € is the model noise. Once the health indicator is obtained, it will be
matched to the degradation trajectories stored in the library, for which the health indicator is obtained in a
similar fashion. The current engine which is inspected is matched to one of the library degradation trajecto-
ries minimising the Euclidean distance between the two trajectories.

Wang et al. apply the model to the PHM 2008 data set. Peel identified that the data set consists of 6 opera-
tional modes, which is also identified by Wang et al. Wang et al. manually select sensors of which they think
are useful. The selected sensors show a clear trend of degradation. For each of the six operating regimes, a
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linear regression model is build. The result of this is a one-dimensional time series which can then be used
to build a model which is able to capture the degradation pattern from normal operating conditions to fail-
ure. Wang et al. use an exponential regression model for this. The test model is compared to the trained
trajectories and the trajectories corresponding with the least distance to the test model are selected based
on a threshold. Outliers from the selected trajectories are removed and the average RUL of the remaining
trajectories is computed to obtain the final RUL estimation. An overview of this can be seen in Figure 3.6. The
results of the approach are not as good as the previously discussed methods, as Peel [41] and Coble and Hines
[6] both achieve better results(5 and 2 times better, respectively).
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Figure 3.6: Similarity-based matching of degradation trajectories in a library to test data [57]

Giantomassi et al. [12] use a Hidden Markov Model (HMM) for the health estimation and prognostics of jet
engines. HMMs are composed by a set of states that map observations in a PDE Two processes are modelled
in a HMM, a directly observable process and a process which is not directly observable but can be deducted
from the observable process. Giantomassi et al. use three different algorithms to solve the HMM,; the forward
backward algorithm, the Viterbi algorithm and the Baum-Welch algorithm. The state transition probability
matrix is updated by subtracting the HMM matrix with the new data matrix. The result is used to compute
the new transition probability. The algorithm to generate the HMM as a large computational complexity and
therefore, Giantomassi et al. make use of an artificial neural network (ANN) to reduce computational com-
plexity. The ANN model is trained to extract a scalar that describes the behaviour of all sensors combined for
that flight. Results show that the determination of the RUL estimation differs significantly from the real RUL
during the first flights of a jet engine, until the moment that a fault is detected, often around half of the total
lifetime, after which the estimation improves significantly and the difference between estimation and actual
RUL is minimal. However, no scores have been provided so the method cannot be compared to aforemen-
tioned methods.

In subsection 3.1.3 the research by Siegel et al. [51] was reviewed. Siegel et al. used a Particle Filter approach
to determine the RUL of jet engines. The model that they used to represent the degradation was briefly dis-
cussed here as well and will be elaborated upon further now. Siegel et al. make use of the fact that prior
information is given about the fault location, which is in the high pressure combustor for the data set con-
taining 1 fault mode. Using this information, Siegel et al. set up equations relating performance parameters
of the high pressure combustor (pressure ratio, speed, flow and efficiency). The sensor measurements are
used for these equations for which the compressor efficiency will eventually be the leading parameter.

Siegel et al. assume that the engine parameters degrade in an exponential manner, as this has been done
in previous studies as well. As such, the compressor efficiency and non-dimensional compressor flow is as-
sumed to degrade exponentially. Also, Siegel et al. assume that a decrease of 2% efficiency can be set as the
failure threshold. The exponential degradation model of the compressor efficiency contains three unknown
parameters which are updated using Particle Filtering, which was discussed in subsection 3.1.3. Results show
that predictions for a RUL shorter than 40 cycles is quite accurate, but long-term predictions are rather poor.
This is due to the fact that compressor degradation only becomes significant towards the end of the engine
lifetime and the threshold of 2% is not optimal for all engines. Tang et al. [20] model the failure threshold
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as a random variable from which the distribution is obtained from historical data, which showed favourable
results. This might improve the method developed by Siegel et al. Only one operating condition is taken into
account for this research and therefore, the performance cannot be compared to previously discussed papers.

Another method is proposed by Le Son et al. [24]. Previously discussed papers obtained degradation in-
formation using assumptions to model the degradation using compressor efficiency [51], averaging sensor
measurements [6], linear and exponential regression [57] or using Al methods [12, 41]. Le Son et al. use a dif-
ferent approach by using a data analysis technique called principal component analysis (PCA). This method
was also used in combination with polynomial chaos expansions, as was seen in subsection 3.1.5.

Le Son et al. set the goal to obtain a set of paths consisting of one health indicator. Next to this, the goal
is to find a trend of this indicator for accurate RUL predictions. They propose to construct a "failure space"
which contains a "failure place". The failure space is constructed using principal components of the data
obtained through PCA. PCA is a technique to reduce the dimensionality of a data set by constructing non-
physical principal components where the loss of information of the original data set is minimised. It does so,
by constructing uncorrelated variables that maximise the variance[21]. Le Son et al. first select useful sensors
to reduce the data set before applying PCA. Also, the data set is split into the 6 operational modes and PCA
is applied for each mode. From the PCA it follows that 99% of the variance of the data set is stored in the
first 2 principal components, which will be used for the construction of the degradation indicator. For each
operational mode, the barycenter is located in the failure space, which is the centre of the failure space of
an operational mode. The degradation of a unit at a certain time is then defined as the Euclidian distance of
the point in the failure space to the barycenter of the failure space. An overview of the failure space and the
corresponding barycenter of one operational mode can be seen in Figure 3.7.
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Figure 3.7: Failure space consisting of principal components with an indication of the barycenter of a certain operational mode [24]

Two methods for prognostics are used and compared to obtain the RUL. The first method models the result-
ing degradation indicator as a Wiener process. The Wiener process parameters are obtained by maximum
likelihood estimation based on the training data set. The RUL is then determined by using Monte Carlo sim-
ulation. Secondly, a similarity based approach is developed, based on the method by Wang et al. [57]. Here,
the degradation indicator is fitted to an exponential function for which the parameters are estimated using
the training data set. A library containing a set of degradation trajectories is obtained and for the test data
set, the trajectories that fit best are obtained using the similarity-based matching approach introduced by
Wang et al. The Wiener process model obtains the best result. Compared to the other methods outline in this
section, it compares slightly better than the method from Wang et al., but worse than the methods from Peel
and Coble and Hines.

Fang et al. [9] also apply PCA in order to fuse sensor signals to one single degradation indicator. Next to that,
they develop an algorithm, also using PCA, to identify which sensors are most informative for RUL prediction.
The previously discussed papers either use all sensors or select a number of sensors manually.
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Fang et al. start with the sensor selection algorithm which combines functional principal component anal-
ysis (FPCA) with a penalised (log)-location-scale functional regression model. Performing PCA to the data
set results in FPC scores, which are regressed to the time to failure of the samples of the training data set.
The regression model is then applied to determine the most informative sensors. The resulting dominant
sensors are then selected for the generation of a health indicator. For this, multivariate functional PCA (MF-
PCA) is used. The advantage of using MFPCA is that it gives MFPC scores to fused signal features. Again, a
(log)-location-scale functional regression model is developed to relate the system time to failure to the ob-
tained fused degradation signal of the sensors. The parameters of the regression model are estimated using
maximum likelihood estimation, which uses the MFPC scores. When the RUL is predicted for a new sample,
the MFPC scores are updated when new data becomes available. Fang et al. do this by applying adaptive
functional regression. Key for this approach is that training systems with a smaller lifetime than the current
observation time are not taken into account for recalculating the MFPC scores. The remaining training sets
are truncated at the current observation time so the time domain is equal for all signals. MFPC scores are
recalculated using FPCA and served as input to the regression model which is then used to give a new esti-
mation of the RUL of the system. The model is applied to the 2008 PHM challenge data set and results show
that selecting useful sensors can improve estimation quality significantly. The results are not generalised with
the competition score function, so no comparison regarding performance can be made with aforementioned
papers.

Wen et al. [58] develop a composite health indicator using a nonlinear data fusion method based on genetic
programming. Genetic programming is an optimisation algorithm based on the genetic algorithm. This will
be used to fuse the sensor data to a degradation indicator. Genetic programming can be used to automatically
select useful sensors. Genetic programming is based on phenomena occurring in the field of biology, such
as inheritance and natural selection. Wen et al. use a data set containing 100 degradation trajectories, there-
fore the population is set at 100. The population propagates several generations until an optimal degradation
function containing the most useful sensors is obtained. Each individual is modelled as a tree structure in
genetic programming. The tree is split into several terminals and nodes, which include mathematical opera-
tors and sensor measurements. Wen et al. use a fitness value for each individual using a function. Individuals
with a high score have a higher chance of reproducing. After a few generations, an optimal function is then
established, which is reformulated as the health indicator. The next step is to develop a method to model
the health indicator and to predict the RUL. An exponential formed degradation model is used for this. The
degradation model parameters are estimated using weighted least squares for the training data set. Results
of this method show that results regarding the RMSE of RUL prediction is superior compared to other meth-
ods. Wen et al. demonstrate that their method is suitable for RUL prediction of complex systems subject to
multiple sensor measurements.

Li et al. [28] develop a method to automatically select useful sensors as well. They develop another multi-
sensor data fusion model to predict the RUL of multi-sensor systems. The degradation process is modelled
as a Wiener process. A multivariate measurement function is used to explicate the sensor measurements.
The system state is then estimated by fusing the sensor signals with the use of particle filtering. The paper
has already been reviewed in subsection 3.1.3 with an emphasis on the particle filtering approach, but the
degradation modelling aspect will be reviewed more thoroughly here.

As was explained in subsection 3.1.3, the degradation process is modelled as a Wiener process with a drift pa-
rameter. A multivariate measurement function is established for all sensor measurements at a certain time.
This function consists of an expression relating the system state and sensor signals with the corresponding
coefficients. The expression should be monotonic, have deterministic model parameters and should have a
limit from 0 to 1. An example is an exponential function (exp(cx)) or a polynomial (x€). The parameters of
the state transition function and the multivariate measurement function are obtained using maximum like-
lihood estimation using training data. It was explained in subsection 3.1.3 that PF is used for RUL prediction.
The relation between the state transition function and the measurement function is recorded in the particle
weights. Particle weights are updated each time step based on the observations, scale and location param-
eters, covariance matrix of measurement noise and the function relating measurements and system states.
The method does not result in an explicit degradation indicator, but rather a direct approximation of the RUL.
Furthermore, Li et al. develop a sensor selection algorithm. First, sensors are individually used for RUL esti-
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mations in order to analyse the most dominant sensors. Based on this, a random group of best performing
sensors is selected. This is done several times to obtain the best sensor selection. Results show that informa-
tive sensor selection leads to good results. The PHM scoring function is not applied, so the method cannot be
compared to other methods, however, Li et al. compare their method to the earlier discussed method by Fang
et al. [9]. Li et al. have a lower absolute relative error, indicating that the proposed prognostics and sensor
selection method is better than the method from Fang et al.

Li et al. [29] have performed a comparative study of several prognostic approaches. Approaches discussed
earlier have been replicated and the approaches are all applied to the same data set containing 6 operational
modes and 1 fault mode. Scores are defined according to Equation 3.10. The results can be seen in Table 3.5.
Approach 1 has been developed by Li et al. themselves, whereas approach 2 is based on the paper by Wang
et al. [57] and approaches 3 and 4 are based on the paper by Le Son et al. [24]. It can be seen that approach
3 performs best, which involved PCA for the generation of a health indicator and further modelling using a
Wiener process.

Table 3.5: Evaluation of different stochastic and statistical approaches on the 2008 PHM data set [29]

ID Approach PHMO08 RSE MSE
Evaluation

1 Weibull 72494 261.8072 | 1008.0
Distribution

2 Similarity-based 231.0338 155.1644 | 354.0588
with Regression

3 Wiener Process 190.2898 1339813 | 263.9853
with PCA

4 Similarity-based 305.0142 179.8027 | 475.4265
with PCA

3.3. Maintenance Optimisation Methods under Uncertainty

This section reviews research performed in the field of maintenance policy optimisation. In section 3.1 and
section 3.2 prognostics approaches and degradation modelling approaches have been discussed, which ul-
timately led to the prediction of the RUL of a component. The prediction with a quantified uncertainty can
then be used to optimise a maintenance policy. A division is made between two types of maintenance opti-
misation; stochastic maintenance methods provided in subsection 3.3.1 and Markov decision process (MDP)
optimisation methods in subsection 3.3.2. It has been decided to not include linear programming optimisa-
tion methods, because these are often used to optimise maintenance opportunities in flight schedules. The
main focus will be to use prognostics results to decide when to schedule maintenance and not how this will
fit into a flight schedule.

A selection of reviewed papers which are relevant for the research to be conducted is provided in Table 3.6.
Stochastic optimisation and MDP optimisation methods are both provided here, but will be separately re-
viewed in the following sections. In Table 3.6, "Instant. duration" refers to whether the method assumes that
maintenance is performed instantaneous or not. Also, "perfect/imperfect" refers to whether it is assumed
whether the repaired component will be in an as-good-as-new state or not.

3.3.1. Stochastic Optimisation Methods

Do Van et al. [7] use the result of RUL prognostics to develop a stochastic maintenance policy for a single
degrading system. The system is not continuously monitored, but periodic inspections are performed. The
policy considers decision making related to maintenance actions and opportunities as well as logistic sup-
port and time between inspections.

The deterioration of the component is modelled as a Gamma process because this behaviour is observed
in many physical deterioration processes. The parameters of the Gamma process are estimated using max-
imum likelihood estimations based on historical data. It is assumed that the degradation can be observed
during periodic inspections which are assumed to be instantaneous, perfect and non-destructive. It is also
assumed that preventive and corrective repair restore the system to the as good as new state. Different costs of
maintenance are defined, an inspection cost and a cost for preventive maintenance which consists of system
specific costs, setup-costs and planned shutdown costs. During an inspection, the next maintenance oppor-
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Table 3.6: Literature review on maintenance optimisation methods

RUL Optimisation Optimisation Instant. Perfect/ Time Application

Authors Year  Method Method T;,pe Ogjeclive duration? imperfect horizon Dl(jll:nain

Rajabi et al. [45] 2006 MDP solved N/A MDP Minimize cost No N/A Short Power
using DP and lost energy generator

Do Vanetal. [7] 2012 CBMplanning Gamma SO Minimize cost Yes Perfect Long Random
based onrules  process system
for RUL and
time between
inspections

Kim et al. [23] 2015 MDP solved Weibull MDP Minimize cost No N/A Short Water Main
using DP System

Caietal. [4] 2016 CBM planning  Linear SO Maximise safety, No N/A Short Aircraft
basedonrules  growth minimise waste, engine
for RUL, PoF model maximise
and availability availability

Shiand Zeng [49] 2016 CBM planning  Weibull SO Minimize cost Yes Perfect Long Random
based on RUL system
and grouping
opportunities
of other
components

Verbertetal. [54] 2017 MDP solved Assumed MDP Minimize cost Yes Perfect Short Railway
using DP PDF for segments
and RL RUL

Lietal. [31] 2018 MDP solved Weibull MDP Minimize cost Yes Both Long Aircraft
using RL Engine
(Gauss-Seidel
algorithm)

Nguyenetal. [35] 2019 CBM planning LSTM SO Minimize cost Yes Perfect Short Aircraft
and ordering network Engine
based on RUL

Jinetal. [19] 2020 Semi-MDP Exponential/ MDP Maximize No Both Long Random
solved usinga ~ Weibull revenue system
simulation
technique

Zhang and 2020 CBM planning  SAE-LSTM SO Minimize cost Yes Imperfect  Short Aircraft

Zhang [62] based on RUL, network Engine
PoF and time
between
inspections

Huetal. [17] 2021 MDP solved N/A MDP Maximize No Perfect Long Aircraft
using RL mission Component
(ELM and reward
Q-learning)

tunity within a certain amount of time is modelled through a truncated normal distribution. Two strategies
are considered, a classical CBM policy and a RUL based policy. The classical policy involves two degradation
thresholds, one of failure and one of system functioning, but badly. Failure involves corrective maintenance
and unavailability costs. A badly functioning system results in preventive replacement. This threshold is
optimised through Monte Carlo simulation. This policy serves for comparison with the more sophisticated
RUL based policy. This policy plans maintenance based on the RUL and the next opportunity to perform
maintenance. If the RUL is slightly larger than the time between inspections, the model looks for an oppor-
tunity to perform maintenance and setup the maintenance. The costs are minimised by optimising the time
between inspections. The different costs involved rely on assumptions, but corrective repair is significantly
more costly than preventive repair. A simulation study shows that RUL based policy shows significantly better
results than the classical CBM policy. The paper shows how a simple decision process based on the RUL of a
component leads to an optimal inspection time which minimises costs regarding maintenance performance
and maintenance preparation.

Cai et al. [4] develop an optimal policy for aircraft engine shop visits based on the RUL of the engine. They
make use of the approach to perform maintenance just-in-time (JIT) to minimise the waste of an aircraft
engine. Also, Cai et al. include the effect of shop visit decision making on the service level and risk of failure
of the engine. Furthermore, they develop a state space model for the prognostics part, which is based on the
engine exhaust temperature. The method is demonstrated on a CFM-56 aircraft engine.

The prognostic model is developed by creating a state space model (SSM) consisting of a measurement equa-
tion and a degradation equation. The degradation equation is adopted as a Gaussian linear growth model
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containing process noise. The model parameters are assumed to be known at the beginning. The parameters
are updated using Bayesian state estimation. An analytical form of the PDF of the RUL k time steps ahead
is formulated. The prognostic model has similarities to the method described by Siegel et al. [51] in subsec-
tion 3.2.2, as here also a SSM was developed using a single engine parameter. Next, the optimisation criteria
are defined. First, the engine must not have a probability of failure larger than a threshold. Secondly, only
one engine can be repaired at a time. Therefore, the probability of having two engines to be repaired at the
same time should be minimised. A visualisation of the criteria can be seen in Figure 3.8.
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Figure 3.8: PoF and risk of unavailability second engine if first engine is being repaired [4]

The model is applied to a CFM-56 aircraft engine. Also, the repair time of an engine is modelled by a Gaussian
distribution. The shop visit decision policy is formulated as follows. If the optimal repair time is more than
150 cycles, the next decision moment will be after 100 cycles. If the optimal repair time is between 100 and
150 cycles, the next decision moment will be after 50 cycles. Between 50 and 100 cycles, the engine must visit
the shop in k cycles and below a RUL of 50 cycles the engine must be repaired as soon as possible. Further-
more, the probability of failure requirement must be taken into account and the probability that two engines
must be maintained at the same time must be below a threshold. Depending on which criteria is violated
first, the engine is maintained after k flight cycles. Although the RUL prediction is simple, it is concluded
that it is better than regular linear regression. The results of the maintenance policy show that the policy can
easily be implemented by MRO companies. The method by Cai et al. maximises the full life of engines and
maximises the availability of engines by avoiding two repaired engines at the same time. In contrary to the
method by Do Van et al. [7], no cost optimisation is taken into account.

Shi and Zeng [49] apply a dynamic opportunistic maintenance policy for maintenance decision making. The
method is applied to multi-component systems of which the effect of degradation of one component can also
influence the degradation of another component. A model is created which optimises the trade-off between
maximising the useful life of a component and minimising the setup costs for maintenance, which reduces if
several components are grouped together for maintenance at the same time. A dynamic opportunistic main-
tenance zone is established and the optimisation objective is to minimise long-term maintenance cost.

Shi and Zeng use historic condition monitoring data to predict the RUL of components real-time. Costs
are defined for preventive maintenance and the corresponding setup costs. Corrective replacement is given
a very high cost compared to preventive maintenance cost. Corrective replacement results in whole system
downtime, but a maintenance opportunity for other components to be replaced. Penalty costs are defined for
decreasing the RUL of some components if maintenance is performed early due to grouping, which reduces
setup costs so this must be optimised. Real-time RUL prediction is performed by a stochastic filter and ap-
plying Bayesian theory. Liu et al. [32] also apply stochastic filtering in combination with the optimisation of a
maintenance policy. However, they use it to model the influence of sensor degradation as well. When all cost
functions are defined, a function to define the optimal OM zone is defined, meaning that components being
in this horizon are grouped together for maintenance. An opportunity is defined as the first component that



3.3. Maintenance Optimisation Methods under Uncertainty 55

needs replacement. The method is optimised long-term by dynamically grouping components over and over
again until an optimal grouping structure is obtained. The method is applied to a random system with as-
sumed costs and the optimisation algorithm is solved using particle swarm optimisation. Relations between
preventive and corrective costs are similar to costs defined by Do Van et al. [7]. Results show that roughly 8%
of costs are saved by grouping components for maintenance compared to single-component maintenance,
which was presented as well by Do Van et al. [7]. Shi et al. [50] have also developed a maintenance pol-
icy which groups different components together. They use a dynamic-priority-based heuristic algorithm to
group components, instead of an opportunistic policy. Shi et al. demonstrate as well that grouping might
lead to significant cost reduction despite of not using the entire lifetime of a component.

Another stochastic optimisation approach is proposed by Nguyen et al. [35]. Nguyen et al. also use the 2008
PHM challenge data set to develop a prognostic model and use the resulting RUL to plan maintenance deci-
sions. The prognostic model is developed using a long short-term memory network, which is a widely used
in deep learning applications. As degradation models using the PHM challenge data set have been already
discussed in subsection 3.2.2, the main focus here will be on the maintenance policy optimisation.

Based on the resulting RUL from the prognostic model, several decisions can be made: repair or do nothing
and order a spare part or do not order. The decision to order or not to order depends on the corresponding
cost. For example, ordering early means that high costs are involved for storing the part for a long amount
of time, but ordering too late results in system downtime as the replacement cannot start immediately at the
desired replacement time. Replacing or doing nothing also depends on the decision resulting in the lowest
cost. Early replacements are for example very expensive, as this results in waste of useful life. Furthermore,
the decisions are made at regular inspection times (every 10 cycles) and the optimisation objective is to min-
imise costs. Three states are defined for the decisions. A RUL larger than 20 cycles means doing nothing
and ordering if costs are lower than not ordering (order in time). The spare part must be in stock in the sec-
ond state between a RUL of 10 and 20. A (perfect) repair is performed for a RUL smaller than 10. The cost
rate is defined as the relation between the cost of corrective or preventive replacement and the inspection
period and time. The cost rate serves to compare the developed method with periodic maintenance policy
and a perfect maintenance policy. Results show that the proposed methodology performs significantly better
than periodic maintenance and only slightly worse than the perfect maintenance policy, indicating that the
proposed method performs very well. Again, costs regarding maintenance are assumed as no available data
regarding this can be found in literature.

A final stochastic maintenance optimisation method is discussed now. Zhang and Zhang [62] use the PHM
challenge data set as well to develop a prognostic model based on long short-term memory. The difference
with the prognostic method by Nguyen et al. [35] is that Zhang and Zhang also include a stacked autoen-
coder. Also, whereas Nguyen et al. assume perfect inspections for their maintenance policy, Zhang and
Zhang develop a framework using imperfect inspections. Also, the maintenance policy is different, which
will be reviewed now.

The state of an engine can be subdivided into three states: good, defective and failure. Good means that the
failure threshold has not been reached and the probability of failure is smaller than a threshold. Defective
means that the engine is still working, but one of the two thresholds has been crossed. The failed state is clear
by its name. Again, a cost rate is defined which will be compared to a periodic and a perfect maintenance
policy for performance evaluation. The cost rate consists of a term for downtime cost, inspection cost, cor-
rective cost and preventive cost. No ordering of spare parts is included, as it is assumed that the component
can be repaired imperfectly and not replaced. It is assumed that every 25 cycles an inspection is performed
and it is assessed whether to perform maintenance or not. If the state is good, nothing is done and evaluation
occurs again at the next inspection. When the component is defective, preventive repair is performed. When
the component has failed, corrective repair is performed. The method is compared to the aforementioned
maintenance policies for different times between inspections, which is optimised. The key difference be-
tween this method and the method by Nguyen et al. is that Zhang and Zhang use an imperfect maintenance
strategy and include the probability of failure as well. Results are similar, the method is significantly better
than periodic maintenance and almost as good as the cost of perfectly predicted maintenance.

Many other papers provide stochastic optimisation for maintenance policies. Other interesting papers vary
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the degradation threshold over time in order to locate and identify possible early failures [60]. Another
method that is often used in literature to solve stochastic maintenance optimisation problems using genetic
programming [10, 55]. However, that will be beyond the scope of this review.

3.3.2. Markov Decision Process Optimisation Methods

The second optimisation method which involves Markov decision process (MDP) optimisation will be re-
viewed now. Rajabi-Ghahnavie and Fotuhi-Firuzabad [45] provide a simple method which uses a MDP to
determine when a power generating unit must be maintained. There are three available power generating
units, of which one can be maintained at a time as a limitation due to crew and facility capacity constraints.
The goal is as in many optimisation problems to minimise costs by solving the cost equation of the MDP,
which is often formulated as V' (s) in Equation 3.11. The optimal policy 7(s) consists of a set of actions which
minimises this cost equation. Here, s is the state, s’ is the next state, P is the associated transition probability,
R is the reward function and y is the discount rate. It is required to solve Equation 3.11 to obtain the min-
imum cost. Often, dynamic programming is used for this in literature. Key for this method is to divide the
problem in smaller and simpler sub-problems and solve them recursively. A visualisation of a MDP can be
seen in Figure 3.9, showing how states, costs, actions and state transition are defined.

V(8):=X g Pu(y (5, 5) (Rus) (8, 8) +yV ()

n(s):=argmin, {Y ¢ P(s'| s,a) (R(s'| s,a) +yV (s))} (611

The actions that can be taken here are to either do nothing or to perform maintenance. The objective in this
case is to minimise costs by minimising the unserved energy and the unserved reserve costs. Results show
that the unit generating the most power should be maintained first, because the expected energy consump-
tion is expected to increase later in the year. The other 2 units are maintained immediately after completion.
Furthermore, the impact of maintenance duration and energy consumption variation is considered. The
method shows simply how MDP processes can be used to solve the pricing problem and determine an opti-
mal policy in which order and when to perform maintenance to minimise costs.

Action Action
State transition
— Present state Mext state —
Cost Cost
Present decision epoch Mext decision epoch

Figure 3.9: Sequential decision problem [44]

Kim et al. [23] also provide a relatively simple demonstration of how to use a MDP to determine an optimal
maintenance policy. The method in this case is applied to a water main system. Kim et al. start by outlining
the MDP framework and assuming that the water main system degrades following a Weibull distribution. The
MDP framework is solved using dynamic programming and the Bellman equations. The method is applied
to the water main system of which the system health is divided in 5 states with a decision horizon of 100
years. Costs are assumed as well as no data is available for this. Results are compared to a periodic main-
tenance policy and a myopic policy which maximises short-term rewards. The problem is subdivided into 5
sub-problems which are solved separately. Each sub-problem corresponds with one of the 5 states as the ini-
tial state. Solving the framework results in an optimal time between inspections. Again a simple framework
which combines MDP and dynamic programming is provided which illustrates the simple implementation
of Markov decision processes.

Verbert et al. [54] develop a more thorough and advanced MDP framework for multi-component systems
using condition based maintenance planning. A method is developed which favours timely planning instead
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oflast minute maintenance planning. The framework is split into two parts. The first part involves determin-
ing the best maintenance strategy for an individual component so maintenance decisions can be tuned to
specific situations. A MDP is formulated which can be either solved by dynamic programming or reinforce-
ment learning. The second part involves optimising the maintenance policy on a system level by combining
the individual maintenance policies. Here, economic dependence and availability of the system is taken into
account by combining or spreading individual maintenance activities. Again, the goal is to minimise cost,
while the system down time is also minimised and failure should be prevented.

RUL determination using prognostics is beyond the scope of the paper, so it is assumed that the PDF of
the RUL is known at the time of an inspection. Inspections are performed at fixed times and perfect repair
of components is assumed. Decision making on the component level is done by determining what type
of maintenance to perform when. Also, a trade-off is made between early maintenance planning (which is
favourable) with a less good prediction quality and late maintenance planning for which prediction quality
is better. Three types of cost are defined for individual components; direct maintenance cost, indirect main-
tenance cost and cost associated with risk due to an action being inadequate or too late. The sum of these
should be minimised. The procedure is then at a time ¢ to accept the proposed maintenance strategy or to
postpone until the next evaluation time and decide again to plan or postpone (these are the two actions). For
this, the MDP framework is formulated consisting of many states depending on cost of the current mainte-
nance strategy, the component health, whether maintenance is planned or not and whether the component
has failed or not. Transition probabilities are formulated as well and a reward function is established. A
reward is given for planning maintenance. If no maintenance is planned and the system does not fail, no
reward is given. If the system fails, a penalty is given. The system is solved for each component and then the
optimisation on system level can be performed. Again, the total long-term costs are minimised. These costs
consist of negative costs for economies of scale (so not an actual cost), reduction in downtime costs and loss
of functionality costs. Verbert et al. optimise on the system level using a brute force technique. The method is
applied on a railway network. Individual railway track sections are the components, whereas a triangular city
network serves as the system. The action to postpone or to plan maintenance is given an analytical expres-
sion (including the RUL prognostics) which is solved each time it is evaluated whether to postpone or to plan
maintenance. Two types of defects can occur, so two types of maintenance can be scheduled. The optimal
maintenance type and time is determined for each railway track section. Then, the system level is optimised.
It is not ideal that some railway sections have maintenance simultaneously, as then the connection between
cities might not be available for a certain amount of time. As only 7 sections require maintenance, the so-
lution can be obtained through brute forcing. An optimal maintenance policy for the system is obtained as
such. The method shows that MDPs can be used very well in combination with the PDF of the RUL obtained
through prognostics. Also, it has been shown that several fault types, maintenance types and ideal mainte-
nance times can be obtained on the component level as well as on the system level.

Li et al. [31] develop a maintenance policy optimisation method formulated as a MDP. The MDP is solved
using reinforcement learning, one of the three paradigms in machine learning next to supervised and unsu-
pervised machine learning. The model is applied to the maintenance policy of aircraft engines. The method
is compared to traditional maintenance policy optimisation methods, which are included in the model as
well and solved synchronously to the reinforcement learning model. The traditional models consist of pe-
riodic maintenance, corrective maintenance and condition-based maintenance. In reinforcement learning,
an agent determines optimal maintenance policy. The agent is able to respond to the dynamically chang-
ing states of the aircraft engine. Depending on the engine state, the aircraft takes an action which results in
a certain cost. The objective of the agent is to minimise the cost. Li et al. set up a multidimensional state
space consisting of life limit part (LLP) state, engine performance state (depending on the exhaust gas tem-
perature) and random failure state. For each state, different actions can be chosen on each decision epoch
(replace, recover, correct or do nothing). Transition probability matrices are defined as well. The LLP prob-
abilities are always 1 depending on the action. Performance state transition probabilities are derived from a
Weibull distribution. The random failure probability is related to the performance state. Cost functions are
provided based on hypothetical data. The resulting MDP framework is solved using the Gauss-Seidel value
iteration algorithm. Li et al. [31] apply the framework to aircraft engines, consisting of 5 states for both the
performance and LLP states. The optimal policy minimising the cost depending on the system states can be
seen in Figure 3.10.
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Figure 3.10: Maintenance policy map where A defines the action to be taken [31]

Other experiments were conducted which showed that a robust method is proposed which is able to ad-
dress the hybrid maintenance strategy by combining LLP maintenance, CBM and CM. As little historical data
was available, the reinforcement learning optimisation was performed which showed good performance. Al-
though different components are considered, grouping these to simultaneously perform maintenance is not
discussed in this paper, which was done by Verbert et al. [54] and Shi and Zeng [49].

Jin et al. [19] develop an efficient maintenance strategy using a semi-MDP which also includes the deterio-
ration process of a multi-state system. The main difference between a regular MDP and a semi-MDP is that
for a regular MDP the time spent in one state is one unit of time, whereas for a semi-MDP this amount of
time can vary of even be a random variable [44]. In the framework of maintenance optimisation, this often
involves the maintenance duration time. The previously discussed paper by Li et al. [31] for example assumes
that maintenance is performed instantly, whereas Jin et al. [19] do not make this assumption.

The semi-MDP framework is set up in a similar fashion as outlined previously in this section and is applied
to a small and a large scale problem. The goal of the framework is to maximise the revenue of the system over
an infinite horizon. The semi-MDP is not solved using dynamic programming or reinforcement learning,
as was seen previously in this subsection, but using a simulation technique because the goal is to apply the
framework to problems with many states and possible actions. These type of problems are sensitive to the
curse of dimensionality if the number of states and actions increases rapidly. The iterative simulation tech-
nique evaluates many policies which results in an optimal policy. Simulation studies show that the method is
especially convenient for large-scale maintenance policy problems, for which the type of maintenance, time
of maintenance and corresponding revenue are provided.

The final paper that will be reviewed is a paper by Hu et al. [17]. Like Li et al. [31], Hu et al. develop a
MDP process and use reinforcement learning to solve for the optimal maintenance policy. The research is
motivated by the fact that many maintenance optimisation methods from literature focus on short-term re-
wards and hardly cover mission rewards on the long-term. This research addresses both short-term rewards
and long-term mission rewards. Innovative in this paper is that next to maintenance policy, aircraft missions
are modelled as well. An agent is able to choose which mission to perform based on the mission reward
and corresponding maintenance cost and time. Furthermore, decisions can be made regarding flying or not,
ordering a spare part or not and repairing or not, similar to the options defined by Nguyen et al. [35]. Rein-
forcement learning is applied to obtain the policy which maximises the reward of the action-value function.
The aircraft state depends on the RUL (which is assumed to be known prior to a mission), mission profile and
the available spare components. The policy resulting in the optimum of action-value function is obtained
using an extreme learning machine algorithm. The algorithm is trained using the Q-learning method, a com-
monly used reinforcement learning algorithm.

A simulation study is performed to demonstrate the proposed reinforcement learning solution. As hardly
any data is available for mission reward and maintenance cost for aircraft, the parameters are simulated
through uniform distributions of hypothetical distribution parameters. The result is a schedule for a single
aircraft containing information on when to do which mission and when to perform maintenance. Many
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papers compare their maintenance policy result to CM, PM and CBM policies as was seen in this section,
which Hu et al. also do. The RL policy scores slightly better than the CBM policy due to the fact that storage
costs are high for the CBM policy. If data is subject to noise, all policies perform poor except for the RL policy.






Research Framework

This chapter covers the research motivation. First, the research gap is identified in section 4.1 following from
the literature review from chapter 3. The scientific research gap is used to define the research aim in sec-
tion 4.2 and based on this, the research questions are formulated in section 4.3. Finally, the research scope
will be identified in section 4.4.

4.1. Research Gap

Following from the literature review covered in chapter 3, scientific research gaps can be identified. The
identified research gaps will then be used in order to define the research aim, research questions and re-
search scope later in this chapter. The research gap regarding prognostics and degradation modelling will be
covered first, after which the research gap regarding maintenance optimisation will be covered.

Two main strategies for RUL prognostics have been covered in the literature review, particle filtering and
polynomial chaos expansions. It was seen that particle filtering is a widely used approach in the field of
prognostics in combination with a component degradation model. It was also seen that particle filtering has
been used for the PHM data challenge several times as well, however, different degradation models and sam-
pling methods were used. Also, different approaches have been used to establish the degradation or health
indicator from aircraft engines. Although particle filtering prognostics has been researched several times
in combination with the PHM challenge data set, there are still variations of the problem which have not
been covered yet by particle filtering. For example, it was seen that Siegel et al. [51] develop a degradation
model based on the efficiency degradation calculated using only a few sensor measurements. An exponential
degradation function is fitted using historical data. The parameters of the function are updated using particle
filtering and particle filtering is used to estimate the RUL. It would be interesting to develop another degra-
dation model not based on solely the engine efficiency which utilises more sensors. Principal component
analysis (PCA) in combination with a barycenter for a fault mode to model degradation of an implicit multi-
sensor data set was introduced by Le Son et al. [24]. It has not been researched how a degradation indicator
obtained through PCA and using an exponential function to model the degradation in the future and using
particle filtering to estimate the function parameters can lead to an estimation and PDF of the RUL. This
could be an approach which can be taken if it is chosen to use a particle filtering approach. Furthermore, no
research has been conducted which combines a statistical and stochastic prognostic approach in combina-
tion with a maintenance policy optimisation method, as most research focuses on either developing a RUL
prognostics approach or using the result to develop a maintenance policy optimisation approach. Therefore,
a completely novel approach would be to research how a model-based statistical and stochastic prognostic
approach using particle filtering would result in an optimal maintenance policy which performs better than
existing maintenance policies such as periodic maintenance policy or corrective maintenance policy.

Polynomial chaos expansion (PCE) was the second prognostics approach covered in chapter 3. Here, it was
seen that PCE has hardly been used in the field of prognostics. Some research has been performed that has
demonstrated that PCE can be used to determine the RUL estimation and uncertainty quantification of de-
grading systems. However, most research that has been conducted using PCE techniques are used for other
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applications such as uncertainty quantification in aircraft trajectories or to obtain surrogate models for com-
putationally extensive physical models such as an urban water drainage model. Therefore, a research gap
can be identified which is to use PCE for prognostics to the PHM challenge data set, as this approach has not
been researched but PCE for RUL determination has been shown to be significantly faster than Monte Carlo
methods with significant accuracy. Furthermore, several papers discussed in subsection 3.1.5 discussed the
combination of PCA and PCE. Nagel et al. [34] concluded that the synergy of PCE and PCA has not been
researched extensively and recommend to research the combination of these two approaches as this leads
to significant computational time reduction while preserving most of the information in the used data set.
Therefore, it would be interesting to research the combination of PCE and PCA in a prognostics framework,
as this has not been done yet. An approach would be to use PCA as introduced by Le Son et al. [24] to ob-
tain the health indicator of a component using an implicit multi-sensor data set. As was explained above for
particle filtering, the result could be modelled using an exponential function for which PCE can be used for
RUL prognostics and uncertainty quantification. In the previous paragraph it was also outlined that no re-
search has been conducted which combines a stochastic and statistical model-based prognostics approach
with a maintenance policy optimisation method, which also applies in the case of using PCE for the prognos-
tic method.

Different maintenance policy optimisation methods have been reviewed in chapter 3, which were split in
stochastic optimisation methods and Markov decision process optimisation methods. Two papers were re-
viewed which covered a stochastic maintenance policy optimisation method using the 2008 PHM challenge
data set. For the prognostics part, both used a long short-term memory network, an artificial intelligence
method. No stochastic and statistical model-based prognostics approach has been used to determine an op-
timal maintenance policy and therefore, it would be interesting to research this. Also, both approaches by
Nguyen et al. [35] and Zhang and Zhang [62] assume that maintenance is being performed instantaneously
and the optimisation horizon is short. Both use a stochastic optimisation approach to determine the optimal
short-term maintenance policy. Because of this, a research gap can be identified as no Markov decision pro-
cess has been used to optimise a maintenance policy for aircraft engines using an implicit multi-sensor data
set. Also, the long-term optimisation for single aircraft or a fleet of aircraft has not been covered in literature
for both optimisation methods. Next to this, it would be interesting to not assume that maintenance can be
performed instantly. This would be especially useful for optimisation using a long-term time frame and if
optimisation takes place for a single aircraft or fleet of aircraft.

The research gaps identified in this section will be the basis of the remainder of this chapter. The research
gaps will be used to formulate the research aim and to construct corresponding research questions.
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4.2. Research Aim

Following from the identified research gaps, the research aim can be defined. The research will make an
effort to provide useful information in the field of prognostics and maintenance policy optimisation and help
to further develop prognostic methods and provide new insights. The research aim can be subdivided in two
parts:

1. Developing a stochastic and statistical model-based prognostic model which is able to estimate the re-
maining useful life of an aircraft engine based on implicit multi-sensor measurements obtained during
the lifetime of that engine, as well as quantify the uncertainty of the remaining useful life estimation in
the form of a probability density function.

2. Developing a maintenance policy optimisation method which is able to implement the result of the
prognostic model (the probability density function of the remaining useful life of an aircraft engine) in
order to obtain an optimal maintenance policy which reduces long-term maintenance costs compared
to other maintenance policies.

The aim of the research is defined and now the research questions can be formulated, which will be done in
the following section.

4.3. Research Questions

The research questions follow from the research gaps and the research aim defined in the previous sections.
For the research to be conducted the following main research question is formulated:

Main Research Question
How can RUL prognostics applied to aircraft engines be used to optimise maintenance policies?

In order to answer the main research question, the following research sub-questions are defined.

1. Considering an implicit multi-sensor engine degradation data set of a certain aircraft engine type, how
can the RUL and its corresponding PDF of an aircraft engine of this type be determined using a stochas-
tic and statistical method?

(a) What type of model will be used to predict the RUL?
(b) How will the underlying degradation of an engine be modelled using available sensor measure-

ments?

2. How can the PDF of the RUL of an aircraft engine which is in a certain degradation state be used to
optimise the maintenance policy of an aircraft utilising this aircraft engine?
(a) What type of optimisation model will be used to optimise the maintenance policy?
(b) What will be the objective of the optimisation policy?
(c) What will be the cost of the maintenance policy?
3. How does the proposed prognostic method and maintenance policy compare to current maintenance
strategies?
(a) How does the prognostic approach compare to other methods?

(b) How does the maintenance policy compare to periodic maintenance, corrective maintenance and
perfect maintenance strategies in terms of costs, number of unscheduled replacements and waste
life?
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4.4. Research Scope

The research gaps, research aim and research questions have been formulated in the sections above. Finally,
the research scope will be determined in order to set boundaries to the research framework and determine
what will be done and what will be left beyond the scope of the research project.

First of all, the available 2008 PHM challenge data set consists of four different data sets. The first two data
sets contain only one fault mode. One data set consists of 1 operational mode and the other data set consists
of 6 operational modes. The other two data sets also have respectively 1 and 6 operational modes, but two
fault modes are present here. For this research, the data set containing one fault mode and six operational
modes will used to develop the initial model. Then, if time allows, the model will be extended to two fault
modes.

The output of the prognostic model using this data set will be the probability density function of the remain-
ing useful life. It is assumed that when the RUL of an engine is determined at a certain time, historical data
until that point is complete and no missing data needs to be accounted for. The prognostic model will not
be evaluated through a sensitivity analysis, this will only be performed for the maintenance optimisation part.

The maintenance policy optimisation will use the output of the prognostic model. The emphasis of the re-
search will be on developing the prognostic method and the maintenance policy optimisation model will
serve as a demonstration to show how prognostics can be used to minimise engine waste and minimise
maintenance costs. For engine maintenance, it is assumed that there is hangar availability for one aircraft
to be maintained at a time. Furthermore, grouping of different aircraft components to perform maintenance
simultaneously is not considered. In literature, the optimisation for maintenance often includes cost func-
tions to estimate the cost of maintenance. However, the exact numbers for these functions are often unknown
and assumptions are made for these numbers, as was outlined in section 3.3. Therefore, for this research the
costs of aircraft will also be assumed based on assumed cost functions in literature. The exact costs will then
not be known, but they can be compared to existing maintenance strategies using which can be calculated
using the same cost functions. It is also assumed that aircraft maintenance can take place if no other air-
craft is undergoing maintenance regardless of the exact flying schedule of the aircraft. In other words, the
exact flight schedule of a fleet of aircraft will not be taken into account. The result of the maintenance policy
optimisation will be an optimal policy of when to do maintenance and when not to do maintenance.
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Thesis Planning

The milestones for the thesis can be seen in Table 5.1 and the Gantt chart for the thesis can be seen in Fig-

ure 5.1.

Table 5.1: Thesis planning of milestones

Week Date Milestone

Week 0 06/05/2021 | Kick-off meeting

Week 14 16/09/2021 | Midterm

Week 26 10/12/2021 | Hand-in thesis draft

Week 27 17/12/2021 | Green light meeting

Week 29 07/01/2022 | Hand-in thesis final version
Week 31 20/01/2022 | Thesis defence

Holidays Start End

Summer Holiday 19/07/2021 | 20/08/2021

Christmas Holiday | 27/12/2021 | 31/12/2021
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Figure 5.1: Project Gantt chart



Conclusion

Prognostics in aircraft maintenance is becoming more popular every year. Maintenance repair and over-
haul companies are gradually shifting from conservative maintenance strategies to the implementation of
prognostics in order to optimally use aircraft components and reduce aircraft on ground time due to unex-
pected faults. A literature review was conducted in order to set up a research framework. The literature review
considered three major topics; prognostics in aircraft maintenance, degradation modelling of multi-sensor
systems and maintenance optimisation methods.

The literature review resulted in the identification of research gaps. Polynomial chaos expansions have been
applied in many fields, but are relatively undiscovered in the field of prognostics. A small number of papers
apply and demonstrate the feasibility of applying PCE in the field of prognostics, but no extensive problems
using multi-sensor data have been solved using PCE, especially not in the aviation maintenance industry.
Therefore, it can be concluded that it would be a novel approach to develop an aircraft engine prognostic
model using PCEs.

Furthermore, maintenance optimisation methods have been reviewed. The emphasis of the review was on
stochastic optimisation and Markov decision process optimisation. Both methods have not been used in
combination with a stochastic and statistical model-based prognostic model in order to obtain an optimal
maintenance policy. Also, no long-term optimisation strategy for aircraft engine maintenance policy opti-
misation has been researched for a single aircraft or a fleet of aircraft. Therefore, both methods would be
suitable to be researched for long-term aircraft maintenance.

Following from this, a model will be developed which is able to provide a probability density function of the
aircraft engine remaining useful life at a certain moment in time by using a stochastic and statistical model-
based prognostic model using PCEs. Next, this result is used to develop an aircraft engine maintenance policy
optimisation method which provides and optimal maintenance policy which minimises costs compared to
other, conservative, maintenance strategies.
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Supporting work






Additional results: health indicator
modelling & RUL prognostics

In this chapter, additional results are presented which are used to create the engine health indicator over
time for the different data sets. Also, some additional RUL prognostic results are given for the three data sets
discussed in Part I.

1.1. PHM Challenge data set

1.1.1. Sensor measurements split per operational mode

In Figure 1.1 to Figure 1.6 all sensor measurements of all engines split per operational mode are provided for
the PHM Challenge training data set.

Sensorl Sensor2 Sensor3 Sensor4d Sensor5 Sensor6 Sensor7

0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 _ 300 0 100 200 _ 300 0 100 200 300 0 100 200 300
Sensor8 Sensor9 Sensor10 Sensorll Sensorl2 Sensorl3 Sensorl4
)
=
©
>
.
<]
o
c
(7]
0l
0 100 200 300 0 100 200 300 0 100 200 _ 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300
Sensorl5 Sensorl6 sorls Sensorl9 Sensor20 Sensor21

Sensorl7 Sen

0 100 200 300 ) 100 200 300 0 100 200 300 ) 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300

Time [cycle]

Figure 1.1: Sensor measurements of all sensors - PHM Challenge training data set operational mode 1.
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Figure 1.2: Sensor measurements of all sensors - PHM Challenge training data set operational mode 2.
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Figure 1.3: Sensor measurements of all sensors - PHM Challenge training data set operational mode 3.
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Sensor value [-]

Sensor value [-]

Sensorl Sensor4 Sensor5 Sensoré Sensor7
0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300
nsorg nsorg Sensorl0 Sensorll Sensorl2 Sensorl3 Sensorld

100 200

100 200

100 200

200

200 300

Time [cycle]

0 300 300 0 100 200_ 300 [ 300 0 100 300 100
Sensorl5 Sensorl6 Sensorl? Sensorl8 Sensorl9 Sensor20
0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300

Figure 1.4: Sensor measurements of all sensors - PHM Challenge training data set operational mode 4.
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Figure 1.5: Sensor measurements of all sensors - PHM Challenge training data set operational mode 5.




74 1. Additional results: health indicator modelling & RUL prognostics
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Figure 1.6: Sensor measurements of all sensors - PHM Challenge training data set operational mode 6.

1.1.2. Principal component analysis

In Table 1.1, the explained variance of the 7 principal components is provided of the PHM Challenge training
data set. It can be seen that the first two principal components capture more than 98% of the variance of the
data set, see Part I for the methodology on how to obtain the principal components.

Table 1.1: Explained variance of the principal components of the PHM Challenge training data set.

Model Mode2 Mode3 Mode4 Mode5 Modeb
PC1 60.85 58.95 79.65 72.64 61.45 54.41
PC2 38.04 40.07 19.12 26.75 37.85 4455

PC3 0.66 0.40 0.77 0.28 0.34 0.56
PC4 0.28 0.31 0.39 0.18 0.23 0.25
PC5 0.14 0.24 0.07 0.13 0.12 0.20
PC6 0.02 0.02 0.00 0.02 0.01 0.03
PC7 0.00 0.00 0.00 0.00 0.00 0.00

1.1.3. Failure clusters per operational mode

The six failure clusters as described in Part I for the PHM Challenge training data set can be viewed in Fig-
ure 1.7. The overview of all failure clusters in the 2D principal component space can be viewed in Figure 1.8.
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Figure 1.7: Engines failing per operational mode projected in the 2D principal component space for the PHM Challenge training data
set. 7 sensor measurements are used to develop the 2D space, see Part 1.
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Figure 1.8: Projection of all failure clusters identified in Figure 1.7 in the principal component space.

1.1.4. Health indicator progression example

In Figure 1.9 the health indicator progression of the first 2 engines of the PHM Challenge training data set
have been provided. The methodology on how to obtain these is provided in Part I.

w & v o

Health indicator [-]

N

Health indicator [-]

0 50 100 150 200
Time [cycle]

(a) Health indicator progression of engine 1

0 20 40 60 80 100 120 140 160

Time [cycle]

(b) Health indicator progression of engine 2

Figure 1.9: Constructed health indicator for the first 2 engines of the PHM challenge training data set.
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1.1.5. RUL estimation example

In Figure 1.10, two engines of the PHM Challenge testing data set have been provided with their correspond-

ing RUL estimation. The methodology on how to obtain these is provided in Part I.
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Figure 1.10: RUL estimation for engines 1 and 2 of the PHM Challenge testing data set

1.1.6. Results aPCE model

In Table 1.2 the aPCE RUL prognostic model results are provided for the first 12 engines of the PHM Challenge
testing data set. As this data set does not have a RUL verification set, some metrics cannot be evaluated.

Table 1.2: Results of the aPCE prognostic model applied to the first 12 aircraft engines of the PHM Challenge testing data set.

EngineID RUL; 95%C.I. 95%C.L Std. dev
[-] [FC]  low [FC] high[FC] o, [FC]
Engine_1 134 112 151 37
Engine_2 74 68 80 24
Engine_3 87 76 97 29
Engine_ 4 115 110 119 30
Engine 5 57 52 62 9
Engine 6 100 90 109 28
Engine 7 59 53 64 18
Engine_8 25 14 35 11
Engine_9 81 75 87 17
Engine_10 128 108 146 25
Engine_11 116 114 119 29
Engine_12 32 27 37 7
Engine_12 32 27 37 7
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1.2. FD0OO1 data set

1.2.1. Sensor measurements
In Figure 1.11 all sensor measurements of all engines are provided for the FD001 training data set. This data
set consists of only 1 operational mode.

Sensorl Sensor2 Sensor3 Sensor4d Sensor5 Sensor6 Sensor7
0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 _300 0 100 200 300 0 100 200 300
Sensor8 Sensord Sensorl0 Sensorl2 Sensorl3 Sensorl4
)
=
©
>
w
5]
")
c
[}
%]
0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300
Sensorl5 Sensorl6é Sensorl?7 Sensorl8 Sensorl9 Sensor20 Sensor21
0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300

Time [cycle]
Figure 1.11: Sensor measurements of all sensors - FD0O01 training data set operational mode 1.

1.2.2, Principal component analysis

In Table 1.3, the explained variance of the 7 principal components is provided of the FD0O01 training data set.
It can be seen that the first two principal components capture more than 98% of the variance of the data set,
see Part I for the methodology on how to obtain the principal components.

Table 1.3: Explained variance of the principal components of the FD001 training data set.

Mode 1
PC1 55.42
PC2 43.34
PC3 0.67
PC4 0.30
PC5 0.23
PC6 0.04

PC7 0.00
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1.2.3. Failure clusters

The failure cluster in the 2D principal component space can be viewed in Figure 1.12.

1810+ N * &% Failure points
s Failure center
— 1805 - * * o
— * * * *
~ #* * .
e * o : : *
] * * ** &
S 1800 - *oxx ¥ g, *
g x W N *it*** * *
*
g * * *** * *
S 17951 *k * ok Nk ok
o * *
*
*
1790
*
1225  -1220 -1215 -1210  -1205

PCA component 1 [-]

Figure 1.12: Projection of the failure cluster in the principal component space using the FD001 training data set.

1.2.4. Health indicator progression example

In Figure 1.13 the health indicator progression of the first 2 engines of the FD0O01 training data set have been
provided. The methodology on how to obtain these is provided in Part I.

w IS v o

Health indicator [-]

N

Health indicator [-]

75 100 125 150 175 200

Time [cycle]

50

(a) Health indicator progression of engine 1

150 200 250 300

Time [cycle]

100

(b) Health indicator progression of engine 2

Figure 1.13: Constructed health indicator for the first 2 engines of the FD001 training data set.
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1.2.5. RUL estimation example
In Figure 1.14, the first two engines of the FD0O1 testing data set have been provided with their corresponding
RUL estimation. The methodology on how to obtain these is provided in Part I.

10

Health indicator [-]

-4

/

o Measurement
— HPEF(LE)
—— HIPEP(L,E) + 0,

---- HPEP(LE) -0,

RUL;

100

200

300 400

Time [FC]

FDOO01 testing data set.

Health indicator [-]

10

—41

(o]

I mPCE,P(t‘ £)
—— HIPEP(t, &) + 0

HIPCEP(t, E) — 0,

Measurement

Ds

RUL;

Time [FC]

(a) RUL prediction is performed 31 FC after the first time the (b) RUL prediction is performed 49 FC after the first time the
engine is used. Estimated RUL=192-31=161 FC. Engine 1 of engine is used. Estimated RUL=184-49=135 FC. Engine 2 of
FDO0O1 testing data set.

Figure 1.14: RUL estimation for engines 1 and 2 of the FD0O01 testing data set

1.2.6. Results aPCE model
In Table 1.4 the aPCE RUL prognostic model results are provided for the first 12 engines of the FDO0O01 testing

data set.

Table 1.4: Results of the aPCE prognostic model applied to the first 12 aircraft engines of the FD001 testing data set.

EngineID RUL; RUL? 95% C.I.  95% C.I. Std. dev  Error Score CRPS
[-] [EC] [EC] low [FC]  high [FC] op [FCl ¢ [FCI  S;l-] [-]
Engine_1 160 112 150 168 36 48 1205 27.2
Engine_2 136 98 118 151 25 38 43.7 924
Engine_3 61 69 39 79 19 -8 0.9 47.5
Engine 4 70 82 67 74 18 -12 1.5 22.3
Engine 5 87 91 71 101 23 -4 0.4 394
Engine_6 86 93 66 103 25 -7 0.7 324
Engine_7 94 91 82 105 18 3 0.3 18.6
Engine_8 100 95 88 112 20 5 0.6 6.3
Engine 9 126 111 103 144 32 15 3.5 53.7
Engine 10 91 96 75 106 13 -5 0.5 7.1
Engine 11 84 97 63 101 28 -13 1.7 10.8
Engine_12 93 124 34 136 25 -31 9.9 14.5
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1.3. FD002 data set

1.3.1. Sensor measurements split per operational mode
In Figure 1.15 to Figure 1.20 all sensor measurements of all engines split per operational mode are provided
for the FD0O02 training data set.

Sensorl Sensor2 Sensor3 Sensor4 Sensor5 Sensor6 Sensor7
0 200 0 200 0 200 0 200
Sensor8 Sensorl0 Sensorl2 Sensorl3
o i
3
©
> -
z ]
o
a
c 4
(7]
]
0 200 o 200 0 200 o 200 0 200 o 200
Sensorl5 Sensorl6 Sensorl7 Sensorl8 Sensorl9 Sensor20
0 200 0 200 0 200 0 200 0 200 0 200
Time [cycle]
Figure 1.15: Sensor measurements of all sensors - FD002 training data set operational mode 1.
Sensorl Sensor2 Sensor3 Sensord Sensor5 Sensor6 Sensor7
0 200 0 200 0 200 0 200
Sensorl0 Sensorll Sensorl2 Sensorl3
0 1 - A ]
2
© ]
> ]
e ] ]
o
a
c ]
S ]
& | ]
° 200 o 200 0 200
Sensorl7 Sensorl8 Sensorl9
0 200 0 200 ° 200 o 200 0 200 ° 200

Time [cycle]

Figure 1.16: Sensor measurements of all sensors - FD002 training data set operational mode 2.
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Sensor value [-]

Sensor value [-]

Sensorl Sensor2 Sensor3 Sensord Sensor5 Sensor6 Sensor7
0 200 0 200 0 200 0 ‘
Sensorl0 Sensorl2 Sensorl3
o 200 200 o 200 0 200 o 200 o 200
Sensorl5 Sensorlé Sensorl7 Sensorl8 Sensorl9 Sensor20
200 o 200 o 200 o 200

Figure 1.17: Sensor measurements of all sensors - FD002 training data set operational mode 3.

Time [cycle]

Sensorl Sensor2 Sensor3 Sensord Sensor5 Sensor6 Sensor7
0 200 0 200 0 200 0 200
Sensorl0 Sensorll Sensorl2 Sensorl3
200 0 200 0 200 0 200 0 200
Sensorl6 Sensorl7 Sensorl8 Sensorl9 Sensor20
0 200 200 0 200 0 200 o 200 o 200

Figure 1.18: Sensor measurements of all sensors - FD002 training data set operational mode 4.

Time [cycle]
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Sensor value [-]

Sensor value [-]

Sensorl

Sensor2

Sensor3

Sensor4d

Sensor5

Sensor6é

Sensor7

0 200 0 200 0 201
Sensor9 Sensorl0 Sensorll
0 200 0 200 0 200 0 200 0 200
Sensorl6 Sensorl7 Sensorl8 Sensorl9 Sensor20
° 200 ° 200 0 200 0 200 o 200
Time [cycle]
Figure 1.19: Sensor measurements of all sensors - FD002 training data set operational mode 5.
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o 200 ‘
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200

Figure 1.20: Sensor measurements of all sensors - FD002 training data set operational mode 6.
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1.3.2. Principal component analysis
In Table 1.5, the explained variance of the 7 principal components is provided of the FD002 training data set.
It can be seen that the first two principal components capture more than 98% of the variance of the data set,
see Part I for the methodology on how to obtain the principal components.

Table 1.5: Explained variance of the principal components of the FD002 training data set.

Model Mode2 Mode3 Mode4 Mode5 Modeb6
PC1 58.97 57.86 70.65 59.89 60.98 59.92
PC2 39.87 40.89 28.75 39.03 38.28 38.99
PC3 0.59 0.74 0.44 0.53 0.35 0.56
PC4 0.29 0.26 0.10 0.41 0.26 0.29
PC5 0.25 0.22 0.04 0.12 0.11 0.21
PC6 0.02 0.02 0.02 0.02 0.01 0.03
PC7 0.00 0.00 0.00 0.00 0.00 0.00
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1.3.3. Failure clusters per operational mode

The six failure clusters as described in Part I for the FD002 training data set can be viewed in Figure 1.21. The
overview of all failure clusters in the 2D principal component space can be viewed in Figure 1.22.
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Figure 1.21: Engines failing per operational mode projected in the 2D principal component space for the FD002 training data set. 7
sensor measurements are used to develop the 2D space, see Part L.
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Figure 1.22: Projection of all failure clusters identified in Figure 1.21 in the principal component space.

1.3.4. Health indicator progression example
In Figure 1.23 the health indicator progression of the first 2 engines of the FD002 training data set have been
provided. The methodology on how to obtain these is provided in Part I.
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04
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(a) Health indicator progression of engine 1 (b) Health indicator progression of engine 2

Figure 1.23: Constructed health indicator for the first 2 engines of the FD002 challenge training data set.
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1.3.5. RUL estimation example
In Figure 1.24, the first two engines of the FD002 testing data set have been provided with their corresponding
RUL estimation. The methodology on how to obtain these is provided in Part I.

10 10
o Measurement o Measurement
8] — AFER(LE) 8 — AFE(LE)
o
- 61 —— HIFCEP(t,E) + 0, — 64 o —— HIFEP(t, E) + 0,
- ° N
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Y] o — D¢ v AN — Df
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-2 N -2 Y N
\'\ \‘ 0
RUL; N RUL; \ N
-4 bd \‘,\ —4 ) N,
N \ \
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Time [FC] Time [FC]

(a) [RUL prediction is performed 258 FC after the first time (b) RUL prediction is performed 55 FC after the first time the
the engine is used. Estimated RUL=271-258=13 FC. Engine 1 engine is used. Estimated RUL=180-55=125 FC. Engine 1 of
of FD002 testing data set. FDO002 testing data set.

Figure 1.24: RUL estimation for engines 1 and 2 of the FD002 testing data set

1.3.6. Results aPCE model
In Table 1.6 the aPCE RUL prognostic model results are provided for the first 12 engines of the FD002 testing
data set.

Table 1.6: Results of the aPCE prognostic model applied to the first 12 aircraft engines of the FD002 testing data set.

EngineID RUL; RUL;z 95% C.I. 95% C.I. Std. dev  Error Score CRPS

[-] [FC]  [FC] low [FC]  high [FC] o, [FC] €; [FC]  S;[-] [-]
Engine 1 24 18 16 31 11 6 0.82 4.73
Engine 2 125 79 121 129 30 46 98.48 25.25
Engine3 76 106 67 84 19 -30 9.05  22.57
Engine4 90 110 83 96 29 -20 3.66 17.11
Engine5 22 15 18 25 9 7 1.01 5.02
Engine 6 130 155 126 134 32 -25 5.84 19.73
Engine7 8 6 6 10 6 2 022 224
Engine8 76 90 66 86 22 -14 1.94 10.31
Engine9 8 11 6 11 6 -3 0.26 1.71
Engine 10 91 79 86 96 27 12 2.32 7.02
Enginell 6 6 4 8 5 0 0.00 1.39

Engine 12 106 73 101 111 29 33 26.11 15.62







Additional results: component level
optimisation

In this section, the results of the component level optimisation model are presented for selected engines
for the case study in Part I. This entails, that the first 200 engines of the FD002 training data set have been
used for training and the remaining 60 engines have been used for model evaluation. The MDP maintenance
planning model has been used to obtain these results. The results are presented in Table 2.1 to Table 2.10.
TTM is short for time to maintenance. Predicted TTM is the difference between the optimal MDP time t*
and the RUL prediction time. Perfect TTM is the difference between the engine actual lifetime and the RUL
prediction time. The error is defined as the difference between predicted TTM and perfect TTM.

Table 2.1: Optimal aircraft engine maintenance times for engines 201 to 203 from the FD002 training data set

RUL prediction Optimal Optimal MDP Predicted Perfect Error

EngineID[-l e IFC) state[-] time (t*) [FC] TTM[FC] TTM[FC] [FC]
47 45 189 142 144 2
67 46 188 121 124 -3
. 87 46 208 121 104 17
](E;Cirz 121?elﬁme 107 45 178 71 84 .13
Slo1 FQ) 127 45 169 42 64 -22
147 45 187 40 44 4
167 45 186 19 24 -5
187 46 187 0 4 -4
49 45 173 124 148 24
69 45 177 108 128 -20
. 89 45 171 82 108 -26
Engm‘i 12.?2. 109 45 173 64 88 .24
(zal‘;t;‘; c; etme .9 45 179 50 68 .18
149 46 180 31 48 17
169 45 181 12 28 .16
189 50 189 0 8 -8
67 45 171 104 202 -98
87 45 178 91 182 -91
107 45 185 78 162 -84
127 46 203 76 142 -66
Engine 203 147 46 223 76 122 -46
(actual lifetime 167 46 241 74 102 -28
=269 FC) 207 46 241 34 62 .28
187 46 244 57 82 .25
227 46 250 23 42 .19
247 46 259 12 22 -10
267 50 267 0 2 -2

89
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Table 2.2: Optimal aircraft engine maintenance times for engines 204 to 209 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state [-] time (t*) [FC] TTM [FC] TTM [FC] [FC]
59 46 174 115 178 -63
79 45 167 88 158 -70
99 46 178 79 138 -59
Engine 204 119 46 181 62 118 -56
(actual lifetime 139 46 183 44 98 -54
=237 FC) 159 46 202 43 78 -35
179 46 220 41 58 -17
199 46 222 23 38 -15
219 46 221 2 18 -16
49 46 174 125 149 -24
69 45 174 105 129 -24
. 89 46 173 84 109 -25
](E;Cgtﬁ: lzi?estirne 109 45 174 65 89 24
~198 FC) 129 46 185 56 69 -13
149 46 190 41 49 -8
169 45 189 20 29 -9
189 48 189 0 9 -9
55 44 187 132 166 -34
75 45 193 118 146 -28
95 45 197 102 126 -24
Engine 206 115 45 216 101 106 -5
(actual lifetime 135 45 227 92 86 6
=221 FC) 155 46 253 98 66 32
175 45 242 67 46 21
195 45 248 53 26 27
215 44 222 7 6 1
46 46 180 134 138 -4
66 46 179 113 118 -5
Engine 207 86 45 175 89 98 -9
(actual lifetime 106 46 182 76 78 -2
=184 FC) 126 45 175 49 58 -9
146 45 172 26 38 -12
166 45 175 9 18 -9
37 45 176 139 113 26
57 45 173 116 93 23
Engine 208
(ac%ual lifetime 77 45 173 96 5 23
~150 FC) 97 46 171 74 53 21
117 45 154 37 33 4
137 43 137 0 13 -13
50 45 172 122 151 -29
70 45 170 100 131 -31
. 90 46 175 85 111 -26
](E;C%LI: lzi?egtime 110 46 189 79 91 12
—201 FC) 130 46 195 65 71 -6
150 46 195 45 51 -6
170 45 189 19 31 -12
190 46 190 0 11 -11
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Table 2.3: Optimal aircraft engine maintenance times for engines 210 to 216 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state [-] time (t*) [FC] TTM[FC] TTM [FC] [FC]
46 45 178 132 138 -6
66 46 180 114 118 -4
Engine 210 86 45 169 83 98 -15
(actual lifetime 106 46 181 75 78 -3
=184 FC) 126 46 181 55 58 -3
146 45 189 43 38 5
166 45 179 13 18 -5
53 45 177 124 160 -36
73 45 183 110 140 -30
93 46 183 90 120 -30
Engine 211 113 46 205 92 100 -8
(actual lifetime 133 46 217 84 80 4
=214 FC) 153 46 213 60 60 0
173 46 216 43 40 3
193 45 212 19 20 -1
213 49 213 0 0 0
37 46 191 154 112 42
. 57 46 187 130 92 38
iflgt:::i 121§ezt e T 45 178 101 72 29
149 FC) 97 45 164 67 52 15
117 43 145 28 32 -4
137 43 140 3 12 -9
49 45 193 144 147 -3
69 46 196 127 127 0
89 45 186 97 107 -10
Engine 213
(ac%ual lifetime 109 46 201 92 87 5
~196 FC) 129 46 196 67 67 0
149 46 213 64 47 17
169 45 207 38 27 11
189 45 195 6 7 -1
36 45 170 134 110 24
Eneine 214 56 45 172 116 90 26
(acgtuatl3 lifetime 76 45 162 86 70 16
146 FC) 96 45 167 71 50 21
116 44 146 30 30 0
136 43 136 0 10 -10
56 44 187 131 170 -39
76 44 190 114 150 -36
96 45 195 99 130 -31
Engine 215 116 45 210 94 110 -16
(actual lifetime 136 45 223 87 90 -3
=226 FC) 156 46 254 98 70 28
176 46 266 90 50 40
196 45 245 49 30 19
216 44 222 6 10 -4
57 46 191 134 172 -38
77 45 191 114 152 -38
97 46 205 108 132 -24
Engine 216 117 46 200 83 112 -29
(actual lifetime 137 46 213 76 92 -16
=229 FC) 157 45 205 48 72 -24
177 46 213 36 52 -16
197 45 215 18 32 -14
217 47 217 0 12 -12
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Table 2.4: Optimal aircraft engine maintenance times for engines 217 to 223 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state [-] time (t*) [FC] TTM[FC] TTM [FC] [FC]
40 46 192 152 122 30
60 46 184 124 102 22
Engine 217 80 46 178 98 82 16
(actual lifetime 100 46 175 75 62 13
=162 FC) 120 44 155 35 42 -7
140 45 159 19 22 -3
160 48 160 0 2 -2
59 45 174 115 178 -63
79 45 171 92 158 -66
99 45 176 77 138 -61
Engine 218 119 45 191 72 118 -46
(actual lifetime 139 46 220 81 98 -17
=237 FC) 159 46 209 50 78 -28
179 46 218 39 58 -19
199 46 222 23 38 -15
219 46 224 5 18 -13
39 46 181 142 117 25
59 45 174 115 97 18
Engine 219
(ac%ual lifetime 9 45 167 88 ” 1
_156 FC) 99 45 169 70 57 13
119 45 169 50 37 13
139 44 156 17 17 0
58 45 175 117 176 -59
78 45 179 101 156 -55
98 45 180 82 136 -54
Engine 220 118 46 188 70 116 -46
(actual lifetime 138 46 204 66 96 -30
=234 FC) 158 46 203 45 76 -31
178 46 217 39 56 -17
198 46 214 16 36 -20
218 48 218 0 16 -16
44 46 174 130 134 -4
64 46 175 111 114 -3
Engine 221 84 46 174 90 94 -4
(actual lifetime 104 45 173 69 74 -5
=178 FC) 124 46 170 46 54 -8
144 45 175 31 34 -3
164 45 169 5 14 -9
48 45 176 128 147 -19
68 45 171 103 127 -24
. 88 45 175 87 107 -20
Engine 222
('cl(:g‘tue:l3 lifetime 108 46 192 84 87 -3
195 FC) 128 45 188 60 67 -7
148 45 188 40 47 -7
168 45 190 22 27 -5
188 45 188 0 7 -7
54 45 183 129 164 -35
74 45 186 112 144 -32
94 46 194 100 124 -24
Engine 223 114 45 187 73 104 -31
(actual lifetime 134 46 203 69 84 -15
=218 FC) 154 46 214 60 64 -4
174 46 223 49 44 5
194 45 217 23 24 -1
214 46 216 2 4 -2
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Table 2.5: Optimal aircraft engine maintenance times for engines 224 to 230 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state [-] time (t*) [FC] TTM[FC] TTM [FC] [FC]
43 46 183 140 131 9
63 46 180 117 111 6
Engine 224 83 46 180 97 91 6
(actual lifetime 103 45 163 60 71 -11
=174 FC) 123 45 169 46 51 -5
143 45 173 30 31 -1
163 45 166 3 11 -8
39 46 186 147 117 30
59 46 180 121 97 24
Engine 225
(ac%ual lifetime 9 46 175 96 ” 19
~156 FC) 99 45 172 73 57 16
119 46 170 51 37 14
139 44 153 14 17 -3
44 46 174 130 134 -4
64 45 173 109 114 -5
Engine 226 84 45 173 89 94 -5
(actual lifetime 104 46 180 76 74 2
=178 FC) 124 45 172 48 54 -6
144 45 172 28 34 -6
164 45 167 3 14 -11
46 46 175 129 138 -9
66 45 170 104 118 -14
Engine 227 86 45 171 85 98 -13
(actual lifetime 106 46 183 77 78 -1
=184 FC) 126 46 185 59 58 1
146 45 176 30 38 -8
166 45 174 8 18 -10
65 45 176 111 197 -86
85 45 177 92 177 -85
105 45 190 85 157 =72
. 125 46 228 103 137 -34
2::%33 ﬁ?gime 145 46 231 86 117 -31
—262 FC) 165 46 261 96 97 -1
185 46 251 66 77 -11
205 46 254 49 57 -8
225 46 257 32 37 -5
245 46 250 5 17 -12
44 44 177 133 132 1
64 44 176 112 112 0
Engine 229 84 44 175 91 92 -1
(actual lifetime 104 44 173 69 72 -3
=176 FC) 124 44 185 61 52 9
144 44 188 44 32 12
164 43 174 10 12 -2
46 45 192 146 140 6
66 45 189 123 120 3
86 46 183 97 100 -3
Engine 230
(ac%ual lifetime 106 46 194 88 80 8
186 FC) 126 46 190 64 60 4
146 45 183 37 40 -3
166 45 177 11 20 -9
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Table 2.6: Optimal aircraft engine maintenance times for engines 231 to 237 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state [-] time (t*) [FC] TTM [FC] TTM [FC] [FC]
36 45 192 156 108 48
Engine 231 56 46 185 129 88 41
(acgtuatl3 li?etime 76 45 173 97 68 29
_144 FC) 96 45 165 69 48 21
116 44 138 22 28 -6
136 44 136 0 8 -8
60 45 172 112 182 -70
80 46 175 95 162 -67
100 45 176 76 142 -66
. 120 46 200 80 122 -42
12::%3:13 121§e2t e 140 46 210 70 102 -32
242 FC) 160 46 229 69 82 -13
180 46 230 50 62 -12
200 46 235 35 42 -7
220 46 234 14 22 -8
240 50 240 0 2 -2
47 46 187 140 143 -3
67 46 184 117 123 -6
87 45 178 91 103 -12
Engine 233
(ac%ual lifetime 107 46 189 82 83 1
190 FC) 127 45 191 64 63 1
147 45 185 38 43 -5
167 45 185 18 23 -5
187 47 187 0 3 -3
39 45 172 133 120 13
59 45 174 115 100 15
Engine 234 79 46 177 98 80 18
(actual lifetime 99 45 174 75 60 15
=159 FC) 119 45 161 42 40 2
139 44 150 11 20 -9
45 45 170 125 138 -13
65 45 168 103 118 -15
Engine 235 85 46 173 88 98 -10
(actual lifetime 105 46 172 67 78 -11
=183 FC) 125 45 175 50 58 -8
145 45 170 25 38 -13
165 45 169 4 18 -14
59 45 171 112 180 -68
79 45 174 95 160 -65
99 45 175 76 140 -64
. 119 46 189 70 120 -50
f;gt::;el ﬁ?(f‘[ime 139 46 196 57 100 -43
239 FC) 159 46 202 43 80 -37
179 45 207 28 60 -32
199 46 217 18 40 -22
219 49 219 0 20 -20
52 46 174 122 157 -35
72 45 168 96 137 -41
. 92 46 183 91 117 -26
?;:;%LI;T 121§e7time 112 46 196 84 97 -13
209 FC) 132 46 198 66 77 -11
152 46 202 50 57 -7
172 46 210 38 37 1
192 45 200 8 17 -9
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Table 2.7: Optimal aircraft engine maintenance times for engines 238 to 244 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state [-] time (t*) [FC] TTM[FC] TTM [FC] [FC]
39 45 171 132 117 15
Eneine 2 59 46 176 117 97 20
(acgtua(l3 li?jtime 9 45 177 98 ” 21
159 FC) 99 45 171 72 57 15
119 45 156 37 37 0
139 44 156 17 17 0
65 45 177 112 198 -86
85 45 182 97 178 -81
105 45 178 73 158 -85
. 125 46 190 65 138 -73
if‘cfﬁi ﬁ?:time 145 46 196 51 118 -67
263 FC) 165 45 211 46 98 -52
185 46 232 47 78 -31
205 46 238 33 58 -25
225 47 253 28 38 -10
245 49 245 0 18 -18
66 46 181 115 200 -85
86 45 183 97 180 -83
106 45 185 79 160 -81
126 46 213 87 140 -53
Engine 240 146 46 222 76 120 -44
(actual lifetime 166 46 244 78 100 -22
=266 FC) 186 46 243 57 80 -23
206 46 253 47 60 -13
226 46 254 28 40 -12
246 46 257 11 20 -9
45 45 173 128 138 -10
65 45 174 109 118 -9
Engine 241 85 46 173 88 98 -10
(actual lifetime 105 45 166 61 78 -17
=183 FC) 125 45 166 411 58 -17
145 44 173 28 38 -10
165 45 171 6 18 -12
68 45 178 110 205 -95
88 46 168 80 185 -105
108 46 213 105 165 -60
128 46 219 91 145 -54
Engine 242 148 47 268 120 125 -5
(actual lifetime 168 47 279 111 105 6
=273 FC) 188 47 283 95 85 10
208 47 288 80 65 15
228 47 274 46 45 1
248 46 268 20 25 -5
268 47 270 2 5 -3
57 45 171 114 173 -59
77 45 174 97 153 -56
97 45 178 81 133 -52
Engine 243 117 45 175 58 113 -55
(actual lifetime 137 45 181 44 93 -49
=230 FC) 157 45 190 33 73 -40
177 46 206 29 53 -24
197 46 217 20 33 -13
217 48 21 0 13 -13
32 44 171 139 96 43
Engine 244 52 44 171 119 76 43
(actual lifetime 72 43 164 92 56 36
=128 FC) 92 42 155 63 36 27
112 41 126 14 16 -2
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2. Additional results: component level optimisation

Table 2.8: Optimal aircraft engine maintenance times for engines 245 to 250 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state[-]  time (t*) [FC] TTM[FC] TTM [FC] [FC]
63 45 173 110 190 -80
83 46 172 89 170 -81
103 45 173 70 150 -80
. 123 45 174 51 130 -79
](E;:%LI;? lziéiime 143 46 207 64 110 -46
253 FQ) 163 46 228 65 90 25
183 46 240 57 70 -13
203 46 248 45 50 5
223 46 233 10 30 -20
243 48 243 0 10 -10
48 45 172 124 146 22
68 45 177 109 126 17
88 46 183 95 106 11
Engine 246
(ac%ual lifetime 108 46 191 83 86 N
Y 128 46 194 66 66 0
148 45 182 34 46 12
168 45 184 16 26 -10
188 48 188 0 6 -6
49 45 173 124 148 24
69 45 169 100 128 28
. 89 45 166 77 108 -31
](E;;gt:ll; lzi?;ime 109 45 165 56 88 -32
C197EO) 129 45 163 34 68 -34
149 45 175 26 48 22
169 45 185 16 28 12
189 50 189 0 8 8
58 45 174 116 176 60
78 45 167 89 156 67
98 46 188 90 136 -46
Engine 248 118 46 194 76 116 -40
(actual lifetime 138 46 198 60 96 -36
=234 FC) 158 46 210 52 76 24
178 46 220 42 56 -14
198 46 236 38 36 2
218 46 230 12 16 -4
50 45 183 133 152 19
70 45 175 105 132 27
. 90 45 191 101 112 -1
Engine 24
(acgma‘i : fegﬁme 110 46 200 90 92 -2
C202 FQ) 130 46 196 66 72 -6
150 45 196 46 52 -6
170 45 198 28 32 -4
190 45 198 8 12 -4
46 45 183 137 138 a
66 46 189 123 118 5
Engine 250 86 46 194 108 98 10
(actual lifetime 106 46 183 77 78 -1
~184 FC) 126 45 174 48 58 -10
146 45 175 29 38 -9
166 44 179 13 18 5
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Table 2.9: Optimal aircraft engine maintenance times for engines 251 to 256 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state [-] time (t*) [FC] TTM [FC] TTM [FC] [FC]
66 46 198 132 200 -68
86 46 220 134 180 -46
106 46 236 130 160 -30
126 46 240 114 140 -26
Engine 251 146 46 237 91 120 -29
(actual lifetime 166 47 278 112 100 12
=266 FC) 186 46 257 71 80 -9
206 46 249 43 60 -17
226 46 252 26 40 -14
246 46 252 6 20 -14
33 44 187 154 102 52
. 53 44 183 130 82 48
f;gtﬁz ﬁ?ezt e T3 44 175 102 62 40
~135 FC) 93 42 142 49 42 7
113 42 131 18 22 -4
133 47 133 0 2 -2
37 45 177 140 112 28
57 45 176 119 92 27
Engine 253
(ac%ual lifetime 77 45 165 88 2 16
149 FC) 97 45 159 62 52 10
117 45 148 31 32 -1
137 44 137 0 12 -12
65 45 181 116 195 -79
85 45 185 100 175 -75
105 46 189 84 155 -71
. 125 46 191 66 135 -69
l(:‘ﬁ::l’ ﬁ?:time 145 46 211 66 115 49
260 FC) 165 46 228 63 95 -32
185 46 249 64 75 -11
205 46 253 48 55 -7
225 45 240 15 35 -20
245 47 245 0 15 -15
85 46 202 117 255 -138
105 45 171 66 235 -169
125 46 210 85 215 -130
145 46 257 112 195 -83
165 47 279 114 175 -61
Engine 255 185 47 310 125 155 -30
(actual lifetime 205 47 318 113 135 -22
=340 FC) 225 47 329 104 115 -11
245 47 319 74 95 -21
265 47 328 63 75 -12
285 47 330 45 55 -10
305 47 326 21 35 -14
325 47 325 0 15 -15
40 46 192 152 123 29
60 46 186 126 103 23
Engine 256 80 45 186 106 83 23
(actual lifetime 100 45 178 78 63 15
=163 FC) 120 44 160 40 43 -3
140 43 150 10 23 -13
160 50 160 0 3 -3




2. Additional results: component level optimisation

Table 2.10: Optimal aircraft engine maintenance times for engines 257 to 260 from the FD002 training data set

Engine ID [-] RUL prediction Optimal Optimal MDP Predicted Perfect Error
time [FC] state[-]  time (t*) [FC] TTM[FC] TTM [FC] [FC]
77 46 192 115 232 117
97 45 193 96 212 -116
117 47 237 120 192 72
137 46 232 95 172 77
. 157 47 289 132 152 -20
fﬁgﬁ 12i£f3e7time 177 47 307 130 132 -2
509 EQ) 197 47 301 104 112 -8
217 47 312 95 92 3
237 47 317 80 72 8
257 47 306 49 52 -3
277 46 301 24 32 -8
297 46 302 5 12 7
35 46 175 140 108 32
55 46 174 119 88 31
Engine 258
(ac%ual lifetime IS 45 171 96 68 28
43 FO) 95 46 167 72 48 24
115 45 151 36 28 8
135 45 135 0 8 -8
51 46 183 132 154 22
71 45 188 117 134 17
. 91 45 169 78 114 -36
](E;;gt:ll; lzi?e?time 111 46 174 63 94 -31
205 Q) 131 46 203 72 74 2
151 46 199 48 54 6
171 45 199 28 34 6
191 46 203 12 14 2
79 44 190 111 237 126
99 45 207 108 217 -109
119 46 254 135 197 -62
139 46 256 117 177 -60
. 159 46 298 139 157 .18
fﬁﬁ: lzi?fﬁme 179 46 300 121 137 -16
316 EQ) 199 46 321 122 117 5
219 46 320 101 97 4
239 46 324 85 77 8
259 46 336 77 57 20
279 46 329 50 37 13
299 46 311 12 17 5




Additional results: full case study results

In this chapter, the results of all engines of the case study as outlined in Part I are provided for the RUL main-
tenance strategy, see Table 3.1.

Table 3.1: Optimised maintenance schedule for a pool of aircraft engines for 100 days.

Planned Failed Initialage Optimal Wasted AOG Corrective Preventive Wastedlife Total

Engine ID . . .
[ date engine engine date life costs m.costs m. costs costs costs
[day] [-] [EC] [day] [FC] [MU] [MU] [MU] [MU] [MU]
Engine_213 15 No 174 16 2 0 0 -50 -10 -60
Engine_256 25 No 117 33 12 0 0 -50 -60 -110
Engine_248 29 No 184 36 10 0 0 -50 -50 -100
Engine_231 37 No 82 44 11 0 0 -50 -55 -105
Engine_235 38 No 117 47 13 0 0 -50 -65 -115
Engine_233 42 No 124 46 7 0 0 -50 -35 -85
Engine_229 43 No 113 45 3 0 0 -50 -15 -65
Engine_203 51 No 177 65 21 0 0 -50 -105 -155
Engine_245 73 No 131 86 19 0 0 -50 -95 -145
Engine_212 77 No 34 81 6 0 0 -50 -30 -80
Engine_237 83 No 86 87 6 0 0 -50 -30 -80
Engine_205 90 No 59 98 12 0 0 -50 -60 -110
Engine_225 91 No 24 93 0 0 -50 -15 -65
Engine_219 99 No 15 99 1 0 0 -50 -5 -55
Engine_240 100 No 111 109 14 0 0 -50 -70 -120
Engine_224 113 No 8 117 6 0 0 -50 -30 -80
Engine_220 124 No 36 139 22 0 0 -50 -110 -160
Engine_216 127 No 33 138 16 0 0 -50 -80 -130
Engine_259 128 No 15 134 9 0 0 -50 -45 -95
Engine_257 145 No 87 156 16 0 0 -50 -80 -130
Engine_221 155 No 0 162 11 0 0 -50 -55 -105
Engine_246 157 No 0 166 13 0 0 -50 -65 -115
Engine_211 171 No 0 175 7 0 0 -50 -35 -85
Engine_244 187 No 0 190 5 0 0 -50 -25 -75
Engine_251 190 No 0 201 17 0 0 -50 -85 -135
Engine_204 191 No 0 205 20 0 0 -50 -100 -150
Engine_227 198 No 0 207 13 0 0 -50 -65 -115
Engine_254 212 No 0 226 20 0 0 -50 -100 -150
Engine_250 217 No 0 220 5 0 0 -50 -25 -75
Engine_228 220 No 0 226 9 0 0 -50 -45 -95
Engine_249 222 No 0 225 5 0 0 -50 -25 -75
Engine_223 223 No 0 226 5 0 0 -50 -25 -75
Engine_222 232 No 0 236 6 0 0 -50 -30 -80
Engine_209 246 No 0 254 12 0 0 -50 -60 -110
Engine_230 250 No 0 254 7 0 0 -50 -35 -85
Engine_208 253 No 0 260 11 0 0 -50 -55 -105
Engine_210 269 No 0 274 8 0 0 -50 -40 -90
Engine_234 275 No 0 283 12 0 0 -50 -60 -110
Engine_255 276 No 0 290 20 0 0 -50 -100 -150
Engine_242 277 No 0 281 7 0 0 -50 -35 -85
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Verification and Validation

This additional chapter discusses the verification and validation of the model. Verification and validation of
a model is an important step, as it provides a check to see if the model is meeting its requirements and if
the model fulfils its intended purpose. Sargent [47] develops a methodology for model verification and vali-
dation, from which certain aspects of this V&V are derived such as predictive validation, sensitivity analysis
of parameters and comparison to other models. In section 4.1, the verification strategy is outlined and in
section 4.2 the validation strategy is outlined.

4.1. Model verification

Model verification ensures that the developed computer model is correct and that the model specifications
are adhered to. Several steps can be taken to verify the model. In this section, model verification will be
performed by applying model function verification. This entails that the correctness of functions and their
computations is performed. This will be done for the prognostic model, optimisation model and the case
study. All models are developed in Python 3.7.

Prognostic model verification

The prognostic model consists of two main functions, the health indicator model function and the polyno-
mial chaos expansion model function. The health indicator model is verified by comparing the outcome with
[24], who develop a similar health indicator. For the PCE model, a simple verification function is developed
and tested, see Equation 4.1.

y=Up-t*-U,- 7 4.1)

Here, U; and U, are random uniform variables from a U(0,1) distribution. Because this function uses a
simple uniform distribution, the result of the PCE model should estimate the function y = 0.5¢* —0.5¢3, as the
mean of a U(0,1) distribution is equal to 0.5. This is indeed the case and the expansion performs as desired.
Furthermore, all smaller functions which are used for the prognostic model are subject to unit testing. This
ensures that each function performs the intended use of the function.

Optimisation model verification

The optimisation model consists of two main functions as well. The first one being the component level op-
timisation function and the second the system level optimisation function. The system level optimisation
function is used for the case study and will be addressed during the case study verification.

The Markov Decision Process model is also subject to unit testing. This model can not be substituted by a
simpler model, but as there are only two actions, it is relatively simple to obtain information from the value
function and the corresponding state values. As such, some engines are randomly chosen and the MDP is
paused every few iterations to see at which state the optimal action is to do maintenance and if this corre-
sponds with the reward given at that state. Furthermore, the input of this model is the output of the prog-
nostic model and the output is an optimal maintenance date. It is verified whether the optimal maintenance

101



102 4. Verification and Validation

date is not later than the predicted time of failure from the prognostic model. Also, the probability of failure
of the final optimal time of maintenance is checked and checked if it is consistent with the PDF of the RUL
prognostic model. Furthermore, all smaller functions used for this model are also unit tested to ensure that
the computations are performed correctly.

Case study verification

The case study combines the prognostic model, the MDP model, the linear programming model and the
rolling horizon approach. The prognostic model and MDP model have been verified at this point. The LP
model is verified by performing the case study and identifying the engines which make use of the LP problem
(only engines which have a clash due to hangar availability use this model). These engines are all checked
and the probabilities of failure at future times, the driving factor of the LP problem, are checked. With this
information, a manual calculation is performed to see if the model chooses the correct option. The model
uses the Gurobi optimiser for this, and it is assumed that the commercial solver is verified and validated as
well.

Finally, the rolling horizon simulation approach for the general case study is verified. As explained, every 14
days a new RUL prognostic is obtained and the schedule is fixed for 21 days. At various moments during the
case study simulation it is checked whether engine maintenance is correctly planned, maintenance is being
performed at the correct times and in case of failure, the engine is not operational and should be maintained
at the next possible time slot at extra costs. The other three, simpler maintenance strategies are verified like
this as well and will be used to validate the RUL maintenance model in the next section.

4.2, Model validation

Model validation ensures that the model is showing results with a satisfactory level of accuracy for the in-
tended use of the model application. It ensures that the model results are realistic and are not an underes-
timation or overestimation of real world processes [47]. In this section the model validation will be split in
validation of the results of the prognostic model and validation of the results of the case study, which inte-
grates the prognostic model and the maintenance optimisation model.

Prognostic model validation

The results of the prognostic model can be validated if the FD001 or FD002 data set is used, because the ac-
tual failure times have been provided by creators of the data set. Therefore, the results can straightforwardly
be validated. This has been done in the scientific paper in Part I as well. It is expected that the distribution of
errors are centred around 0 or slightly less than 0, because RUL underestimations are favoured over overesti-
mations by definition of the PHM scoring function and the error definition. The distribution can be found in
Figure 4.1 and it can be seen that this is indeed the case.

Prediction errors
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Figure 4.1: RUL prediction errors for the FD002 data set.

Furthermore, in the research paper in Part I a benchmark with results found in literature has been performed
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to assess the accuracy and resulting applicability of the model. It appeared that the model is performing in
the mid-range and the results have an acceptable level of accuracy.

Case study validation

The case study can be validated by comparing the results with results found in literature using different ap-
proaches. Nguyen and Medjaher [35] and Zhang and Zhang [62] both use the CMAPSS data set as well for
RUL prognostics and develop a predictive maintenance framework as well. Both papers use an Al approach
for RUL prognostics and decide when to do maintenance based on a set of rules. The data and results of
these papers are used to validate the developed RUL maintenance model. The sensitivity analysis of cost
parameters by Nguyen and Medjaher can be found in Figure 4.2.
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Figure 4.2: Sensitivity analysis results by Nguyen and Medjaher [35]. CR is short for cost rate, DPM for dynamic predictive maintenance,
PeM for periodic maintenance and IPM ideally predicted maintenance.

The cost parameters used for this research are derived from these papers. The costs cannot be compared
directly because different case study approaches are developed taking into account different aspects. How-
ever, the influence of changing the cost parameters on the cost rate in Figure 4.2 can be compared with the
sensitivity analysis results found in Part I. When looking at changing the cost of preventive maintenance
(Figure 4.2 a), it can be concluded that the behaviour is similar to the behaviour of increasing the cost of
preventive maintenance for the research in this thesis, meaning that the relation is linear and the rate of in-
crease is similar. Also, the difference in costs between the different maintenance strategies is in the same
order of magnitude. A mayor difference is that the approach by Nguyen and Medjaher does not include costs
for wasting useful engine lifetime and thus, the cost rate of predictive maintenance and perfect maintenance
is almost equal. Similar conclusions are drawn from the comparison with Zhang and Zhang, who obtain the
same linear relations for their sensitivity analysis, see Figure 4.3 [62].
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Avarage cost raln1Cn=50d.r=15. G|=l:|_5:|

Figure 4.3: Sensitivity analysis results by Zhang and Zhang [62] by varying the cost of corrective repair C, and cost of downtime C;.
DCBM is short for dynamic condition based maintenance, PM for periodic maintenance and IPM for ideally predicted maintenance.
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