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Abstract—Due to numerous benefits, radar is considered
as an important sensor for human activity classification. The
problem of classifying continuous sequences of activities of
unconstrained duration has been studied in this work. To tackle
this challenge, a radar data processing method utilizing point
transformer networks has been proposed. The method has been
experimentally verified on a dataset of human activities, and
experiments have been performed to determine its optimal
implementation. Promising preliminary results on a 9-class
dataset show test accuracy and macro F-1 scores in the range of
83% and 73% respectively.

Keywords — Human activity recognition, machine learning,
radar, point cloud processing.

I. INTRODUCTION

Monitoring Activities of Daily Living (ADL) can provide
medical professionals with important insights on a patient’s
well-being and can for example be utilized to perform fall
detection in assisted living scenarios. Radar sensors are being
considered for this task due to their functioning in darkness,
their non-contact nature, and the benefit of privacy preservation
they offer over e.g. cameras. Additionally, limited through-wall
capabilities have been demonstrated using radar sensors [1].
Besides fall detection [2], [3], other applications include gait
analysis [4], [5], vital sign monitoring [6], [7], [8], and activity
monitoring [9], [10], [11]. A current challenge in activity
classification for radar is the processing of sequences of
continuous activities of unconstrained duration.

Transformer networks [12] are deep learning architectures
that have booked substantial successes in the fields of natural
language processing [13] and computer vision [14], where
continuous data sequences are processed. At the core of
these networks lays the so-called attention mechanism, which
allows for correlations between input elements to influence
the network weights dynamically. Transformer networks have
recently received attention as a tool to improve radar-based
activity classification [15], [16]. One of potential radar data
representations for a transformer network is the point cloud
(PC), and several adaptations of the transformer network for
point cloud processing (Point Transformers, PT) have been
proposed [17], [18], [19].

In this work, a method is proposed to process continuous
sequences of human activities into point cloud representations
suitable for classification with a PT network. Typically, radar
point cloud data consists of radar returns in a 3-dimensional
spatial representation. The sensors used in this work however
can provide only I-dimensional range information on the

subject and thus an alternate approach is formulated. The
proposed method is evaluated on an experimentally collected
dataset of human activities. The main contributions of this
work are as follows.

o A novel approach for continuous activity classification
using PT networks;

o A method for transforming radar data with a singular
range dimension to a point cloud representation suitable
for a point transformer;

o A performance evaluation of the methodology on an
experimental dataset of human activities.

The rest of this paper is structured as follows: In section
II the experimental setup, as well as the sequences of human
activities are described. Section III contains the data processing
methodology as well as an introduction to the PT network.
Results of the experimental validation of the method are
discussed in section IV, with a conclusion in section V.

II. EXPERIMENTAL SETUP

The dataset used for this work is publicly available [20].
The measurement setup consists of a set of five Humatics
PulsON P410 pulsed UWB SISO radars arranged in a
semicircle with diameter of 6.38 m, regularly spaced at
45° intervals. The measurement area is a concentric circle
of diameter 4.38 m. Images of the measurement setup are
available in e.g. [21]. All nodes operate at a center frequency
of 4.3 GHz, a bandwidth of 2.2 GHz, and a PRF of 122 Hz,
resulting in a maximum unambiguous velocity of #2.2 ms~'.

The data consist of labeled sequences of human activities
of unconstrained duration, performed in arbitrary directions
within the measurement area. The multi-node setup allows for
the simultaneous capture of each activity from five different
aspect angles. Nine activity classes are considered in the
dataset [20], including: walking, standing still, sitting and
bending, falling and standing up. 30 sequences of 2 minutes
duration are captured for 14 participants. Of these, two
sequences contain all nine activities, and the rest all contain
various subsets of the nine activities. For a full description of
the sequences and a list of the nine activities, see [2], [20].

The output of each node is a real vector which undergoes
a Hilbert transform in order to obtain a complex-valued 1Q
vector, which is subsequently reshaped into a matrix with
short-time and long-time dimensions. This matrix is used as
the initial raw data for further processing in section III-A and
corresponds to a range-time map if its magnitude is taken.

978-2-874 R iE@ndB 3 EmMbA to: TU Delft Library. Downloaded on 0ber 27,2023 at 12:13:02 UT@QW@%I&RM@b%&Q&%nMW, Germany



r N\

Sample Noup
\ AN

GSegment Sequince \GSubsegment + FFT

6 Threshold \

Slow-time
FFT

——

R]j maps /\ Binarized RD map

\

J
GA VGPool \/5 To point cloud + prune N /N \/6 Concatenate N_, PCs \

pis sub

Time

s ¢
: 0
: :
:
H .
|I . :
:
:
: $
H :
!“‘lu : :
.

oo
o

jk Range Frequency j

Fig. 1. Proposed data processing pipeline. A raw input sequence is segmented (1) in discrete samples. Each sample is subsegmented (2) into Ng,,; sections,
on which FFTs over slow-time are performed to obtain Ng,; Range-Doppler RD maps. A static threshold is applied (3) to each map to obtain binarized RD
maps. The RD maps are downsampled through an average pooling operation (4). The downsampled map is converted to a list of points, and low-intensity points
are pruned (5) until the required amount of points for the PT network is achieved. Finally, the Ng,; subsegments are concatenated (6) in the time dimension,
resulting in a full point cloud for the original sample, consisting of Ny:s points with four features of range, Doppler, time, and intensity.

III. PROPOSED METHOD
A. Data Processing

The proposed approach to generate samples for the
point transformer classifier starting from complete raw data
sequences is outlined in Figure 1. First, an input sequence is
split into fixed-duration segments. Each segment constitutes a
single sample for the classifier and is thus assigned a single
activity label. In the case of multiple activity labels occurring
in the segment, the majority label is selected. Each segment
is further subdivided into N,; time-ordered subsegments in
order to introduce a time evolution component within the
sample. Taking the FFT along the slow time dimension of
all subsegments results in Ng,; Range-Doppler (RD) maps
representing the time evolution of the sample in terms of range
and Doppler. An example RD map is given in Figure 2.

Initial noise rejection is performed by means of a static
threshold, set as a fraction of the maximum intensity in dB
scale of the RD map as:

bi 1, if Ri,j > amaxRi,j
REj = o m
0, otherwise.
Here, « indicates the threshold level between [0,1], R, ,
denotes an element of the RD map in dB scale, and Rbm
an element of the resultant binarized RD map.

Given the resolution in range and Doppler for a typical
binarized RD map from the chosen dataset, converting the parts
of the map exceeding the threshold level directly to a point
cloud results in too many points for the classifier. For this
reason, an average pooling operation is first applied to the
binarized RD map. The size of the filter is determined by first
computing the ratio 1 between the amount of pixels exceeding

the threshold and the final desired amount of points for the
given subsegment:

Z y szn
n= =5 @)
Nsub
where N, indicates the required amount of points for the full
sample, N, denotes the number of subsegments, and the sum
is in effect counting the nonzero elements. The filter size is
subsequently set to 7, rounded down to the nearest integer.
At this stage, the remaining pixels are stored as a list
of points and sorted by their respective intensity. The list
is subsequently pruned until the desired amount of points is
reached. Once all N;,;, RD maps have been processed, the lists
of points are joined, resulting in a point cloud for the original
sample with four features, namely range, Doppler, intensity,
and time.

Normalized Intensity [dB]
0

Range [cm

Doppler [ms'l]

Fig. 2. Example of Range Doppler map for a walking motion, computed over
a one second interval and with normalized intensity.

B. Point Transformer Network

The classification networks used in this work are based
on the Point Transformer networks by Zhao et al., 2022 [17],
adapted by Guo, 2022 [22]. In the former, the conventional
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transformer architecture is adapted for use with point cloud
data through the development of a self-attention layer for point
cloud data. The architecture consists of four sequential blocks
consisting of a self-attention layer and a cardinality reducing
layer. The latter works through furthest point sampling,
followed by a k Nearest Neighbour (kNN) operation to pool
the feature vectors of the initial point cloud onto the remaining
points. Following [17], it is set that k = 16 and the cardinality
is reduced by 4 in each of the blocks.

IV. RESULTS

In this section initial results for the proposed approach are
discussed, with the parameters’ values reported in Table 1. For
all experiments, a sample holdout validation method is utilized,
with a 80%:20% training:testing ratio over all samples in the
full dataset, i.e. including data from all five radars in [20].

Table 1. Default parameters’ values for the results reported in this work.

Parameter Value | Unit
Sample Length 2.0 [s]
Static Threshold 80 %]
Points per PC 1024 [-]

Figure 3 displays classification performance versus the
amount of points per point cloud, with each point cloud
representing a single, two seconds long sample. Important to
note is that the Doppler resolution remains fixed throughout.
It can be seen that an increase in points initially yields
improved classification results, most likely due to the increased
amount of information available to the classifier. After 2048
points however, a decrease in performance is seen, most likely
attributable to the fact that an increasing amount of noise is
included in the point clouds, visible as speckle in the example
RD map in Figure 2. In addition to this, the increasing amount
of points that lay in the RD map region of interest occupied
by the subject has diminishing returns in terms of relevant
information content for classification of the activity performed.
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Fig. 3. Classification performance versus the amount of points in a point cloud
for a single 2s-long sample. Test accuracy and macro Fl-score are acquired
through a 20% sample holdout over all sequences in the dataset.
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Fig. 4. Classification performance versus the threshold level used to obtain
the binarized RD maps, as illustrated in Figure 1. Test accuracy and macro
Fl-score are acquired through a 20% sample holdout over all sequences in
the dataset.

In Figure 4 the results are shown for an analysis of
classification performance as a function of the static threshold
level o in Eq. (1) that is used to binarize the input RD maps.
For threshold levels below 80%, classification performance
remains largely unaffected, as point selection is ultimately
performed based on point intensity as described in section
III-A. Although a lower threshold means that more points
originating from noise in the RD maps are eligible for inclusion
in the final point cloud, Figure 3 demonstrates that this
only becomes problematic for point clouds with a very large
amounts of points. Increasing the threshold to values above
80% results in a sharp decrease in classification performance.
Visual inspection of binarized RD maps at these threshold
values reveals that regions in the RD map originating from
the subject are rejected, resulting in sub-optimal retention of
information for the activity to be classified.

Figure 5 shows classification performance versus the
quantity of subsegments per sample. All samples are two
seconds long, as noted in Table 1. A singular subsegment
entails a complete loss of temporal information within the
sample, leading to degraded classification performance. For
higher values, i.e. 8 and 10 subsegments per sample, a decrease
in performance is also noted. The cause for this may be the
decrease in Doppler resolution corresponding to the shorter
observation windows for each subsegment. For the case of
two second samples, 8 and 10 subsegments result in Doppler
resolutions of 15 cms™! and 19 cms™! respectively. Due
to the highly dynamic and non-stationary nature of human
activities, ideal observation window durations are situational.
However, the analysis in Figure 5 reveals that observation
windows in the order of 0.33 s maximize -classification
performance for this dataset.

V. CONCLUSION

In this work, radar-based classification of continuous
sequences of human activities is explored with a point
transformer network, using a novel data processing method
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Fig. 5. Classification performance versus the amount of subsegments per each
2s-long sample. Test accuracy and macro F1-score are acquired through a 20%
sample holdout over all sequences in the dataset.

for radar point cloud representations. It is shown that, with
the proposed pipeline, a test accuracy and macro F-1 score of
83% and 73% respectively can be achieved on a challenging
publicly available experimental dataset [20]. Experiments are
performed to gauge the classification performance of the
method and PT classifier, and to explore the limits and stability
of the results for various parameters of the pipeline.

In future work, sensor fusion will be explored to more
effectively utilize the multi-aspect measurements that the
dataset offers. Additionally, various methods of point selection
can be investigated, such as e.g. prioritizing higher Doppler
points rather than using intensity. Improving the fixed-window
segmentation method currently employed may decrease sample
ambiguity and is also expected to improve performance.
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