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Contestability has been proposed as a key element in designing algorithmic decision-making processes that
safeguard decision subjects’ rights to dignity and autonomy. However, little is known about how contestability
can be operationalized based on decision subjects’ needs and preferences. We address this research gap by
identifying decision subjects’ information and procedural needs for enacting meaningful contestability. To
this end, we chose an illegal holiday rental detection scenario as our case; a high-risk decision-making process
in the public sector. We conducted 21 semi-structured interviews with citizens with experience renting their
homes out and different levels of Al literacy. We found that decision subjects request interventions that
facilitate (1) cooperation in sense-making, (2) support in contestation acts, and (3) appropriate responsibility
attribution. Our results highlight the cooperative work behind contestability, and motivate future efforts to
structure individual and collective action, to personalize explanations for contestability, and to open up sites
of contestation in Al pipelines.

CCS Concepts: « Human-centered computing — Empirical studies in HCI; Collaborative and social
computing; « Computing methodologies —» Machine learning,.

Additional Key Words and Phrases: contestability, decision subjects, information needs, procedural needs,
public AI

ACM Reference Format:

Mireia Yurrita, Himanshu Verma, Agathe Balayn, Kars Alfrink, Ujwal Gadiraju, and Alessandro Bozzon. 2025.
Identifying Algorithmic Decision Subjects’ Needs for Meaningful Contestability. Proc. ACM Hum.-Comput.
Interact. 9, 7, Article CSCW234 (November 2025), 29 pages. https://doi.org/10.1145/3757415

Authors’ Contact Information: Mireia Yurrita, Delft University of Technology, Utrecht University, Delft, Utrecht, The
Netherlands, M.YurritaSemperena@uu.nl; Himanshu Verma, Delft University of Technology, Delft, The Netherlands,
H.Verma@tudelft.nl; Agathe Balayn, Delft University of Technology, Delft, The Netherlands, agatheb.research@gmail.com;
Kars Alfrink, Delft University of Technology, Delft, The Netherlands, c.p.alfrink@tudelft.nl; Ujwal Gadiraju, Delft University
of Technology, Delft, The Netherlands, UK.Gadiraju@tudelft.nl; Alessandro Bozzon, Delft University of Technology, Delft,
The Netherlands, A.Bozzon@tudelft.nl.

This work is licensed under a Creative Commons Attribution 4.0 International License.
© 2025 Copyright held by the owner/author(s).

ACM 2573-0142/2025/11-ARTCSCW 234

https://doi.org/10.1145/3757415

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 7, Article CSCW234. Publication date: November 2025.


https://orcid.org/0000-0002-9685-4873
https://orcid.org/0000-0002-2494-1556
https://orcid.org/0000-0003-2725-5305
https://orcid.org/0000-0001-7562-019X
https://orcid.org/0000-0002-6189-6539
https://orcid.org/0000-0002-3300-2913
https://doi.org/10.1145/3757415
https://orcid.org/0000-0002-9685-4873
https://orcid.org/0000-0002-2494-1556
https://orcid.org/0000-0003-2725-5305
https://orcid.org/0000-0001-7562-019X
https://orcid.org/0000-0002-6189-6539
https://orcid.org/0000-0002-3300-2913
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3757415
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3757415&domain=pdf&date_stamp=2025-10-16

CSCW234:2 Mireia Yurrita et al.

1 Introduction

Several artificial intelligence (AI)1 systems employed for decision-making in the public sector
(e.g., Al for policy enforcement or for essential public services) [37] can negatively affect decision
subjects’ safety and fundamental rights, and are, therefore, considered high-risk by the European
Union’s Artificial Intelligence Act (EU Al Act) [36]. In order to safeguard decision subjects’ rights to
dignity and autonomy in high-risk algorithmic decision-making, an increasing number of scholars
in the HCI community (e.g., [2, 100, 101, 114]) have claimed that Al systems should be contestablei.e.,
open and responsive to human intervention throughout their lifecycles [3]. Despite recent interest
in making Al systems—and the decision-making processes where these are embedded-contestable,
most prior work is theoretical, and has rarely accounted for the perspective of decision subjects
when suggesting contestable Al design guidelines [3, 57, 82]. Failing to generate empirical insights
into decision subjects’ needs for contestability might, in turn, lead to designs that do not contribute
to decision subjects’ perceptions of control and voice [100, 114].

From a procedural perspective, the few empirical studies conducted to date have either (1) con-
sidered the standpoint of human controllers (i.e., domain experts who interact with the algorithmic
system [3]) for identifying the challenges of implementing contestable Al systems in the public
sector or (2) have focused on designing for contestability in contexts other than the public sector
(e.g., content moderation [101]) [2]. The extent to which those findings are aligned with decision
subjects’ procedural needs for contestability in the public sector is unknown. From an information’
perspective, recent work has explored the interplay between output explanations and recourse (i.e.,
operationalization of contestability that allows decision subjects to change the decision output
by acting on input variables [98]). However, decision subjects might want to contest not only the
decision output, but also more fundamental issues regarding the system (e.g., goal of the system,
the idea of automation itself [100], or data sources [7]). It is still unclear which information enables
decision subjects to engage in such contestation acts.

In this paper, we aim to generate empirical insights into the procedural and informational means
that decision subjects need to meaningfully contest high-risk public decision-making processes.
Consequently, we seek to answer the following research question:

RQ: What are decision subjects’ information and procedural needs to meaningfully
contest algorithmic decision-making processes?

To address this research question, we opted for a scenario in public decision-making; more
specifically, a risk scoring system for the detection of illegal holiday rentals’ (Section 3). We

1Throughout this paper we will use the terms Artificial Intelligence (AI) and algorithmic system interchangeably to refer to
systems that are designed to interpret external data, and to learn from that data to perform specific tasks [112]. Due to the
“demand for data, technical complexity, and unpredictable interactions” [112] of such systems, human-Al interactions are
uniquely difficult to design for. This same nature of Al makes contestability uniquely difficult to design for [3].
ZThroughout the paper, we will use the term (1) information to refer to a set of facts that describes a decision or a decision-
making process, (2) information item to refer to a unit of relevant information [76], and (3) explanation to refer to tools
or processes that an agent (explainer) uses to describe the decision (or the decision-making process) to another agent
(explainee) [73]. An explanation involves a communicative effort for making the information that composes the explanation
understandable. Information needs can, therefore, involve both information items —relevant content— or explanations
—information (items) presented as part of an interaction.
3httpsz//algoritmeregistelnamsterdam.nl/en/illegal—holiday—rental-housir1g-1risk/ (last accessed 14.01.2024). Note: the entry
of this algorithmic system in the algorithm register is from 2020. Due to delays in data collection as a consequence of the
COVID-19 pandemic, the system has not been deployed. See Section 3.1 for information about the status of the system and
the rationales behind choosing this case.
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conducted 21 semi-structured interviews with participants who have personal experience renting
out their homes as short-term rentals. We presented a scenario to our participants where they were
detected by the algorithmic system, and asked questions on what they would like to contest in
the decision-making process, how they would formulate their contestation, and the information
they would need for it. Given the effect of Al literacy on users’ information needs [53, 114], we
ensured diversity in levels of Al literacy among participants. Our study was preregistered before
data collection.’

Our results indicate that contestability in algorithmic decision-making is not limited to individual
appeal processes, and requires a cooperative effort between civil servants (in roles that go from
policy-making to Al development or street-level bureaucracy), citizens, and third parties (e.g., legal
counsellors). As far as information needs are concerned, participants sought information that could
help them make sense of algorithmic decisions and that would enable them take action to remedy
the situation (Section 4.1). Participants expressed their willingness to engage in communication
with human controllers and external parties to make sense of the provided information. When
it comes to procedural needs, our participants expressed the need for support mechanisms (Sec-
tion 4.2), i.e., they sought support both from the decision-making organization and from fellow
decision subjects. Participants additionally highlighted the need for interventions that would ensure
accountability in the decision-making process and social transparency (i.e., visibility of the complex
socio-organizational context [33]) in public administration (Section 4.3).

In this paper, we make two main contributions to the CSCW community:

(1) We adopt an empirical approach to contestability and generate insights into decision subjects’

information and procedural needs for contestability in the public sector.

(2) We draw implications for practice and for research. These implications encourage public

agencies and the research community to account for the cooperative work behind contesta-
bility.

2 Related work

This section summarizes previous work on algorithmic decision-making in the public sector and
contestable Al In Section 2.1, we summarize prominent work on public AL In Section 2.2, we
include papers that have theoretically defined procedural means for contestability. In Section 2.3,
we include literature concerning information needs for meaningful contestability.

2.1 Algorithmic Decision-Making in the Public Sector

In an environment like the public administration where decisions are often made based on incom-
plete, contradictory, and changing information [23, 64, 79, 90], the usage of Al has the potential to
improve both the efficiency and quality of decision-making processes [116]. However, the develop-
ment and use of Al for public decision-making has also been claimed to be uniquely challenging [84]
mainly because street-level bureaucrats [5] need to be able to effectively apply human discretion
while navigating bureaucratic processes in a resource-deficient context [84].

In addition to challenges in the development and effective use of algorithmic systems in the public
sector, public Al systems face issues of perceived legitimacy [19]. Perceived legitimacy of public
decision-making processes not only depends on the quality of the decision-making. According to
the process-based model suggested by Tyler [97], the public’s behaviour is “powerfully influenced
by people’s subjective judgments about the fairness of the procedure” through which decisions are

4https://osf.io/ ejyt5 While more widespread in quantitative studies, by pre-registering our qualitative study we aim to
(1) describe the original aims of the study, (2) register the assumptions that underlie the collection and analysis of the data,
and (3) enable the scientific community to monitor the evolution of the study [42].
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made. Previous work has shown that communities impacted by algorithmic decisions in the public
sector have concerns about the way in which data and algorithms are used [19]. While citizens are
not opposed to delegating to fully autonomous systems, they do want to engage in a dialectical
exchange with system controllers [4].

Contestability in algorithmic decision-making processes has, indeed, been defined as a dialectical
exchange between decision-makers and decision subjects [82], a form of procedural justice that
gives voice to decision subjects [3], and increases perceptions of legitimacy [75]. Perceived legiti-
macy of public decision-making processes, in turn, has been claimed to contribute to compliance,
cooperation, and empowerment of citizens [97]. Given (1) the rapid adoption of Al systems in the
public sector, (2) the potential (harmful) impacts of their widespread use, and (3) the relevance
that contestability bears for procedural fairness and legitimacy perceptions in such high-stakes
algorithmic decision-making processes, we decided to examine decision subjects’ contestability
needs in a public decision-making scenario.

2.2 Procedural Means for Contestability

Contestability refers to the quality that enables different actors (e.g., human controllers, decision
subjects) to “understand, construct, shape and challenge” algorithmic decision-making processes [56].
Since algorithmic decision-making processes rely on interconnectivity [80] (i.e., the score that an
individual gets is dependent on the scores of other individuals), designing ways in which decision
subjects can meaningfully ensure a correct decision output and fair process is of paramount
importance. Contestability has been conceptualized as recourse (i.e., the act of changing the output
of an algorithmic system by altering input variables [98]), appeal (i.e., the act of opposing an
algorithmic decision because it is considered to be faulty [106]) and as a design goal, contestability
by design (i.e., Al systems that are open and responsive to human intervention throughout their
lifecycles [3, 6, 82]). Both recourse and appeal are limited to acting on the decision output and are
reactive in nature, whereas contestability by design allows measures to be taken ex-ante [3, 6]. Due
to algorithmic systems’ demand for data, technical complexity, and unpredictable interactions [112],
contestability in algorithmic decision-making presents additional challenges compared to human-
led decision-making [80]. Recent prominent work (e.g., [3, 6, 68, 82]) have set the grounds for
conceptualizing contestability in algorithmic decision-making and have theoretically defined some
procedural means that would enable algorithmic systems to be contestable by design.

Through a literature review, Alfrink et al. [3] synthesized five system features (e.g., built-in
safeguards) and six development practices (e.g., agonistic development approaches) that contribute
to contestable AL Alfrink et al. [2] then used this framework to design a conceptual contestable Al
system and identify the challenges of implementing contestable Al in the public sector. Similarly,
Lyons et al. [68] analyzed responses to the Australian “Al Ethics Framework” which includes
contestability as a key ethical principle and conceptualized how contestability could operate
in relation to Al Both frameworks were created based on theoretical claims without empirical
grounding. There is, therefore, little insight into which of those elements decision subjects need to
shape and challenge algorithmic decision-making. While acknowledging the importance of setting
a normative framework that legally constrains the scope of contestability, in this paper we argue
that the lack of guidelines on decision subjects’ procedural needs for contestability might result
in contestation processes that either do not improve perceptions of legitimacy, in general [100]
or that do not improve perceptions of procedural voice (i.e., ability to share one’s views during a
procedure [95]) and influence [95] in particular [114].

One of the very few empirical studies on decision subjects’ needs for contestability was grounded
in a context other than the public sector (i.e., content moderation [101]). The extent to which
decision subjects’ procedural needs for contestability in contexts such as content moderation can
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be extrapolated to contestability needs for contesting algorithmic decision-making in the public
sector is not clear.

2.3 Information for Enacting Meaningful Contestability

For decision subjects to build arguments as part of their contestation process, they need knowledge,
which, in turn, requires information [82]. This information needs to be meaningful for decision
subjects to be able to engage in a rational and fruitful discussion [82], i.e., functional information
that empowers decision subjects to exercise their right to contest algorithmic decisions as defined
in Article 22(3) of the EU’s General Data Protection Regulation (GDPR) [87]. Such information can
be provided in the form of explanations [68] or justifications [44]. The goal of justifications is to
demonstrate the appropriateness of the decision with respect to a norm (i.e., these are normative
and extrinsic), whereas explanations aim at generating understanding about how a decision was
made (i.e., these are intrinsic and factual). Information for meaningfully enacting contestability has
been claimed to include the why behind the decision, as well as, how the decision-making process
took place [3, 46, 82]. Despite the importance given to the topic, there is no empirical insights into
the content and form of the justifications or explanations that decision subjects deem necessary.
Determining what should or should not go into explanations is not trivial. Some decision subjects
might want to “know everything” about how the system works, as it is the case for human-Al
collaboration and for recommender systems [53, 88].

For contestability, previous work has mostly looked into generating decision output explanations
for enabling decision subjects to engage in acts of recourse (e.g., [48, 78]). To this end, decision
subjects need to understand [48, 107] and act [52] on an unfavorable decision through a set of
actionable factors (i.e., factors that can be acted upon so as to change the decision output [51, 92]) or
counterfactual explanations [48, 104]. Previous work indicates that when engaging in contestation
processes, decision subjects might not only want to contest the decision output itself (scope of
recourse) but also issues concerning the goals of the system or the idea of automation [100, 114].
Limiting information to output explanations might, therefore, hinder decision subjects’ ability to
question structural aspects (e.g., data sources [7]) of the decision-making process [41]. Current
knowledge around what decision subjects would like to contest and how they would like to formulate
their contestations might, therefore, be subject to blind spots resulting from limiting information
to output explanations [68, 114].

2.4 Positioning Our Work

In this paper, we aim to generate in-depth empirical insights into decision subjects’ procedural and
information needs for meaningful contestability that is not limited to algorithmic outputs. To this
end, we conduct semi-structured interviews with potential decision subjects in a decision-making
process in the public sector.

Our work builds on prior work and further informs it by:

(1) Adopting an empirical approach to identify needs for meaningful contestability. Our
results will provide insights into how decision subjects’ needs align or differ from the claims
made in theoretical frameworks for contestability summarized in Sections 2.2 and 2.3.

(2) Focusing on decision subjects’ information and procedural needs for contestability.
Our results will provide a needs-based perspective that can further inform the organizational
challenges for contestability identified by Alfrink et al. [2] in public administration.

(3) Focusing on a public decision-making context. To this end, we choose a case in which risk
scoring is used for fraud detection. Contestability needs that we identify might complement the
ones identified by Vaccaro et al. [101] on content moderation processes.
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3 Method

In this section, we introduce the case that we adopted for our study (Section 3.1) and summarize
details about participant recruitment (Section 3.2) and interview design (Section 3.3). Supplementary
materials associated with this paper include the pre-registration document, screening survey,
interview protocol, prompts used during the interviews, and the codebook. These are all openly
available in our OSF repository for the benefit of the community and in the spirit of Open Science.”

3.1 Case: lllegal Holiday Rental Detection

Algorithmic systems for law enforcement fall into the category of high-risk Al systems [36].
Within this category, we decided to select an algorithmic system suggested by the municipality of
Amsterdam for accelerating the detection of illegal short-term rentals’ as our case. The algorithmic
system was designed to be used if a report on a particular address was received. After receiving the
report, the algorithmic system (based on a random forest model) would compute the probability of
a property being illegally rented for holiday purposes. It would do so by relying on data about the
identity and housing rights of the decision subject, the building, and previous illegal housing cases.
Based on the probability, civil servants would decide whether to further investigate the report. This
system was suggested in November 2019 and expected to be pilot tested in 2020. However, due
to the effect that the COVID-19 pandemic had on worldwide tourism, there were delays in data
collection, which resulted in the system not being deployed to date (January 2024).7

Although the system has not been deployed, there are two main reasons why this represents
a compelling case for identifying decision subjects’ needs for contestability. First, this case deals
with a timely and increasingly complex problem that impacts cities in several Western countries.
Due to the issues that short-term rentals offered to tourists (e.g., Airbnb) have generated in the
availability of long-term rentals for citizens [12], municipalities in several Western countries have
started to regulate those rentals (e.g., Amsterdam, Barcelona) or even ban them (e.g., New York
City) [74]. This last example is especially relevant. In September 2023, the municipality of New
York City decided to ban short-term rentals that host more than two guests while the owner or
tenants of the property are not presen‘[.8 To enforce this policy, platforms like Airbnb are required
to ensure their listings have pertinent licenses issued by the municipality certifying compliance
with the regulation. This has led to the proliferation of a “black-market” where lessors use platforms
such as Facebook or Craiglist to announce their short-term rentals and to avoid being policed by
the platforms.() In response to this trend, many municipalities have put in place workflows where
citizens can (anonymously) report an illegal holiday rental.” Algorithmic systems could, then, be
seen as powerful tools to filter reports and help civil servants identify which reports they should
investigate further. This is, precisely, the way in which the system suggested by the municipality of
Amsterdam was designed to operate. It is, therefore, a realistic representation of what municipalities
in other Western countries could end up implementing. In an anticipatory exercise, the insights we

5https://osﬁio/c5x7e/

6https://algoritmeregister.amsterdam.nl/en/illegal—holiday-rental-housing-risk/(last accessed 14.01.2024)

"See the status of the project in the following official communication https://amsterdam.raadsinformatie.nl/document/
12731876/2#search=%22Afhandeling%20toezegging%20pilot%20algoritme%20Alpha%20handhaving%20vakantieverhuur%
22(last accessed 14.01.2024)

8https://wwwnytimes.com/ZO23/09/0S/nyregion/ailrbnb-regulations—nyc-housing.html (last accessed 14.01.2024)
9https://www.wired.com/story/airbnbfbanfnewfyorkillegalflistings/ (last accessed 14.01.2024)

%Barcelona: https://meet.barcelona.cat/habitatgesturistics/en; New York City: https://portal.311.nyc.gov/article/?kanumber=
KA-02317; Berlin: https://ssl.stadtentwicklung.berlin.de/wohnen/zweckentfremdung_wohnraum/formular/adresswahl.
shtml; Porto: https://www.asae.gov.pt/espaco-publico/formularios/queixas-e-denuncias.aspx (last accessed 14.01.2024)
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get on decision subjects’ contestability needs can be useful not only for the research community
looking into contestability in algorithmic decision-making—contestability by design, which goes
beyond post-hoc appeals, requires measures to be taken ex-ante [3, 6]—but also for municipalities
thinking of implementing algorithmic systems to accelerate the detection of illegal holiday rentals.

Second, this case is part of the algorithm regist‘er11 initiative launched by various European
cities [38]. In an effort to ensure that algorithmic systems used for public services are “responsible,
transparent, and secure”, several cities (e.g., Amsterdam, Barcelona, Brussels) have put in place
a register where information is provided about algorithmic systems used as decision support
systems for public services. To this end, a short description about the system, information about
mechanisms to ensure its responsible use, and technical information are openly shared. A form
to provide feedback for continuous improvement is also included for each entry. The insights we
get about decision subjects’ information and procedural needs could, therefore, help improve a
system that already advocates for transparency and contestability by design (e.g., by implementing
mechanisms for quality assurance [3]).

3.2 Participant Recruitment and Selection

Given the timely and widespread applicability of the case (i.e., concerning major cities in several
Western countries), we recruited participants who have experience renting out their homes as short-
term rentals. Participants are located in municipalities from Western countries where workflows
for detecting illegal holiday rentals have been put in place. Although it is unknown whether all
these municipalities use algorithmic systems as part of those workflows (i.e., transparency around
algorithmic systems used for public services is still not common practice [38]), if an algorithmic
system like the one suggested by the municipality of Amsterdam was implemented, our participants
could become decision subjects of the system by being correctly or incorrectly flagged. We recruited
21 participants in total (demographics in Table 1). We stopped collecting data when additional
interviews failed to generate significantly new information. According to Clarke and Braun [24],
when using qualitative interviews to capture experiences, understandings, and perceptions, the
recommended dataset size is moderate (i.e., 10-20 participants), which aligns with the number of
participants we recruited.

Table 1. Summary of our participants’ demographics

Feature Category (Number of participants)

Al literacy High (7), Medium (7), Low (7)

Background Computer Science (5), Engineering (4), Law (4), Business (3)12, Design (3),
Architecture (2), Physics (1), Social Work (1)

Country13 Netherlands (9), Spain (7), US (2), Portugal (1), Germany (1), Canada (1)

Immigration status'®  Native (12), Non native (9)

Since Al literacy has been shown to impact information needs [53, 114], we decided to ensure
diversity in participants’ Al literacy. We created a screening survey (cf. our repository) with
questions about participants’ literacy in and experience with Al The screening survey comprised
four items defined by Schoeffer et al. [86] (in a 5-point Likert scale). This way of operationalizing
Al literacy has been used in prior studies and has been shown to be useful in capturing differences
in informational fairness perceptions across individuals [4, 114]. We published the screening survey

11https://www.algorithmregister.org/ (last accessed 14.01.2024)
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on online housing channels. We also put posters around our institution and reached out to personal
contacts. We then selectively invited participants for our interview. To this end, we averaged the four
items that define Al literacy and divided participants in low, medium, and high Al literacy [4, 53, 54].
We reached out to participants while ensuring Al literacy diversity. As done in previous work [53],
we refined the boundaries that define what constitutes low, medium and high Al literacy based
on the interview answers given by our participants. This allowed us to account for potential
discrepancies between self-assessed and functional Al literacy. A summary of our participants’
Al literacy is provided in Table 2. We refer to our participants as Py, where k is the identifier of a
specific participant.

Table 2. Overview of our participants’ Al literacy

Al Literacy Specification Participants
Low: self-assessment [1,3] Had not heard much about Al P14, P17
Could not understand what Al entailed P9, P13
Unconfident about technicalities of Al P3, P18, P19
Medium: self-assessment (3,4] Technical background; familiar with basic statistics P1,P2,P5,P11, P16
Working on concepts adjacent to Al P12, P20
High: self-assessment (4,5] Working with or on Al on a managerial level P6, P7, P10
Working with or on Al from an engineering per- P8, P21
spective

Working with or on Al from a fairness perspective P4, P15

3.3 Design of Interview Protocol and Materials

For our study, we opted to conduct qualitative interviews prompted by vignettes (i.e., written
fictitious descriptions of events related to a topic of study [11, 81]). Choosing to run qualitative
interviews allowed us to get rich and detailed insights into participants’ needs for contestability [24].
As suggested by Clarke and Braun [24] when using qualitative interviews to capture participants’
perceptions and needs, participants had a hypothetical personal stake in the selected case (i.e.,
they were renting properties as short-term rentals). The usage of vignettes has been claimed to be
appropriate to capture perceptions, beliefs, and attitudes in social research, as well as to identify
participants’ reactions and needs in a particular situation [11, 47]. Scenario- or vignette-based
techniques have previously been used in qualitative Al research; for instance, in public Al research
for exploring the perspectives of decision subjects in the early stages of Al system usage in child
welfare services [19], or in explainable Al research for advancing the conceptual development
of social transparency [34]. Our interviews comprised four main sections and three prompts to
encourage our participants to expand on their answers [24]. The interview protocol and prompts
can be found in our repository.

(1) Participants’ background and experience. First, we asked a series of questions to capture our
participants’ experiences with contestation processes. The objective was to identify their
motivations for deciding whether or not to contest an unfair decision. We also asked them
about their experience and motivation for renting out their homes.

“Two of our participants have a joint background in Business and Law

Bt refers to the country where the rented property is located. Our participants need to deal with that country’s public
administration for managing their property’s rental.

1t refers to the mismatch between the home country of our participants and the country where the rental is located. Our
participants are native or non native in the eyes of the public administration of the country where the property is located.
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(2) Perceptions around the use of AI. We then introduced the first prompt (i.e., a fictional piece of
news introducing the case; Figure 1), and asked our participants about the appropriateness and
benefits of using algorithmic systems for detecting possible illegal holiday rentals. The fictional
piece of news included real information about the system summarized from the introductory
text in the algorithm register entry. The piece of news was tailored to the city where the rental
was located to make the scenario more believable and for participants to feel they had a personal
stake in the topic [24]. The objective of this section was to get a sense of how our participants
perceived algorithmic systems (e.g., its perceived capabilities [49]) as a way to get context to
their motivation for contesting (or not) the algorithmic decision-making process.

“Amsterdam has limited living space; both for citizens and visitors. If a citizen wants to rent
out their home to tourists, they need to meet certain requirements. They must also report it to
the municipality.

Not everyone adheres to those conditions. The municipality sometimes receives reports, for

instance from neighbors or rental platforms, who suspect that a home has been rented out
without meeting those requirements. If such a report is filed, employees of the department of
Surveillance & Enforcement can start an investigation.

The municipality of Amsterdam has adopted an Artificial Intelligence system that supports
the employees of the department of Surveillance & Enforcement in their investigation of the
reports made concerning possible illegal holiday rentals.”

Fig. 1. Example of the piece of news shown to participants to introduce our case. The material used with
each participant included the name of the city where their short-term rental was located.

(3) Object of contestation (what to contest) and means for contesting (how to contest). Next, we in-
troduced the second prompt (i.e., a letter; Figure 2). The letter was divided into three main
sections. These included (a) first warning and future penalty (i.e., giving notice [50]), (b) right to
present arguments against the decision by calling the municipality (i.e., right to be heard [50])
and (c) right to know about the decision and the decision-making process (i.e., reason giv-
ing [50]). The amount of the penalty15 and the timeframes for contesting16 are informed by
the contestation procedures available in the municipality of Amsterdam, within the Dutch
public administration context. The letter was tailored to the city where the rental was located.
For this interview, we deliberately designed the letter using accessible language (i.e., avoiding
legal jargon), following the guidelines on accessibility of (digital) communications of public
authorities.” We asked our participants how they would react to this letter and how appropriate
they considered the contestation means (i.e., a phone call) suggested by the municipality (i.e.,
perceived voice and influence [95], expected treatment [15]). Through this section we aimed
to capture what our participants would like to contest and how they would ideally like to
proceed [67].

15https://Www.amsterdam.nl/wonen—1eefomgeving/wonen/boetes— overtredingen-vakantieverhuur-bed/ (accessed
14.01.2024)

16https://www.<:jib.nl/clirect—regelen/ik—ben—het—niet— eens-met-mijn-boete (accessed 14.01.2024)
17https://eur—Iex.europa.eu/legal-content/EN/TXT/‘?uri:celex:S2016L2102 (accessed 14.01.2024)
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Housing Department, Surveillance and

x Gemeente Enforcement Division

x Amsterdam Amsterdam City Hall
x Bijlmerdreef 1005C, 1103 TW
+31 20 555 5837

July 15, 2023
Re: lllegal Holiday Housing Rental

Dear ...,

This letter has been issued because the Housing Department, Surveillance and Enforcement
Division of the Municipality of Amsterdam has found the house you own at the address ... to be
illegally rented as holiday housing without due notice to the Municipality.

This formal letter constitutes a FIRST WARNING and it is a request to strictly adhere to the private
vacation rental policies of the Municipality. After this, we will be forced to take stronger action. The
Municipality of Amsterdam may request a payment of up to 21,750 EUR penalty.

Disagree with the warning you received?

Then you can file an objection by calling the Housing Department, Surveillance and Enforcement
Division at +31 20 555 5837. You can do so within 6 weeks since the day you receive the letter.
They will ask for more information from you and will offer you the possibility to provide an
explanation for this violation.

Additional information:
The Housing Department, Surveillance and Enforcement Division uses an Atrtificial Intelligence
(Al) system as part of their workflow to detect and investigate potential illegal holiday rentals. If

you would like more information about the system and how it has been used in your case, please
check algoritmeregister.amsterdam.nl and introduce your case number 185274.

Sincerely,

Housing Department, Surveillance and Enforcement Division

Bijimerdreef 1005C, 1103 TW, Amsterdam

Fig. 2. Example of the letter shown to participants. The letter used with each participant was tailored to
include their name, address, the logo, name and contact details of the municipality where their short-term
rental was located.

(4) Information needs. Finally, we introduced the third prompt (i.e., the information sheet). The
information available in the algorithm register was summarized in three categories [55] and
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organized through a color code (Figure 3): (a) green for information related to the scope of
the system (i.e., reasons for system conception, role of the system and potential harms [71]),
(b) orange for the decision rules of the process (i.e., information about training data [62, 71],
system architecture [71]) and (c) blue for information related to the outputs (i.e., rationales
behind instance-level decisions and model performance [62]). For the decision explanation,
we simulated a SHAP explanation [65] (i.e., feature-based explanation [86]).18 We indicated
data features that contributed to the decision. We used positive (+) signs to indicate that a data
feature contributed to high fraud risk [16, 31]. We avoided to include data features that are
explicitly protected by law (e.g., gender [13]) in the decision explanation. Through this prompt,
we asked our participants what they would like to know more about. The objective of this
section was to identify if they would use this information for building their arguments as part
of the contestation process [82, 107]. We decided to introduce information about the system
after the letter to see if there were any differences between the object of contestation before
and after being given information about the system [41].

Ecological validity: We (the authors) designed the interview material so that (1) it would illustrate
a decision-making scenario where the illegal holiday rental detection system could be embedded,
and (2) it would be sufficiently believable for our participants, i.e., it would not be considered
science fiction [2, 10]. To improve the ecological validity of our work, we ensured participants
were coming from cities where illegal holiday rental detection efforts are already in place and we
tailored the materials (e.g., logos, address, recipient name) to the city where each participants’
property was located. We additionally pilot tested the interview protocol and the prompts with 2
experts in human-computer interaction (different from the authors) from our institution. For each
interview question, we evaluated whether it helped answer our research question, we looked for
problematic assumptions, and we reflected on how meaningful participants would find it [24]. For
each prompt, we checked the wording and layout. Based on the insights we got from the pilot test,
we modified the layout of the Information Sheet to make it more engaging. We decided to change
the decision explanation to textual form [86, 103], rather than a visual to avoid saliency bias and
halo effect [32, 35].

3.4 Data Collection and Analysis

Data Collection. We conducted the interviews between July and August 2023. All interviews
were conducted online, using the Zoom video conferencing tool, and lasted 1 hour on average.
Participants were offered 25 EUR (or equivalent) as compensation for their time. Our study was
approved by a research ethics committee at our institution. All our participants signed an informed
consent form. After each interview, we acquired the transcription of the recording through the
videoconferencing platform if the interview was conducted in English. We then anonymized
the transcription. If the interview was conducted in a language other than English, we had the
recording transcribed in the original language through a third-party transcription software, and
then locally translated the transcription using DeepL. " After obtaining the transcriptions in English,
we reviewed and corrected them.

Data Analysis. A critical realist [39, 72] and contextualist [72, 94] approach underpins our analysis.
We acknowledge that although a reality exists and informs our findings, we, as researchers, play a

'3The numbers in the presented SHAP value (first blue box in Figure 3) aim at representing the effect of each feature on
the output risk value, rather than their effect on the final risk probability. That is why some of these features present an
effect > 1. We left it up to the participants to ask for clarifications about the scale if they considered this information item to
be important for contestability.

19DeepL Translator: https://www.deepl.com/en/translator.
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Reasons for Implementing the
System

The Atrtificial Intelligence system helps prioritize
hundreds of reports coming from neighbors or
rental platforms so that the limited enforcement
capacity can be used efficiently and

The system relies on a model that finds
relationships and patterns in a large amount
of information about illegal housing. The model
calculates which information can be associated
to illegal housing and to what degree. This type

=

. Identity and housing rights data from the
Personal Records Database

Buildings data from the Registry of
Addresses and Buildings

»

effectively. & 5:;::0"' anyrelated lllegalhousing of model is called “random forest regression”
Role of the System - Workflow
1. A citizen or rental platform submits a report Data features that contributed to the decision
2. The Al system calculates the probability of 1. Identity and housing rights data: Name, (positive (+) means that it contributed to high
housing fraud. date of birth, gender, date of residence in fraud risk):
3. Avisualization is given of the features that the city, date of residence in the address, - Street code +3.87
resulted in high or low risk of fraud. family composition, date of death - Anonymous reporter yes/no +2.5
4. The ible supervisor i if - Description of the property +0.95
there is a case of illegal housing through a 2. Building data: Address, street code, postal - Floor surface area +0.63
preliminary research and field code, description of the property, type of - Type of home +0.62
investigation. home, number of rooms, floor surface area, - Number of rooms +0.61
floor number, number of building layers, - Date of residence in the address +0.52

description of the floor

Potential Harms

w

. Related illegal housing cases: Starting
date of report, stage of investigation, report

Good-quality data has been used, ensuring code number, violation code number, « — . q
that it does not contain biases. The system investigator code number, anonymous I AT @i g r)'lodel isa falrly
naturally has an impact on the alleged offender, reporter yes/no, situation sketch, user that cotnplex I3 1 L T I REHD regllty
as the report on their offense get more priority, created/edited the report, handling code G L (D @RI @7 D TEEa D EmEm
Risk mitigation has been performed through number, date when case closed, reason gensrlcinotorei ieseaichlashest
continuous monitoring in the pilot phase. why case closed. concicteditolknoihowlmanyjlayeisihsimodst

needs to have.

Fig. 3. Information Sheet provided to our participants. It includes the information relevant to the algorithmic
decision-making process summarized from its entry in the algorithm register. It is color-coded. [Green | refers
to information related to the scope of the system and it includes reasons for implementing the system, the
role of the system, and potential harms. [Orange refers to information about the decision rules of the system

and it includes data sources, data features, and model architecture. - refers to information related to the
outputs and it includes the decision explanation and performance information.

role in constructing knowledge and these findings cannot, thus, be considered truly objective [109].
We analyzed our data using reflexive thematic analysis with a combination of inductive and deductive
orientation to data [17, 25]. Reflexive thematic analysis is a flexible method that allows an in-depth
engagement with the data. This approach is adequate for answering our research question where
we aim to identify patterns in data and interpret them [18]. We conducted the data analysis on
Atlas.ti.”’

Analysis Procedure. Data analysis was led by the first author. After transcribing —and translating
when applicable- the recordings, the first and second authors cleaned the transcriptions. The first,
second, and third authors read the transcriptions and got familiar with the material. The first author
open-coded the transcripts and clustered the codes in code groups. The second and third authors
partially coded the data and reviewed the code groups. The first author then crafted the themes.
All authors reviewed and mapped the themes. In total, three main themes and six sub-themes were
developed. The first author finally refined the codes based on the final themes. The final codebook
can be found in our repository. Having different researchers analyze the data helped us reflect on

% Atlas.ti URL: https://atlasti.com.
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different perspectives on the same data to develop richer insights into that data. Reflexivity helped
researchers identify their own situatedness within the research and take responsibility for it [25].

Statement of Positionality. Reflexivity acknowledges that knowledge production is contingent
on the researcher producing it [14]. As researchers living and working at a Western European
university, we recognize that our perspectives shape the research and knowledge we generate.
Our disciplinary backgrounds include engineering, cognitive science, computer science, HCI, and
design. We have previously argued for making algorithmic decision-making processes contestable.

4 Results

The cooperative nature of contestability was a salient characteristic of contestation processes and
was present throughout the interviews. We structure our results to highlight the cooperative work
involved in contestability at three different points in time: (1) during the sense-making process
that enables decision subjects to understand the provided information (post-hoc intervention”';
Section 4.1), (2) during the contestation act (post-hoc intervention; Section 4.2), and (3) during
the development and deployment of the Al system (ex-ante intervention; Section 4.3). We provide
an overview of the themes and sub-themes in Table 3. We name themes as Ti. and sub-themes as
Ti.j., where i and j are the indexes of a particular theme and sub-theme. To improve readability,
we avoid naming participants (Py) for each statement that compose our themes and sub-themes.
We, instead, give a sense of the prominence of each statement by using terms such as a few, many,
mostly, generally, unanimously. A detailed mapping of the participants whose responses led to
the statements in our results section is included in our repository. Additionally, we release our
codebook, where we include the specific quotes that compose each statement. The codebook can
also be found in our repository.

Table 3. Overview of themes and sub-themes.

Information and Procedural Needs

T1. Cooperation in Sense-Making — post-hoc intervention
T1.1. Strategizing Information Requests
T1.2. Facilitating Dialogue with Controllers
T2. Social Support in Contestation Acts — post-hoc intervention

T2.1. Seeking For Organizational Support
T2.2. Seeking For Peer Support
T3. Distributed Responsibility — ex-ante intervention

T3.1. Ensuring Algorithmic Accountability
T3.2. Fostering Social Transparency

4.1 T1. Cooperation in Sense-Making

The first theme highlights the need for cooperation in the sense-making process that precedes the
contestation act. This cooperative effort involves decision subjects, legal and Al experts
that decision subjects could contact, and street-level bureaucrats acting as controllers.
Controllers are street-level bureaucrats that are involved in the first instance of the decision-making
and that interact with the decision subject to inform them about their situation before starting a

1We use the term post-hoc intervention to refer to an intervention that happens once the algorithmic decision is made. For
interventions that happen before the algorithmic decision is made, we use the term ex-ante intervention.
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contestation act. We observed an effect of Al literacy on decision subjects’ information needs for
sense-making (e.g., the type of information that participants with different levels of Al literacy
perceived as actionable).

4.1.1 T1.1. Strategizing Information Requests. Participants in our study developed strategies
for deciding which information to request. These strategies depended on participants’ ability to
make sense of the provided information —or their capacity to look for an independent expert advisor
who could help them make sense of the information— and the risks and benefits of issuing an appeal
using that information. Participants generally hypothesized two reasons for receiving the letter:
(1) they had violated the regulation, or (2) they represented a false positive. In case (1), participants
would accept the decision based on the justification and evidence they are shown. In case (2), there
were two main situations that participants contemplated: (2a) they had rented their property out
but they had a license for it, or (2b) they had not rented their property but the system indicated
that they did.

In view of the above, participants, regardless of their Al literacy, unanimously prioritised knowing
why they got detected by the algorithmic system. The reason behind this was that knowing why
they got flagged was the first step towards knowing which of the situations they were in and
resolving the issue. Participants pointed to the difference between a feature-based explanation,
and a decision justification that clearly signals the reasons why a penalty is issued. The provided
decision explanation (see Figure 3) did not satisfy their information needs because it did not provide
a clear actionable path that could help decision subjects remedy the situation. P16, for instance,
complained about the uselessness of receiving a feature-based explanation that points how the
system had identified their property as an illegal holiday rental:

“Are you telling me that I have illegally rented my house or are you telling me there is a
probability of me illegally renting my house? That probability could be based on a thousand
things. Tell me the things I have actually missed. There has to be a concrete reasoning behind
it, just give me that reasoning. Don’t give me these numbers.” (P16)

Many participants additionally wanted to understand the decision basis (i.e., the policy behind the
decision) to better discern whether their actions conform to the law or to double-check that the
algorithmic decision basis was backed up by relevant policy. Some admitted that they might not
have been aware of the regulation and would accept the first warning if this was duly motivated.
The option of asking for legal advice to make sense of the decision and the policy was mentioned
several times. The willingness to ask for legal advice depended on the required resources and the
amount of the penalty.

Among the hypothesized scenarios, it was only in case (2b) that some participants started
questioning the algorithmic system beyond the output itself. This was motivated by the difficulties
in showing proof of innocence in this particular scenario as compared to the other scenarios.
Our participants’ Al literacy and experience dealing with fairness in Al affected their interest in
knowing how the decision-making took place (including how the algorithmic system worked) and
the perceived actionability of such information. This can be explained by the effect that participants’
Al literacy had on the sense-making process that precede a contestation. Participants with low Al
literacy were mostly uninterested in knowing how the algorithmic system worked because they
were not certain about how they would use this information as part of their contestation. Medium
Al literacy participants were interested in receiving more information about the data used by the
system since this would allow them to ask questions related to privacy and bias in data. They
were also generally curious to know more about the system due to their technical background but
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Al literacy Information needs - Contestation object -
perceived as actionable what to contest
Low Al literac
Y + Why of decision output « Correctness of decision

+ Legal validity of Al usage

« Appropriateness of decision ba-
sis

« Lack of legitimate proof

Medium Al literac
y + Data-related information + Bias

+ Discrimination

High Al literacy + Privacy of data

(no experience in Al fairness)

High Al literacy .. . . .
(experience in Al fairness) + Decision explanation + Explanation weights
P + Model-related information + Prioritization of data features
+ Development of the system + Lack of model robustness

+ Faulty development process

Table 4. Overview of the relationship between Al literacy, information needs and contestation objects.
+ symbols indicate that the presented items are cumulative (e.g., medium Al literacy participants wanted
to know the why behind the decision output as well as information related to data). This arrangement
shows tendencies we observed in our data and does not necessarily represent one-to-one relations: not all
participants from a given subgroup requested all of the information and a few participants requested more
information than it is indicated for their subgroup. For a one-to-one relation for each item, see the mapping
in the supplementary material.

expressed doubts on how to use this information. For example, when asked about their willingness
to know more about the Al system itself, P10 responded:

“‘Myself, because I'm quite a freak, I would [like to know more on a system level]. In general,
I don’t think people would care. They would be very focused on [fixing] their own problem.”
(P10)

The option to contact experts in Al that would help them make sense and act upon information
regarding the workings of the Al system was mentioned as an option by some participants with
medium Al literacy. Among high Al literacy participants, the perceived actionability of Al-related
information was further influenced by participants’ experience in topics related to Al fairness. This
was due to the effect that experience with Al fairness had on participants’ ability to identify the
subjectiveness of many of the design choices in the development of Al systems and their capacity
to use this information as part of their contestation. Participants with high Al literacy who had not
previously dealt with fairness-related topics were aligned with medium AT literacy participants and
had doubts about how they could use information about the Al workings as part of the contestation.
Instead, participants with high Al literacy and experience with Al fairness were willing to know
and question aspects related to e.g., Al development. See table 4 for a detailed account of the
information that each subgroup of participants deemed important and actionable. As shown in the
table, our results indicate that the sense-making process that precedes contestation acts depends
on decision subjects’ Al literacy and Al fairness experience.
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4.1.2 T1.2. Facilitating Dialogue with Controllers. Responses from our interviews indicate
that the way in which decision subjects make sense of the provided information is also influenced by
the means used for dialogue between decision subjects and human controllers. The communication
between controllers and decision subjects turns information into meaningful explanations. This
communication also helps clarify technical jargon, a key aspect of the sense-making process
according to our participants. One aspect that impacts the communicative effort and joint sense-
making between controllers and decision subjects is the communication channel. Participants’
preference for communication channels varied based on the stakes and complexity of the decision,
who was responsible for the situation, personal experience, and language. However, there was
consensus that communication channels should be designed to minimize the friction of engaging
in a dialogue.

When it comes to the format in which information is presented, almost all participants wanted
the effort to understand the information provided by the municipality to be minimal. This required
the provided information to be relevant to their case, concise, simple, and clear. The reason behind
this was the need to make the information digestible to different decision subjects, especially those
with lower levels of Al literacy. A potential means for satisfying this requirement would be the
progressive discovery of information based on relevance. As claimed by P8, this could be achieved
through information hierarchies.

“Give me a diagram of my case. Then if I want to go in detail on anything in particular, put it
all at the end. I would love for everything to be well explained at the end.” (P8)

Many deemed visual explanations (i.e., graphics) or explanatory videos of the decision-making
process as appropriate mediums of communication due to their interactivity.

4.2 T2.Social Support in Contestation Acts

The second theme focuses on the contestation act itself. Contestation acts require the joint effort
of decision subjects, street-level bureaucrats acting as reviewers, third parties assigned to
decision subjects, and fellow sufferers. Reviewers are street-level bureaucrats involved in the
contestation process [69]. Contestation acts were defined to participants as processes implemented
within the organization rather than before a tribunal [83]. For this reason, cooperation with legal
representatives was not mentioned as a central element of the contestation process (unlike the
sense-making). We observed an effect of Al literacy on decision subjects’ procedural needs for
engaging in acts of contestation (e.g., the need for third parties to compensate for knowledge
differentials).

4.2.1 T2.1.Seeking Organizational Support. Reviewers were seen as key actors in supporting
decision subjects on a one-to-one basis and in facilitating the act of contestation. Our participants
generally preferred a human reviewer over an algorithmic reviewer. The reasons for this were
varied. Al was seen as unable to change the output. Humans, in contrast, were seen as more
appropriate since they could provide answers beyond frequently asked questions, and they could
deal with grey areas (i.e., ill-defined situations).

Our participants expressed a general wish for the human reviewer to be cooperative and em-
pathetic during the discussions. Many highlighted the need for a proactive attitude where “both
parties need to be willing to find a solution and a conclusion to the problem” (P12). The reviewer thus
needs to be an active listener as opposed to a “nameless bureaucrat who doesn’t really deal with my
issue.” (P7). The reason for this was the wish of decision subjects to feel understood and “to be heard
before being given a warning.” (P21). In contrast to reviewers in existing public decision-making
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processes, many participants claimed that reviewers for algorithmic decision-making should be
experts in Al so that they can effectively accompany them throughout the contestation process.
While participants acknowledged the need for cooperation with human reviewers, a few defined
the contestation process as a fight. One of the main reasons for this was the power differentials
between the decision subject and the reviewer. Power differentials are accentuated with knowledge
differentials (e.g. when decision subjects have low Al literacy or when non-native decision subjects
do not know the functioning of public administration). Many participants requested a third party
(e.g., a watchdog) to mediate the conflict. The third-party could ask questions on decision subjects’
behalf and could have information about similar cases. P2, for example, motivated the need to have
an independent party involved in the contestation process to deal with information differentials:

‘T would want a third party. Someone who is equally informed but who did not build the system.
Fust to have an objective perspective.” (P2)

The third-party should have both legal and technical knowledge (i.e., experience in data science)
and should help decision subjects to move forward. A few participants acknowledged that the level
of support needed from the third party would depend on the decision subjects’ Al literacy, the level
of satisfaction with the dialogue they had with the controller during sense-making, and decision
subjects’ legal knowledge.

4.22 T2.2.Seeking Peer Support. Participants generally prioritized clarifying their own case at
the individual level—for all scenarios (1), (2a), and (2b) in section 4.1.1. The possibility of contesting
aspects of the algorithmic system—scenario (2b)—, however, was conceived to be more feasible
if done collectively. When asked about the possibility of contesting the algorithmic system, P11
mentioned:

“If more of us get this letter, then maybe a consortium could be formed, and then through that
consortium, we would discredit the Al system. If I was the only one of my social circle getting
this letter, I wouldn’t immediately go towards discrediting their AL ” (P11)

Some suggested that using similar cases where the algorithmic system repeatedly made an error
could be the basis of the collective contestation. This would be a means for others not to go through
the same issues if the system incorrectly flags them. The collective was regarded as “a place that is
organized by citizens, by people that have gone through this” (P18). Within those previously affected,
high Al literacy individuals, or experts with some status (e.g., professors) could be the technical
guides to help escalate the situation. According to P6 and P15, attracting the attention of the media
and turning the issue into a political matter would be required.

“[If] there is a group that we all together try to say [that] this shouldn’t work like that, and
this becomes a thing, then it could form a very interesting, small nerdy rebellion against the Al
system. I think that this is a collective issue, which needs space and people, and attention. (...)
It can be like an Anonymous kind of thing, but for Al and for governmental Al systems.” (P15)

Some participants highlighted that a collective could help citizens affected by the system to remedy
their situation. A collective would provide decision subjects insights into similar cases. They
claimed that this could also enable spotting of error patterns across false positives. This was deemed
especially important for people with low Al literacy and with no immediate social support structures
for providing emotional and procedural help.

4.3 T3. Distributed Responsibility

The third theme highlights the need for street-level bureaucrats acting as controllers, policy
makers, and other members of the public administration to cooperate and to ensure
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appropriate responsibility attribution. We did not observe an effect of Al literacy on claims
about responsibility attribution.

4.3.1 T3.1. Ensuring Algorithmic Accountability. In general terms, participants appreciated
and wanted to exercise their right to contest the algorithmic decision but dealing with the conse-
quences of errors made by the algorithmic system was perceived to be unfair. Many mentioned the
burden of showing proof of innocence and the effort needed to make sense of the information that
would enable them to do so. Overall, there was consensus on the fact that correcting AI's mistakes
is not the decision subject’s responsibility. If such a burden is put on the decision subject and this
represents a false positive, a few participants requested compensations for the time wasted and the
effort devoted to contesting.

There were several views on whose responsibility it was to contest the system. P15, for example,
mentioned that, “what I would like is the Al to be contested by the employees before they send you the
letter.” This would require human controllers to be able to identify such false positives, for which
P21 suggested an approach. The suggested workflow would entail: (1) the municipality contacts the
individual that has been flagged by the system before any warning is issued, (2) the municipality
provides the reasons why they contact the individual, (3) there is a discussion around the reasons
why the citizen has been flagged to verify that it is not a false positive, (4) if it turns out to be a
false positive, the human reviewer restrains the system from flagging that decision subject again.

When the system is not developed in-house and responsibility is distributed across actors (e.g.,
dataset creators, model developers, system consumers), P13 pointed to the complexity of attributing
responsibility correctly.

“If the City Hall outsourced the implementation of the system, then the outsourcing company
would be responsible for correcting the system. But the citizen is unaware of that aspect and
vis-a-vis the citizen the ultimate responsible is the City Hall. Then, ultimately, the City Hall
should take responsibility” (P13)

Certifying the algorithmic system before deployment was suggested as a means of unburdening
the decision subject and ensuring a fair responsibility attribution.

4.3.2 T3.2. Fostering Social Transparency. Throughout the interviews, we observed that the
unique nature of the public administration (e.g., far-reaching impacts, goals of social good) shaped
the way in which our participants reacted to the presented decision-making process. On the one
hand, because of the nature of public administration, a few participants requested transparency
of cooperative activities (e.g., how Al implementation projects take place) in the context of the
public administration (i.e., there were requests for social transparency [33, 93]). Social transparency
within public administration was seen as a pre-requisite for implementing ex-ante contestability
mechanisms. This was translated, for instance, in requests for participatory development approaches.
To avoid corrective measures, P1 highlighted the importance of probationary periods. Probationary
periods should be conducted in a way that does not impact ongoing activities and should be used to
issue first warnings. P11 suggested that the municipality should consult decision subjects around
their preferences towards the system at the early stages of Al development.

“There is probably a research team that has time and resources to organize 30-min video calls
with each case to have a discussion like this in the early stages. Where they show these slides,
and they have the different model architectures and data sources, potential harms, performance.
Then I would be more interested.” (P11)

On the other hand, the nature of public administration led some participants to believe that the
choices made during the system development were the correct ones. For example, P21 claimed that
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“T really assume that they are indeed taking care that the data is good quality.” Similarly, because
the public administration was the entity behind this system, some assumed that there would be
more accountability and diligence when dealing with false positives. A few participants also made
comparisons between the public and private spheres. Algorithmic decision-making processes in
the public sphere were believed to be more contestable and were considered to have higher ethical
standards.

5 Discussion

Our study aimed to generate in-depth empirical insights into decision subjects’ information and
procedural needs for meaningful contestability in a high-risk decision-making scenario in the public
sector (i.e., an illegal holiday rental detection scenario). To this end, we conducted 21 interviews with
participants with experience renting their properties out with varying levels of Al literacy. Instead
of conceiving their right to autonomy as purely individual self-determination, our results suggest
that participants’ capacity for contestability was shaped and dependent on their interactions with
other actors involved in decision-making. In this section, we summarize our results and position
them in existing literature. We then discuss the implications for practice and research of our work.

5.1 Results in Relation to Previous Work

Information Needs for Contestability. Our results show that decision subjects have different
strategies for deciding which information to request when contesting an algorithmic decision.
These strategies depend on the perceived actionability of the provided information, and the risks and
benefits of contesting the decision-making process. Regardless of Al literacy, there is a consensus
in prioritizing the why (i.e., reasons, proof [44, 82]) behind the decision as a first step towards
exercising their right to contest. The extent to which decision subjects want to know how the
decision-making process took place depends on their Al literacy. It also depends on participants’
experience with Al fairness. Especially among subjects with low Al literacy, knowing how the
decision was made is not a priority. Among those who are interested in knowing how the decision
was made, and unlike previous work on human-AlI collaboration [53] and recommender systems [88],
decision subjects do not want to “know everything”. They are rather selective in choosing relevant
information about the system that could help them contest the decision-making process [1]. This
could be due to the differences in purpose (i.e., the aim of contesting vs. improving human-AI
collaboration vs. getting better recommendations) and our participants’ intrinsic need for practically
helpful information because they are hypothesizing around a contestation scenario. The object
and means of contestation (what participants in our study want to contest and how they want to
proceed), in turn, depend on the perceived appropriateness of the information they receive and
their ability to understand and use it as part of their contestation. Our findings further suggest that
the sense-making process that preceeds a contestation is a cooperative process that participants
engage in through expert advice or through dialogue with controllers. The means that enable
such dialogue (i.e., communication channel, explanation medium), therefore, also affect the sense-
making process. Even if theoretical claims have recognized the importance of justifications [44], or
explanations [68] for contestability, there has been a comparatively small emphasis on empirically
examining how decision subjects (individually or collectively) make sense of that information and
how this empowers them to contest an algorithmic decision.

Procedural Needs for Contestability. Participants in our study request support from the decision-
making organization and from peers to deal with the contestation process. This includes the presence
of a third party to balance power and knowledge differentials. This suggests that participants
perceive how algorithmic systems widen power gaps because of their complexity and opacity [68].
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Our results further show that, for contesting aspects of the decision-making process that involve
the algorithmic system itself, participants deem collective action as more effective than individual
appeals. Even if the possibility of collective action was tangentially mentioned in theoretical
frameworks [3], the insights from our participants provide detailed descriptions on what the
collective could look like (e.g., led by Al experts) and what would define collective success (e.g.,
media attention, turning the issues into a political matter). When dealing with algorithmic failures
(e.g., false positives), our results suggest that individual decision subjects do not want to bear the
burden of identifying and contesting such failures. Participants in our study suggest that algorithmic
failures should be corrected by human controllers (i.e., street-level bureaucrats involved in the first-
order decision-making [3]). The very act of having to go through the process of contesting a false
positive is considered to be unfair. Our participants also request transparency of the cooperative
work that happens among actors at previous stages of the Al development and deployment pipeline as
well as due responsibility attribution. The need to ensure transparency and due responsibility in
a chain of distributed actors is aligned with theoretical claims for contestability by design [3]. It
highlights the need to ensure awareness of risks and responsibilities across decision chains.

5.2 Implications for Practice

This section highlights the implications that our work has for public agencies integrating Al systems
in decision-making processes.

Building Capacity for Supporting Contestability. The needs we identified for enabling decision
subjects to meaningfully engage in acts of contestation are in tension with the challenges for
contestability found by Alfrink et al. [2]. Those challenges include limited capacities of civil
servants, organizational limits or resource constraints. These tensions indicate that there might
be a mismatch between the capacity required to ideally address decision subjects’ needs during
contestation processes and the reality of what public administration can offer them in practice
based on the available resources. For decision subjects to feel heard and understood, a balance
between decision subjects’ needs and the allocation of limited resources needs to be found. While
participants in our study were generally not against using algorithmic systems for first-order
decision-making (this could lead to public savings), they did insist on having a human reviewer
during the contestation process. However, the organizational challenges of redistributing resources
(e.g., economic, human, infrastructural) from the first-order decision-making to the contestation loop
cannot be ignored. This is especially true when the algorithmic system suffers from functionality
failures [77] in a resource-deficient context [84]. First, it is important to consider who is involved in
the first-order decision-making and who in the contestation loop. How actors involved in different
phases of the process have access to each other’s information [26], the extent to which there
is effective communication between them [77] or the scrutability of the system that mediates
the process [68] are all aspects that make organizational change challenging. Furthermore, the
relationship between the resources allocated for the current first-order human-led decision-making
process and the resources needed for future contestation processes might not be a one-to-one
relation. If such algorithms malfunction [77] and human oversight is motivated by legal compliance
rather than quality control [2, 40], the harms generated when deployed at scale might multiply. It is,
therefore, important to first ensure effective human oversight through e.g., explanations, cognitive
forcing functions, or reinforcement learning paradigms [20, 21, 105]. Once appropriate human
oversight is ensured, one way to build capacity for contestability would be to partly augment human
reviewers’ capacities (e.g., through chatbots [66] or methods to detect insincere contestations [8])
while ensuring decision subjects feel heard. If human oversight mechanisms are not effective or the
option to augment human reviewers’ capacities does not allow decision subjects to be heard and to
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exercise their right to contest automated decisions meaningfully (Article 22(3) of the GDPR [107]),
the usage of Al systems might need to be interrupted.

Enabling Collective Action. Our results suggest that participants sought organizational and
peer support to engage in acts of contestation. The conception of contestability might, therefore,
need to account for the social nature of contestability. One way to do so is through collective
contestations. Designing for collective contestability can involve indirect forms of control [2]
through representative bodies of decision subjects [27, 101]. Examples of collective contestations
include the Contestation Café suggested by Collins and Redstrém [27]. The Contestation Café [27] is
a speculative concept for community contestation, where decision subjects could learn to identify
and contest unfair decisions. In a similar vein, end-user driven audits [29, 30, 59, 89] use the lived
experiences of everyday users of algorithmic systems to uncover harmful algorithmic behaviors,
which has, in turn, led to collective contestations (see Shen et al. [89] for a list of examples). An
alternative line of work rather explores collective contestations as ex-ante mechanisms by e.g.,
involving decision subjects in the early stages of the Al design pipeline. This allows decision
subjects to get actively involved in crafting the desired algorithmic behavior and in avoiding
harmful consequences downstream [3]. If public agencies decide to explore this option, participatory
frameworks such as WeBuildAI [60] could represent an interesting starting point. In WeBuildAI [60],
stakeholders—including decision subjects—, can represent their views through computational models
that contribute to algorithmic policy creation. For collective action like Contestation Cafés [27], end-
user-driven audits [89] or WeBuildAlI [60] to be of any use, participation is required. Participation,
in turn, requires incentives [29] (e.g., available time, interest). An option to promote collectives
could be for public administration to (financially) sustain them while ensuring collective action
remains independent from the decision-making entity.

Defining Normative Boundaries for Contestability. A number of policy decisions should precede
these contestation acts. These include determining what can be contested (both ex-ante and
post-hoc), who can contest algorithmic decision-making processes, who is accountable for them,
and what type of reviews or scrutiny mechanisms should be put in place [68]. Our work urges
policymakers to further define normative boundaries for contestability.

5.3 Implications for Research

This section elaborates on the implications of our work for the CSCW research community.

Characterizing Individual and Collective Sense-Making of Personalized Explanations. According
to our results, for a piece of information to be actionable, this information needs to be relevant
and translatable into an “effective goal-oriented action” [102] (i.e., contesting). The relevance and
potential of an information item to be translated into action, in turn, depends on decision subjects’
ability to make sense and critically reflect on it to evaluate its appropriateness [85]. Our results,
therefore, suggest that personalized, actionable explanations might be needed to address decision
subjects’ varying information needs for contestability. In contrast to actionability in recourse (i.e.,
set of factors that can be changed to obtain the desired outcome [52, 63, 92]), when dealing with
contestability that goes beyond the decision outcome (i.e., it concerns the whole lifecycle of the
system [3]), there is not one single definition for actionable information. There is, therefore, not
a single response as to what information empowers decision subjects to meaningfully contest
an algorithmic decision-making process [82, 91]. For explanations to be actionable for different
decision subjects, they should, therefore, afford varying levels of sufficiency (i.e., content depth)
and configuration. This could be operationalized by, for example, implementing explanations with
hierarchies of information and varying levels of detail [28] or making explanations interactive [58].
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Furthermore, the sense-making process of those explanations is not necessarily an individual
process. It is additionally influenced by the actors that decision subjects could contact for help (e.g.,
legal representatives, human controllers). Further research is needed to know how different decision
subjects make sense —individually and collectively— of personalized actionable explanations that
are aimed explicitly at enacting contestability and that present varying levels of (1) availability,
(2) content, (3) detail, (4) modality (i.e., audio vs. visual), and (5) paradigm (i.e., textual vs. graphical
vs. interactive) [111]. Previous work on personalized explanations for recommender systems [96]
could represent a good starting point for exploring personalized, actionable explanations for
contestability. Personalized explanations for contestability will have to navigate the tension between
opening algorithmic systems to scrutiny, and the need to align with privacy and confidentiality
requirements [115].

Opening Up Sites for Contestation in AI Development and Deployment Pipelines. For contestability
to be exercised by stakeholders (other than decision subjects) at earlier stages of the Al pipeline,
tools that enable “real-time questioning, curiosity, and scrutiny” [57] of algorithmic systems by
human controllers are needed. While some tools are already available that enable the scrutiny of
algorithmic systems to surface information about decisions and models (e.g., What-if Tool [108]),
further research is necessary to identify the needs of professional human controllers to interactively
shape algorithmic behaviour and prevent false positives from repeatedly happening [57]. For due
responsibility attribution across algorithmic supply chains, [26] tracking and documenting data
flows represents the first step towards contestability—documentation which is required by the EU Al
Act [36]. Exercising contestability throughout the algorithmic supply chain could, in turn, represent
a step towards a deeper engagement with the system [99]. It would help actors distributed across the
supply chain not only gain visibility over the supply chain itself, but it would also allow those actors
to be attributed due responsibility when required. Enabling contestability throughout algorithmic
supply chains [26] faces two main challenges that would benefit from further research. First,
documenting discretionary choices made throughout the development and deployment pipeline of
algorithmic systems is not straightforward [113]. There is a need to raise awareness around the
value-laden (and therefore contestable) nature of “undisclosed yet impactful” [22] choices made
throughout the pipeline. There is also a need to provide resources for practitioners to identify and
effectively document such choices [9, 43, 70]. We echo prior work [45, 113] and encourage the
CSCW community to look into strategies for scaffolding collaborative reflexive practices throughout
the Al development and deployment pipelines. Second, even if those choices are acknowledged
and documented, different actors across the supply chain might suffer from accountability horizon
(i-e., limited capacity for system designers to understand the deployment context and for system
consumers to influence its design) [26]. Therefore, legal and institutional mechanisms would be
required to ensure visibility and influence over those design choices [26].

6 Caveats and Limitations

In this section, we discuss relevant caveats and report the limitations of our study.

Participant Recruitment. To answer our research question, we sought to generate an in-depth
understanding of decision subjects’ needs for meaningful contestability and, therefore, decided to
conduct qualitative interviews. In line with the Big Q qualitative research paradigm [24], we used
purposive sampling to recruit participants that could help us generate nuanced insights into those
needs. We, therefore, ensured that we had a diverse pool of participants in terms of Al literacy
and ensured that the number of participants with low, medium, and high Al literacy was equally
distributed. Among our participants, there was a more prominent representation of two countries
(i.e., Netherlands and Spain). Similarly, our interviewees were all highly educated individuals (i.e.,
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all had at least a bachelor’s degree) and were used to interacting with digital platforms. Even if these
choices are an intrinsic trade-off of Big Q qualitative research [24] in favor of generating in-depth
insights, we acknowledge that our study might be subject to representativeness limitations [61].

Material Used for the Interviews and Transferability of Results. The letter we used as a prompt in
the interview was designed and informed (e.g., penalty, contestation timeframe) by the guidelines
that the Dutch public administration follows. Such a choice was made due to the origin of the
suggested Al system and its specifications (i.e., the municipality of Amsterdam). The interviews,
however, did not necessarily include citizens dealing with the Dutch public administration. Only a
few participants mentioned the discrepancies between their experience with public administration
communications and the material we presented. They considered this to be an irrelevant detail
(e.g., “They give me a timeframe. I don’t care if it’s 30 days [contestation timeframe in their residence
country] or 6 weeks or whatever.” (P10)). However, we acknowledge that this mismatch might have
affected how some other participants engaged in the interview. Similarly, the materials used for
the interviews were based on a single case: a risk-scoring scenario for fraud detection within the
public sector. We expect our findings to be transferable to other contexts where Al systems are
used as part of policy enforcement efforts in the public sector. The transferability of our results to
contexts other than policy enforcement support in the public sector will need further verification
and should not be fully assumed.

Reflections on External Validity. For exploring the usage of algorithmic systems that have not yet
been deployed, previous work has shown that scenario- or vignette-based qualitative methods can
be useful instruments [19]. Several studies have also shown that how people react to studies in a
“lab-based” environment is a good approximation to how they would react in the real world [110].
Furthermore, our recruitment strategy (i.e., participants who have experience renting their homes
out) ensured that our participants had a hypothetical personal stake in the topic, as suggested by
Clarke and Braun [24] when using interviews for capturing people’s perceptions and understandings
about a specific topic. However, a few of our participants indicated that they would not take the
time to look at the information sheet (see Section 3.3 for information about the materials we used) if
they had not been required to do so as part of the interview. In some cases, it was when participants
engaged with the information sheet that they were able to raise concerns about the algorithmic
system. This affected the object of contestation (i.e., what they wanted to contest). Results might
have varied if participants were to contest a real-world algorithmic decision and had not inspected
the information sheet.

7 Conclusion

This paper provided in-depth empirical insights into how to operationalize contestability in algo-
rithmic decision-making processes based on decision subjects’ information and procedural needs.
To this end, we selected an algorithmic system used for identifying illegal holiday rentals as our case
and conducted 21 semi-structured interviews with participants with experience renting their homes
out and varying levels of Al literacy. Our participants highlighted the need for cooperation during
the sense-making process that enables contestability. Strategies that participants used for making
sense of the provided information varied based on participants’ Al literacy (e.g., unlike the rest of
participants, low Al literacy participants did not want to know how the decision-making process
took place) and experience with Al fairness (e.g., only high Al literacy participants with experience
in Al fairness considered information about the development of the system actionable). Our partici-
pants additionally asked for support mechanisms both from the decision-making organization and
from fellow decision subjects to effectively engage in acts of contestation. Lastly, our participants
requested ex-ante interventions to ensure accountability in algorithmic decision-making. Our work
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suggests that making algorithmic decision-making processes contestable by design is far from
a trivial transition from currently available appeal mechanisms for human-led decision-making.
There are, instead, several urgent future research directions that deal with the cooperative work be-
hind contestability. We believe that the CSCW community is uniquely positioned to make valuable
contributions on this front.
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