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The aim of this special issue is to provide a sociotechnical system perspective on 
Artificial Intelligence (AI). Discussions on AI still often focus on the technology 
itself rather than on the broader systems in which it functions. This is even true when 
it comes to the social and ethical issues raised by AI. For example, people often 
talk about fair algorithms or explainable AI, as if fairness and explainability depend 
solely on the technology and not also on the broader sociotechnical systems in which 
AI technologies are embedded.

Consider, for example, an AI algorithm that is used by a government agency to 
find potential cases of fraud with social welfare. Fairness in this case no doubt partly 
depends on the algorithm itself; for example does it meet certain fairness metrics as 
they have now been proposed in the literature (e.g., Mehrabi et al., 2019)? However, 
there are multiple and conflicting fairness metrics, and in order to decide on which 
of these to focus, one first needs to know more about the broader context: what are 
the main unfairness that might occur in this context? Which people are most vulner-
able and dependent on governmental decisions and should be protected from unfair 
decisions?

Even when the choice of fairness metrics is based on contextual considerations, it 
will make the resulting system not necessarily fair. That will also depend, for exam-
ple, on the behavior of civil servants and politicians, the political climate with respect 
to fraud, and on internal rules in the relevant governmental agency. Is there room to 
deviate from the algorithm’s advice? Is the emphasis on finding fraud or avoiding 
unjust accusations? Are citizens offered the possibility to object to a governmental 
decision or to provide additional evidence if needed? Also legal rules and institu-
tions will affect the functioning and fairness of the resulting sociotechnical system in 
which the AI algorithm is embedded. For example, are there independent possibilities 
to appeal against a decision based on the algorithm’s advice?
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A sociotechnical system perspective is important to better understand how AI sys-
tems function, what social, political and ethical issues they raise, and how to best 
address these issues. It also matters for how to design AI; again, the focus should not 
solely be on the technology and how effective it is in achieving set goals, but also on 
how it is expected to function in broader sociotechnical systems of which it becomes 
part. In this contribution, we first set out what a sociotechnical systems perspective 
is, we then discuss why it is important and in particular what it can add to other 
approaches; next, we focus on the role of values in and the moral significance of a 
sociotechnical system approach. Finally, we discuss the contributions that are part of 
this special issue.

1  What are sociotechnical systems?

A recent EU-U.S. Roadmap for Terminology and Taxonomy for Artificial Intelligence 
acknowledges as an integral AI attribute it being a sociotechnical system, “constituted 
by diverse social, political, economic, cultural and technological factors” (European 
Commission, 2023: 10). But what exactly are sociotechnical systems?

The notion of ‘sociotechnical system’ has been discussed in a variety of literature 
including research on technology in the workplace (e.g., Bednar & Welch, 2020; 
Cooper & Foster, 1971; Mumford, 2006), systems engineering (e.g., Baxter & Som-
merville, 2011; Goode, 1957), science and technology studies (STS) (e.g., Bijker et 
al., 1987; Hughes, 1987; Suchman, 1987), the philosophy of technology (e.g., Kroes 
et al., 2006; Ottens et al., 2006; Vermaas et al., 2011), engineering ethics (e.g., Boren-
stein et al., 2019; Noorman, 2014) and more recently also in research on AI and 
autonomous systems (e.g., Behymer & Flach, 2016; Jones et al., 2013). While there 
are distinct differences in how the notion of ‘sociotechnical system’ is understood in 
these various literatures, a common denominator is the idea that not only technologi-
cal factors, but also a wide range of social factors is important.

Two ideas are at the core of a sociotechnical system perspective. The first is the 
idea that technologies are part of larger systems, be it technical or sociotechnical 
systems. A system might here simply be understood as a number of elements (e.g. 
technologies, humans, rules) that somehow are interrelated and function together to 
fulfill a shared goal or objective. Think, for example, of the energy system, the trans-
portation system or the banking system. Such systems may be distinguished at dif-
ferent levels of aggregation. So we might distinguish a world-wide banking system, 
but also the banking system in a particular country, or the banking system within a 
specific bank, even the banking system at a specific location of a bank.

The second idea is that among the elements of a sociotechnical system that are 
crucial for its operation and functioning are human or social elements. Different 
approaches seem to focus on different types of social elements and are different in 
how they conceptualize such social elements, and their relation to technical elements. 
Here we will elaborate a bit on a proposal from the philosophy of technology (Frans-
sen, 2015; Kroes et al., 2006; Ottens et al., 2006; Vermaas et al., 2011).

Kroes et al. (2006) argue that sociotechnical systems have three basic building 
blocks, namely technologies, human agents and institutions. Institutions are here not 

1 3

   21   Page 2 of 9



A sociotechnical system perspective on AI

understood as organizations but as social rules that enable and constrain the interac-
tions between human agents (Crawford & Ostrom, 1995). Such institutions can both 
be formal, like legal rules, but also be informal, e.g. rules that are based on habit or 
culture. Institutions typically emerge out of past interactions between human agents 
but they can, to some extent, also be deliberately designed. Creating new sociotech-
nical systems may also require creating new institutions, think e.g. of user manuals, 
operation instructions or insurance policies.

AI systems are also sociotechnical systems, but van de Poel (2020) suggests that 
AI systems as sociotechnical systems have additional (fundamental) building blocks 
due to the fact that AI is different from traditional technologies, because it is autono-
mous, interactive, and adaptive. This means that AI can learn from its environment 
and adapt itself. Of course, traditional sociotechnical systems are also self-learning 
and adaptive but they are so through human agents. AI systems also have technical 
elements that allow learning from the environment. Van de Poel (2020) therefore 
proposes two additional building blocks for AI systems as sociotechnical systems, 
namely artificial agents and what he calls technical rules. Artificial agents in this con-
ceptualization are non-human non-intentional agents that can autonomously adapt 
themselves in response to inputs from the environment. Technical rules regulate the 
interaction between artificial agents (and other technologies), similar to social institu-
tions in traditional sociotechnical systems.

2  The added value of a sociotechnical systems approach

What is the added value of a sociotechnical system approach to AI? First and fore-
most, we claim, it helps to better understand AI systems, how they function, what 
social effects they have, what ethical issues they raise, how we can address these 
issues and how to design better AI. It does so by raising awareness that AI is embed-
ded in broader sociotechnical systems that determine its functioning and effects.

A sociotechnical system perspective is not just important to better understand how 
AI functions, but also to see how AI might transform existing sociotechnical sys-
tems, like the energy system or the transportation system, but also ultimately society 
and crucial institutions like the law and democracy. If it is true that AI adds new 
fundamental building blocks to sociotechnical systems as suggested above, it will 
transform existing sociotechnical systems in a more fundamental way than other 
technological innovations.

In other words, AI may be a disruptive technology when it comes to other socio-
technical systems and society (Hopster, 2021; Van de Poel et al., 2023). AI may add 
new elements to energy systems allowing, for example, forms of real-time trading of 
energy, or optimizing energy delivery through the net. While this may be promising 
in terms of performance and sustainability, it may also create new vulnerabilities and 
risks, which requires a rethinking of (the design of) such systems.

AI systems may also disrupt social practices and institutions. Social media, for 
example, have already disrupted the functioning, but also the traditional understand-
ing, of democracy (Ziliotti et al., 2023). Social robots have challenged the distinc-
tion between human and non-human entities like robots (Nyholm et al., 2023), and 
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ChatGPT is currently disrupting existing practices of writing and education (Shidiq, 
2023).

Coming to terms with this disruptive potential of AI is not just a technical chal-
lenge. It may require new user practices, new operator skills, changes in existing 
sociotechnical systems, new institutions and new laws, and perhaps even new moral, 
legal and philosophical concepts. A sociotechnical systems perspective might be 
helpful here because by its nature it provides an integral approach to such issues.

More concretely, a sociotechnical systems approach might add three elements that 
are missing, or are at least less prominent, in other approaches: institutions, culture 
and governance. Institutions are important because they are consequential for the 
functioning of AI systems, particularly for how humans interact with each other and 
with technical elements. However, even some approaches that stress the human ele-
ment in interactions with AI, like human computer interaction (HCI) and hybrid intel-
ligence do not always pay attention to the role of social institutions (cf. Akata et al., 
2020; Norman, 2018).

A second element we want to highlight is culture. Culture may perhaps be seen as 
an informal institution, but we think it is worth highlighting as it is an element that 
is not always given due attention in the analysis of AI systems. Cultural constructs, 
such as beliefs and expectations are inevitably reflected in the training datasets for 
AI systems, while at the same time the deployment of AI systems may not only rein-
force these constructs, but also challenge them.1 Culture, then, with regard to AI as 
sociotechnical systems does not presuppose simply a norm-giving environment to the 
functioning of the system but is an active component to the way an AI system gets 
appropriated and how effective it is deemed.2

A third element is governance. There is now a lot of attention for AI ethics, and 
rightly so, but properly dealing with the ethical and social issues raised by AI systems 
is not just a matter of ethical guidelines and proper design, it also requires attention 
for broader governance and political issues. Given the complexity of sociotechnical 
systems, dealing with the disruptive potential of AI requires more than just ethics, it 
requires a range of technical, social, economic and governance choices that are coor-
dinated; in other words, it requires politics.

Finally, a sociotechnical systems perspective has consequences for the design of 
AI systems. For one thing, it means that AI needs to be developed and designed with 
an eye to the sociotechnical systems it will be embedded in. For example, how we 
should understand values like fairness and explainability in the design of AI systems 
will partly depend on the specific context and the concrete sociotechnical systems it 
will be embedded in. Designers should not only rely on general design principles or 
general fairness metrics, but should also tailor these concerns to the specific context 
and the sociotechnical systems in which the relevant AI technology is to function.

Another design implication is that design should not be confined to the techno-
logical part of AI systems, but should also address other elements of the system, like 
institutions. Some of these elements - like formal institutions - can be designed, but 

1 https://www.theverge.com/2023/2/9/23592647/ai-search-bing-bard-chatgpt-microsoft-google-problems-
challenges Accessed 17-10-2023.
2 https://www.statnews.com/2017/09/05/watson-ibm-cancer/ Accessed 17-10-2023.
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oftentimes sociotechnical systems cannot be designed from scratch and sometimes 
their dynamic might be so complex and emergent, that they can - strictly speaking 
- not be designed. However, in such cases, often interventions in such systems can 
still be designed, and the question might shift to how to design such interventions. 
Anyway, a sociotechnical systems perspective broadens the design perspective on AI 
substantially.

3  Values and moral significance

Viewing AI through a sociotechnical systems lens is also important because it helps 
to consider the moral significance of these systems in a broader and more complex 
sense than when focusing on the technological dimension of AI alone. Just as a purely 
technical view on AI systems is currently being challenged, so is the conceptual and 
ontological view on morality as a purely human affair. Instead, a move towards con-
sidering morality as a hybrid affair between humans and their broader sociocultural 
and material environment is gradually becoming accepted in the field of philosophy 
of technology (Boenink et al., 2010; Vallor, 2016; van de Poel & Kudina, 2022).

On this view, technologies are not neutral tools to be used by people but by vir-
tue of their design features help to give shape to specific moral intuitions, avenues 
for moral decisions (Verbeek, 2011) and even the infrastructure for moral decision-
making - the meaning of the values themselves (Kudina, 2023). Institutions, norms 
and beliefs, or the broader sociocultural setting of the world is equally not a passive 
background against which specific human-AI practices play out but helps to give 
them shape in terms of their nature, process and substance. What follows from the 
thesis on the intertwined nature of morality with the sociomaterial setting is that even 
though people remain the moral agents considering morally problematic situations 
and making decisions regarding AI systems, these same AI systems are not divorced 
from the moral decision-making of people.

Here a pragmatist take on morality might be especially helpful in underscoring the 
dynamic interrelation of values and technologies. As van de Poel and Kudina (2022) 
show, values have a dual nature: on the one hand, they serve as moral orienteers in 
problematic situation, giving guidance on how to resolve it, and on the other, they 
are themselves a product of these human-technological practices, which give rise 
to them, can challenge their fitness or propose new values. As such, values, and by 
extension the moral problems and moral opportunities are a dynamic property that 
materializes within a complex system of human-technology-world dimensions and 
across these dimensions.

With regard to AI, focusing on one of the system components alone would pre-
clude one from having an overview of the larger moral significance of this tech-
nology and limit the space for intervention towards a more desirable use or design 
practice. Equally, any such intervention would need to acknowledge a co-productive 
way in which the technological component of AI systems presupposes specific moral 
orientation and a broader worldview as the technological and normative dimensions 
of AI in the systems view are always intertwined (Gabriel, 2020).

1 3
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4  Introducing the contributions

The contributions to this Special Issue set out to expand and contextualize our con-
siderations on AI as complex sociotechnical systems. The Special Issue comprises 
five research papers, each detailing an aspect of AI conceived as sociotechnical sys-
tems and presents a broader outlook on the responsible design and integration of such 
systems.

In their paper “Contestable AI by design: towards a framework,” Alfrink and 
colleagues put contestability as a central feature of the interwoven character of AI 
systems. Understood as a design feature that underlies the interaction of the social, 
technological and institutional components of an AI technology, contestability here 
assumes a system’s responsiveness to user’s challenge of the system and embeds 
human rights to self-determination and control in the system. Relying on a mix of 
methods, such as systematic literature review, the authors propose a framework that 
would combine essential features (e.g. human review and intervention requests) and 
practices (e.g. agonistic approaches to ML development) in the AI system to make it 
contestable. While this framework does not pretend to be exhaustive, it points to the 
challenges of the decentralized sociotechnical AI systems and at the same time, offers 
opportunities for system improvement by relying on conflicting points in AI develop-
ment, leveraging dissent as a rich resource.

In “Spotting when algorithms are wrong,” Buijsman and Veluwenkamp tackle the 
problem of epistemic dependence on AI systems when users have to make critical 
decisions based on the system’s output without being able to verify its credibility, 
often problematizing the decision-making. Against the background of the Dutch 
childcare benefits scandal, where a Dutch tax agency employed an AI system that 
erroneously classified many citizens into high risk categories, the authors propose to 
tackle the problem of epistemic dependency with introducing system warnings that 
would reduce people’s tendency to trust the AI’s output, a mechanism that the authors 
call “defeaters.” Based on the sociotechnical exigencies of AI systems and drawing 
on the methods to reduce errors in aviation practices, the authors identify five types of 
such defeaters, ranging from system’s inability to provide an accurate output to being 
based on conflicting statistical correlations. The authors argue that even though an 
introduction of defeaters into the design of AI systems would require a lot of design 
consideration and technical challenges, it is worthwhile as it would allow the users to 
make more nuanced decisions based on these systems.

In “Realising Meaningful Human Control over Automated Driving Systems: a 
Multidisciplinary Approach,” Santoni de Sio and colleagues review the existing work 
on meaningful human control to provide an operational framework for applying this 
work to concrete engineering cases. Against the background of a case of Automated 
Driving Systems, the authors aim to mitigate the responsibility gaps in the use of AI 
systems related to blameworthiness, moral accountability, public accountability and 
active responsibility. The two main features in the framework are “tracking,” con-
cerning the identification and response to the intentions of the humans operating an 
AI system, and “tracing,” a systems feature that concerns the capacity for and alloca-
tion of responsibilities based on the degree of involvement in the decision-making in 
the AI system. In a transdisciplinary effort, the authors identify the qualifying criteria 
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to apply this framework such that it is able to systematically locate responsibility 
gaps and give an idea of the mitigation step, while at the same time providing care-
ful considerations regarding the limitations and further work into the elaboration of 
meaningful human control.

In their paper “Democratizing AI from a sociotechnical perspective,” Noorman 
and Swierstra propose the lens of political philosopher Mark Warren to develop a 
democratically legitimate framework of AI development. The authors specifically 
discuss the cases of AI development and deployment in cases of critical infrastruc-
ture, such as in the energy domain, to showcase the democratic stake and complexity 
in the decision-making between multiple stakeholders. The authors outline specific 
practices and challenges to democracy that AI, conceived as a sociotechnical system, 
presents in the energy sector, and propose how these can be mitigated through War-
ren’s approach, focused on three functions of democracy: inclusion, will formation 
and decision-making. Complementing this lens with the approach to AI as sociotech-
nical systems building on traditions in Science and Technology Studies and philoso-
phy of technology allows looking at democratization of AI from a broad perspective 
and accounting for the non-neutral role of AI in the shaping of the democratic domain 
in this regard.

Finally, in “Toward Sociotechnical AI: Mapping Vulnerabilities for Machine 
Learning in Context” Dobbe and Wolters examine AI systems conceptually and 
empirically to identify their uniquely sociotechnical vulnerabilities and challenges, 
and to make design suggestions. The authors examine the lifecyle of Machine Learn-
ing systems in the financial sector in the experimental, operational and deployment 
stages, or MLOps, to identify and qualify the AI challenges from the sociotechni-
cal systems standpoint, and propose a set of ten guidelines to mitigate them and to 
accommodate a broader sociotechnical view on AI in the MLOps practices in the 
finance industry.

Funding Acknowledgement  This paper and the topical collection are a part of the project Value Change, 
which has received funding from the European Research Council (ERC) under the European Union’s 
Horizon 2020 research and innovation programme under grant agreement No 788321.
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