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1
INTRODUCTION

1.1. THE ROLE OF TIME IN BIOLOGY

Time is a key aspect of all processes in life, from the millions of years of evolution, to
the microseconds of biochemical reactions. Cells and organisms have evolved pro-
cesses that are remarkably timed. For example, circadian rhythms, driven by an en-
dogenous clock oscillating at a ∼24-hour period, allow organisms to anticipate day-
night changes and are found in nearly all organisms on earth [1, 2].

Proper and accurate timing is of utmost importance in development [3]. In order
to ensure the correct body formation, many physiological processes need to be care-
fully orchestrated in time and space, including cell division, differentiation and mi-
gration. For instance, vertebrates utilize an elegant molecular oscillator, termed the
segmentation clock, to generate a precise number of somites, which are precursors
of various tissues in the segmented vertebral column [4]. The number of somites and
their size are determined by the rate of the segmentation clock compared to the over-
all rate of development [5]. Another astonishing example of precise timing is found
in periodical cicadas, insects that spend more than a decade underground in larval
form and emerge from the ground as adults all at once in massive numbers, every 13
or 17 years depending on the breed [6]. A more familiar example is the onset of pu-
berty in humans, which is known to be determined (in part) genetically and similarly
regulated over a very long time scale [7, 8]. These examples illustrate the importance
and ubiquity of precise temporal regulation.

Though the regulation of developmental timing has been studied in great detail
in many organisms, many open questions remain. How is the correct sequence of
events maintained during development, such that they always occur in the right or-
der relative to each other? Do organisms also measure the absolute time and if so,
through which mechanisms?
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1.2. DEVELOPMENTAL CHECKPOINTS AND STRESS RESPONSE

During development, organisms may encounter a wide range of conditions, exter-
nal or internal, that are unfavourable and thus do not support normal developmen-
tal progression. Organisms evolved elaborate mechanisms to deal with such unpre-
dictable situations. For example, on the cellular level various checkpoints regulate
progression through the cell cycle, ensuring that important events such as DNA repli-
cation have been completed correctly before the cell is ready to divide [9]. Similarly,
there is evidence that multicellular organisms use checkpoints to coordinate the de-
velopmental progression on the body-wide level [10–15]. Such checkpoints represent
an opportunity to reversibly arrest development, waiting for unfavourable conditions
to resolve. For example, fruit fly Drosophila undergoes metamorphosis only upon
attaining a certain critical weight, while arresting development under conditions of
insufficient nutrient intake that prevent growth [10, 16]. Bypassing this important
checkpoint requires activation of the insulin/insulin-like growth factor-1 signalling
(IIS) pathway, which is directly linked to nutrient availability and becomes deacti-
vated upon starvation [16]. These examples illustrate that decision whether to con-
tinue or arrest development is tightly linked to the molecular pathways that sense the
physiological stress and issue an appropriate body-wide response.

Despite the IIS pathway being extensively studied in multiple biological systems,
it remains unclear how exactly it senses environmental conditions such as nutrient
availability and convert it to an appropriate developmental decision. Moreover, it
is unknown how the decision to arrest development is coordinated throughout the
body, such that all cells and organs are impacted in the same way.

1.3. VARIABILITY IN BIOLOGY

It is known that genetically identical individuals exhibit variations in phenotype and
behaviour, even when environmental factors and overall life history are the same.
Such variation is thought to emanate from the stochastic nature of biochemical pro-
cesses within the cells, largely due to the small number of molecules involved [17, 18].
In the recent years, thanks to improvements in long-term imaging of single cells and
organisms, molecular noise and its implications has been uncovered in diverse bio-
logical systems [17, 18]. For example, molecular noise in the E. coli chemotaxis net-
work leads to variability in swimming behaviour of individual bacteria, which possi-
bly underlies an adaptive strategy [19]. Another example is the budding yeast tran-
scription factor Crz1, which undergoes stochastic bursts of nuclear localization in
response to the external calcium stress [20]. These stochastic nuclear translocations
allow Crz1 to effectively transmit information about the extracellular calcium con-
centration to its downstream genes, coordinating their expression in a manner pro-
portional to stress.

One may wonder what is the impact of variability at the single-cell level on de-
velopmental timing. For instance, molecular noise could alter the order of develop-
mental events that occur close together in time. If so, do organisms employ strate-
gies to mitigate such stochastic and possibly fatal disruptions in development? When
studying developmental processes and their regulation in time, it is thus particularly
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important to take into account the individual variability.

1.4. C. elegans AS A MODEL SYSTEM

An important model system for studying the regulation of timing and stress response
is the nematode worm Caenorabditis elegans. Since its choice by Sydney Brenner in
the sixties [21], C. elegans has been extensively used as a model organism to study a
wide range of physiological phenomena and processes, from neural networks [22] to
cell polarity [23] and aging [24]. These studies led to numerous breakthroughs and
discoveries, such as the description of genes that control apoptosis [25], discovery of
microRNAs [26] and RNA interference [27], to name a few. In 1998 C. elegans became
the first multicellular organism to have its genome sequenced, firmly establishing
itself as a go-to genetic model [28].

The qualities that make C. elegans so appealing for research are, among others,
its anatomical simplicity and the ease of maintenance in the laboratory setting. C.
elegans proliferate as self-reproducing hermaphrodites, producing a large number
(∼300) of progeny that are genetically identical. Conveniently, the ability to gener-
ate males in the lab also enables genetic crosses. Thanks to its small size (∼1 mm
long for an adult) and transparent body, C. elegans is uniquely suited for microscopy,
as it is possible to use fluorescent markers for in vivo observations of cellular pro-
cesses. Finally, many components of genetic pathways are conserved between C. el-
egans and higher organisms, including humans, making it a relevant model organ-
ism to study mechanisms associated with human diseases [29]. C. elegans is particu-
larly well suited to study developmental processes, due to its short and robust (post-
)embryonic development, as well as its fixed number of somatic cells (959 for an adult
hermaphrodite) and their fully mapped lineages [30, 31].

1.5. C. elegans DEVELOPMENT

The development of C. elegans is divided into embryonic and post-embryonic devel-
opment, with the latter being the focus of this thesis. Post-embryonic development
progresses through four larval stages that comprise both unique and recurring devel-
opmental events and are punctuated by molts (Fig. 1.1). Each larval stage starts with a
period of active feeding and growth, is followed by a sleep-like state (lethargus) where
the new cuticle is synthesised, and finally terminates with shedding of the old cuti-
cle (ecdysis) and progression to the next larval stage or, eventually, adulthood [32].
Many recurring developmental processes occur in a manner that is tightly coupled to
this cycle of larval progression. Examples of such processes include divisions of seam
cells, stem cell-like cells that divide once every larval stage (with an extra proliferative
division in L2) to give rise to more seam cells as well as differentiated hypodermal or
neural cells. The periodic nature of development is also manifested by the oscilla-
tions in the expression of a multitude of genes, where gene transcripts peak once per
larval stage, albeit at different times [33–35].

C. elegans is an ideal model organism to study the timing of larval development,
as the control of timing has been extensively studied on the genetic level. In partic-
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Adult
(~830µm)

Embryo

L1 larva
(~12h, ~200µm)

L2 larva
(~8h, ~330µm)

L3 larva
(~8h, ~460µm)

L4 larva
(~11h, ~630µm)

Dauer

Figure 1.1: C. elegans life cycle. Cartoon illustration of C. elegans life cycle, which starts as
an embryo, followed by post-embryonic development consisting of four larval stages (L1-L4),
finally becoming a mature fertile adult. Transitions between the larval stages require molting
- a process of cuticle remodelling. An alternative, long-lived developmental stage, dauer, is
formed in response to unfavourable environmental conditions. The duration of larval stages
with the corresponding body lengths (measured at the beginning of each stage) correspond to
wild-type animals developing at 23 ◦C.

ular, genetic screens have revealed many mutants with specific perturbations in the
developmental timing, called heterochronic mutants. Heterochronic genes encode
proteins and small non-coding RNAs (microRNAs) that act as molecular switches to
promote stage-specific developmental programs and regulate stage-to-stage transi-
tions [36–38]. Heterochronic mutants typically cause stage-specific events either to
occur precociously, in an earlier larval stage, or to be reiterated in subsequent stages.
The heterochronic pathway thus ensures the correct order of developmental progres-
sion. One particular heterochronic gene, lin-42, is thought to play a crucial role in
the regulation of developmental timing, as it negatively regulates the transcription
of multiple key microRNAs [39–41], and its defects are associated with severely per-
turbed development [42].

Interestingly, the rate of post-embryonic development in C. elegans is highly flexi-
ble and depends strongly on environmental conditions, such as food availability and
diet. For example, dietary restriction extends the duration of larval stages as much
as ten-fold, without resulting in apparent defects in development [43]. How timing
of cell-level events is adapted in response to such changes in external conditions re-
mains poorly understood.

When conditions become too severe (complete lack of food, high temperature or
population density), C. elegans can halt its developmental progression by transform-
ing itself into dauer, a long-lived morphologically distinct larvae optimized for sur-
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vival, and resume development upon the return to normal conditions [44, 45]. Entry
into dauer is timed to occur precisely at the end of the second larval stage, with the
decision to enter dauer taking place one stage earlier [45]. In addition to dauer dia-
pause, other checkpoints at which development can transiently and reversibly arrest
have been identified in every larval stage as well as in early adulthood [12, 46]. The
common feature of these checkpoints is that they occur at a particular time early in
the molting cycle and are not associated with morphological changes, unlike dauer
larvae. The arrest at these checkpoints is regulated by the IIS pathway [12, 46]. In ad-
dition to its role in developmental arrest, this pathway also ensures that the correct,
highly specific response is mounted to a wide range of stresses, including starvation,
heat or osmotic stress [47], yet how it achieves this task remains unknown.

1.6. THESIS OUTLINE

This thesis focuses on the following open questions in C. elegans biology: i) how the
timing of individual events is adjusted when the total duration of development is ex-
tended due to external conditions and ii) how the IIS signaling pathway discriminates
between different types of stress in order to issue a tailored, stress-specific response.
To address these questions, it is necessary to monitor individual C. elegans animals
over extended periods of time. However, while embryonic development has been ex-
tensively studied in C. elegans, post-embryonic development represents a challenge
for long-term time-lapse microscopy, as animals actively move around in order to
feed. Therefore, reliable methods to image motile larvae at the single cell resolution
are necessary to ensure future progress in C. elegans biology.

In Chapter 2, we introduce a time-lapse microscopy technique used throughout
this thesis that allows studying diverse processes in post-embryonic development of
C. elegans. This technique combines single-animal confinement, fast image acquisi-
tion and (semi-) automated image analysis to follow single cells inside individual de-
veloping larvae. We further show two proof-of-principle applications: studying cell
lineages and oscillatory gene expression dynamics in individual animals.

In Chapter 3, we combine this imaging technique with phenomenological math-
ematical models to study how the timing of developmental events adjusts under en-
vironmental conditions and in mutants that alter the rate of developmental progres-
sion. In particular, we measure the timing of three recurring developmental processes
(seam cell divisions, gene expression oscillations and ecdysis). We uncovered striking
variability in the timing of these events between individual isogenic animals devel-
oping in the same environment. Moreover, we found pervasive changes in timing at
the population level when environmental conditions, such as temperature and diet,
were varied. Surprisingly, all variation in timing between individuals and environ-
mental conditions was explained by temporal scaling, i.e. in all cases events occurred
at the same time when measured relative to the duration of total development. Un-
expectedly, we observed that lin-42 mutants developed with highly perturbed and
variable timing, yet the timing of events we measured was still explained by temporal
scaling.

Finally, in Chapter 4, we use our time-lapse technique to explore how C. elegans
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responds to external stresses that do not support normal developmental progression
and cause early developmental arrest. In particular, we investigate the dynamics of
DAF-16, a transcription factor downstream of the IIS pathway, in response to diverse
physiological stresses, namely starvation, heat and osmotic stress during the L1 ar-
rest. We find that, in contrast to the current paradigm, DAF-16 undergoes pulsatile
translocations between the nucleus and the cytoplasm in response to constant levels
of stress. Strikingly, pulses are synchronized between different cells along the body.
Moreover, we find that DAF-16 pulses adopt unique dynamics depending on the type
and magnitude of the external stress, suggesting a potential strategy to generate a tai-
lored response. Finally, we observe similar stochastic pulsatile dynamics in DAF-16
homologue FOXO3a in human cells under low nutrient levels, suggesting that translo-
cation pulses are a general and so far unrecognized feature of insulin signalling.



2
LONG-TERM TIME-LAPSE

MICROSCOPY OF C. elegans
POST-EMBRYONIC DEVELOPMENT

We present a microscopy technique that enables long-term time-lapse microscopy at
single-cell resolution in moving and feeding Caenorhabditis elegans larvae. Time-
lapse microscopy of C. elegans post-embryonic development is challenging, as larvae
are highly motile. Moreover, immobilization generally leads to rapid developmental
arrest. Instead, we confine larval movement to microchambers that contain bacteria
as food, and use fast image acquisition and image analysis to follow the dynamics of
cells inside individual larvae, as they move within each microchamber. This allows us
to perform fluorescence microscopy of 10-20 animals in parallel with 20 minute time
resolution. We demonstrate the power of our approach by analyzing the dynamics of
cell division and gene expression over the full 48 hours of development from larva to
adult. Our approach now makes it possible to study the behavior of individual cells
inside the body of a feeding and growing animal.

This Chapter is adapted from N. Gritti, S. Kienle, O. Filina, J.S. van Zon. (2016) Long-term time-

lapse microscopy of C. elegans post-embryonic development, Nature Communications 7.1: 1-9.

[48]
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2.1. INTRODUCTION

Recent advances in microscopy have made it possible to follow the dynamics of many,
if not all cells in the development of entire zebrafish and fruit fly embryos [49]. How-
ever, in these model organisms time-lapse microscopy is typically restricted to early
stages of embryonic development. Due to their small and transparent anatomy, ne-
matode such as Caenorhabditis elegans are currently the only animals where the en-
tire development from embryo to adult can in principle be studied with single-cell
resolution [30, 50–52]. This also makes C. elegans uniquely suited to study the in-
terplay between development and environmental cues such as diet, food availability
and pheromones [53–55].
However, long-term time-lapse microscopy is currently rarely used to study C. elegans
post-embryonic development. This is because C. elegans larvae are highly motile and
thus difficult to image at high magnification. Immobilizing larvae either mechan-
ically or by paralysis-inducing drugs allows time-lapse microscopy only for limited
time periods, as it prevents the animal from feeding, resulting in developmental ar-
rest within hours [56, 57]. Microfluidics has been used to immobilize nematodes for
microscopy by mechanical clamping [58, 59], flow [60, 61] or changes in the physico-
chemical environment [62–64], but most of these devices are geared towards immo-
bilizing adult nematodes and are not designed to support sustained development.
Experiments that did support normal larval growth so far lacked the resolution to
study development at the single-cell level [43, 65, 66].
To perform time-lapse microscopy of C. elegans post-embryonic development we in-
stead use a different approach (Fig. 2.1): first, we constrain larval movement to the
field of view of the microscope, using microfabricated hydrogel chambers containing
bacteria as food. Next, we use fast image acquisition to capture sharp images of lar-
vae as they move inside each microchamber, precluding the need for immobilization
altogether. Finally, we use image analysis to track the dynamics of cells inside the
animal’s body. Microchambers have two main advantages over active microfluidics:
first, they are simple to use, requiring no moving parts or flow. Second, in contrast
to microfluidics, microchambers do not require using liquid culture. Instead, ani-
mals move and feed under conditions similar to standard C. elegans culture on agar
plates and the established microscopy protocols for studying nematode development
[30]. Hydrogel microchambers have been used to constrain nematode movement for
studying behavior [67] but so far not development.
Here we show that, using arrays of microchambers, we can perform fluorescence mi-
croscopy of developmental dynamics in 10-20 animals simultaneously, with 20 min
time resolution for the full 48 h of post-embryonic development. To demonstrate the
power of our approach we measured, in single animals, the dynamics of i) seam cell
divisions and ii) molting cycle gene expression oscillations, processes that because
of their ∼ 30−40 h duration were so far inaccessible for immobilization-based time-
lapse microscopy. The control of cell division and gene expression is the hallmark of
development and our analysis shows that the dynamical information captured by our
approach can provide new insight into the mechanisms that control these processes.
In general, we expect that the ability to follow individual cells in freely moving and
growing animals will provide an unprecedented view on development.
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2.2. RESULTS

To constrain C. elegans larvae to the field of view of the microscope, we microfab-
ricated 250× 250× 20 µm chambers in a 10% polyacrylamide hydrogel (Fig. 2.1A).
We created 10×10 microchamber arrays from a master mold created with standard
soft-lithography techniques (see Methods). To fabricate chambers we used polyacry-
lamide rather than agarose hydrogels, as used previously [67], because in our hands
thin polyacrylamide layers were less brittle and easier to handle [68]. We filled cham-
bers with a single C. elegans egg and E. coli OP50 bacteria as food (see Methods). Sub-
sequently, we clamped the polyacrylamide microchamber array between a standard
microscope slide and a glass coverslip to prevent the sample from drying during the
experiment.
Upon hatching, larvae moved and fed inside the microchambers (Fig. 2.1C). Lar-
val movement can be fast (peaking at 50 µm·s−1 for reversals). To minimize larval
movement during image acquisition, we optimized our microscopy setup for short
acquisition times (Fig. 2.1B). First, we used LED trans-illumination and laser epi-
illumination to reduce exposure times to 1-10 ms. Second, we used a fast piezo Z-
stage to scan the microchamber in the axial direction. Together, this enables us to
acquire Z-stacks of 20-30 Z-slices with two imaging channels in <500 ms. By combin-
ing a sCMOS camera with large camera chip (2048×2048 pixel, 6.5×6.5 µm per pixel)
with a high numerical aperture 40X objective we could image the entire microcham-
ber (∼ 250 µm) while still resolving subcellular features (∼0.3 µm for 1.3 N.A.). By
moving between individual chambers in the microchamber array using an X-Y mo-
torized stage, we routinely imaged 10-20 larvae in a single imaging session. In addi-
tion, we integrated a temperature control system to enable experiments at different
temperatures (see Methods and Chapters 3, 4).

We observed that after hatching individual larvae developed into adult animals
over the course of ∼ 40 h, without leaving the chamber (Fig. 2.1D). To confirm that the
observed growth corresponded to normal development, we measured two markers of
developmental progression. C. elegans development is divided into four larval stages,
labeled L1-L4. Animals molt at the end of each larval stage, an event called ecdysis.
We first measured, for each animal, the time of all ecdyses, marked by the appear-
ance of an old cuticle inside the chamber (Fig. 2.1E). The observed average duration
of each larval stage (average and standard deviation are 11.1±0.2 h, 7.3±0.2 h, 7.1±0.3
h and 10.2±0.4 h for L1-L4) agreed with established values under standard culturing
conditions [69]. Second, we measured body length extension as a function of time
(Fig. 2.1E). We found that body length varied between individual time points, likely
reflecting the deformability of the animal’s body. However, on average we observed
that body length increased with a fixed, larval stage-dependent rate, with pauses in
growth observed prior to molts, as observed before [43, 69]. Body length extension
in microchambers agreed well with growth as observed on standard agar plates and
occurred with limited compression of the animal in the vertical direction, (Fig. S2.1).
Moreover, the body length at the start of each larval stage agreed well with previous
measurements [69]. Together, this showed that C. elegans larvae developed normally
inside our microchambers.
We found significant animal-to-animal variability, both in timing of ecdysis and body
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Figure 2.1: Imaging development of nematodes in polyacrylamide microchambers. (A)
Schematic cross-section of a single microchamber. The hydrogel layer is clamped between
a cover slip (blue, bottom) and a cover glass (blue, top). (B) Imaging setup. To image animals
moving within microchambers, we used LED and laser illumination to achieve short (1-10 ms)
exposure times and a fast piezo Z-stage to move rapidly between imaging planes. To image
multiple animals in parallel, an X-Y motorized stage cycled between individual microcham-
bers in a microchamber array (green). (C) Image analysis. For each image, the body axis and
positions of fluorescently labeled cells (red) are manually annotated. Cell positions are then
converted to body axis coordinates to allow systematic comparison between time points. Fi-
nally, cell divisions, cell movements or changes in gene expression are recorded. (D) Images of
a single growing animal in a 250 x 250 x 20 µm microchamber. Time is indicated in hours after
hatching. Old cuticles, which are shed at the end of each larval stage (L1-L4), are also visible.
Scale bar, 50 µm. (E) Body length (grey lines for individual animals and black line for popu-
lation average) and fraction of animals in ecdysis (blue bars) as a function of time for N = 16
animals. Red markers correspond to the body length of the animal shown in Panel (D). Time of
ecdysis is defined by the appearance of a newly shed cuticle in the microchamber.

length extension (Fig. 2.1E), even in animals imaged simultaneously. Similar variabil-
ity was observed recently in C. elegans larvae developing in liquid culture [43]. How-
ever, to exclude that this variability was due to insufficient food in the microcham-
bers, we also quantified timing of ecdysis and body length extension in animals con-
tained in larger microchambers (290 × 290 × 25 µm) (Fig. S2.1A). We observed no
changes in the dynamics of development nor a decrease in animal-to-animal vari-
ability. This suggested that the observed variability is intrinsic to C. elegans develop-
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ment.

2.2.1. SEAM CELL LINEAGE

Because of its invariant cell lineage, C. elegans is uniquely suited to study the genetic
control of cell lineages [30, 70]. However, obtaining lineages remains laborious as it
relies on manual observation over extended time periods. To test whether our setup
could simplify lineage analysis, we used it to study the seam cell lineage. Seam cells
form a row of cells along the left and right side of C. elegans animals (Fig. 2.2A), that
divide with a complex pattern of asymmetric and symmetric cell divisions over a ∼ 40
h period [30]. Asymmetric divisions result in a new undifferentiated seam cell and
a differentiated hypodermal (H1,H2,V1-V6,T) or neuronal/glial cell (H2,V5,T). In the
L2 stage, this is preceded by a symmetric division that doubles the seam cell num-
ber (H1,V1-V4,V6). At the L4 molt, the remaining seam cells terminally differenti-
ate. Because of the long duration, full seam cell lineages have never been imaged
in a single animal. As a consequence, it remains poorly understood how the tim-
ing of seam cell divisions is controlled. To visualize the seam cells, we used a strain,
wIs51[SCMp::GFP], that carries a nuclear seam cell marker [71]. This marker is suf-
ficiently bright that we could visualize seam cells on both sides of the body over all
four larval stages (Fig. 2.2C). We detected cell divisions by the first appearance of
two daughter nuclei at the position previously occupied by the mother cell. We could
unambiguously assign the fate of each daughter cell, as only the seam cell daughter
retained nuclear fluorescence. In this way, we could reconstruct the full lineage for
all seam cells (Fig. 2.2B).

Our analysis extends the standard lineaging approach [30] by providing the exact
time of each division relative to the time of hatching, allowing us to study variation
in timing both between seam cell lineages and, within each lineage, between ani-
mals. We compared the average cell division timing between the different lineages
(Fig. 2.2D). We measured, at each larval stage, the division time of each individual
seam cell with respect to the average division time of all seam cells in the same an-
imal. We found that seam cell divisions followed a particular sequence, with seam
cells at the center of the body (V2-V4) on average dividing before those closer to the
head and tail (H1,H2,V6,T). This difference in timing is most pronounced in the ear-
lier larval stages. The main deviation from this sequence was V5, which typically di-
vided first in the L1 and L2 larval stage. However, we observed significant variability
around the mean division times (Fig. 2.2D), leading to deviations from the average
sequence. For instance, in 3/16 animals other seam cells divided before V5 at the L1
stage (Fig. S2.2). We also observed significant animal-to-animal variability in division
time within seam cell lineages (Fig. 2.2E), with typical standard deviations of ∼ 0.3 h.
Such quantitative measurements of average timing and variability can contribute to-
wards understanding the cues that trigger seam cell divisions.

2.2.2. OSCILLATORY GENE EXPRESSION

So far, we used fluorescence only to determine cell position. We next tested whether
we could also quantify fluorescence intensity as a measure of gene expression dy-
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Figure 2.2: Seam cell lineage. (A) Position of seam cells (in red) along the body axis. (B) Exam-
ple of seam cell lineages measured in a single animal. Black lines represent seam cells and grey
lines differentiated cells. Dashed lines indicate time of ecdysis, separating the different larval
stages, L1-L4. Divisions are indicated at the exact time of occurrence, with 20 min resolution.
(C) Image sequence of the V1 lineage in a single animal carrying a wIs51[SCMp::GFP] nuclear
seam cell marker. Seam cell nuclei are indicated by red arrows. Other nuclei belong to hy-
podermal cells. Images were computationally straightened and aligned to the posterior-most
seam cell. Scale bar, 10 µm. (D) Analysis of cell division timing. For each seam cell division
i, we plot the relative division time Ti −T i (black markers), where Ti is the cell division time
and T i is the division time averaged over all nine lineages, H1-T, on both sides of the animal.
Also shown is the relative division time averaged over all animals (red markers). (E) Animal-to-
animal variability in cell division time in the first three divisions of the V3 lineage.
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namics, focusing on the oscillatory expression of molting cycle genes. Dynamic regu-
lation of gene expression is essential for development. A striking example is provided
by the molting cycle genes in C. elegans, whose expression peaks once every larval
stage [72]. Moreover, recent RNA-sequencing experiments found that many genes
exhibited oscillatory expression in phase with the molting cycle [33, 57]. However, so
far such gene expression oscillations were characterized at the population level, but
not in single animals or single cells. Hence, it is not known with what precision the
period of the oscillations is controlled and how strongly they are synchronized within
the body.

First, we characterized the expression dynamics of the molting cycle gene mlt-
10, which is essential for molting and expressed in the hypodermis only during the
molt. We studied a transcriptional reporter strain, mgIs49[mlt-10p::GFP-PEST], used
previously to characterize mlt-10 expression dynamics at the population level [72].
We could follow expression dynamics in the mlt-10 reporter for all four larval stages,
with a clear pulse in fluorescence intensity observed close to each ecdysis. To study
the spatiotemporal mlt-10 expression dynamics, we quantified both the average fluo-
rescence intensity along the A-P axis (Fig. 2.3A,B) and the total fluorescence intensity
(Fig. 2.3C) as a function of time. We found that the oscillatory dynamics was uniform,
i.e. with a phase independent of A-P position (Fig. 2.3A,B). We observed significant
animal-to-animal variability in the exact timing of the mlt-10 expression peak (Fig.
2.3D, 28±1 h for the L3 peak). However, mlt-10 expression dynamics was tightly cor-
related with the subsequent ecdysis (Fig. 2.3E, peaking 1.1±0.1 h before L3 ecdysis).

The mlt-10 reporter was expressed in many cells. To test whether we could follow
expression dynamics with single cell resolution, we also measured wrt-2 expression
dynamics. The gene wrt-2 is expressed exclusively in seam cells [73] and was recently
found to exhibit oscillatory gene expression at the population level in the L3-L4 stage
[33]. We followed wrt-2 expression in heIs63[wrt-2p::H2B::GFP, wrt-2p::PH::GFP] an-
imals, where GFP is targeted both to the seam cell nucleus and membrane [74]. We
found that the fluorescence signal was bright enough to visualize expression in seam
cells on the side of the animal closest to the objective, but not on the opposite side,
likely due to light scattering in the intervening tissue (Fig. S2.4). As animals some-
times flip from one side to the other around the molt [75], we could not follow sin-
gle seam cells over the entire course of development. However, focusing only on the
seam cells closest to the objective, we could clearly observe oscillations in wrt-2 ex-
pression in single seam cells over all four larval stages (Fig. 2.3F). To quantify wrt-2
expression, we measured the total nuclear fluorescence intensity in the seam cells
V1-V5 as a function of time (Fig. 2.3G). We found that both the period and phase of
wrt-2 oscillations agreed with previous measurements of wrt-2 mRNA dynamics [33].
Moreover, wrt-2 oscillations were strongly correlated even between seam cells such
as V1 and V5, that reside in different parts of the body (Fig. 2.3H). Similar to mlt-10
expression oscillations, we observed that, while there existed significant animal-to-
animal variability in the exact time of the wrt-2 expression peaks (Fig. 2.3D, I, 26±1
h for the L3 peak), the expression peaks were nevertheless precisely timed with re-
spect to the ecdysis (Fig. 2.3E, peaking 1.5±0.4h before L3 ecdysis). In general, for
both mlt-10 and wrt-2 we find that, despite clear animal-to-animal variability, the
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Figure 2.3: Oscillatory gene expression. (A) Kymograph of mlt-10 expression along the A-P
axis as a function of time in a single mgIs49[mlt-10p::GFP-PEST] animal. Dotted lines represent
the position of head and tail and horizontal dashed lines represent ecdysis. Colored lines in-
dicate the regions evaluated in Panel (B). Scale bar, 100 µm. (B) mlt-10 expression oscillations
at different A-P positions for the animal in Panel (A). (C) mlt-10 expression integrated over the
entire animal as a function of time for N = 15 animals. The mlt-10 expression dynamics (black
line) and time of ecdysis (dashed lines) are indicated for the animal in Panel (A). (D, E) Time
distribution of the L3 peak in mlt-10 (N = 15) and wrt-2 (N = 23) expression relative to (D) time
of hatching and (E) time of L3 ecdysis. (F) wrt-2 expression oscillations in the posterior-most
V2 seam cell in a heIs63[wrt-2p::H2B::GFP, wrt-2p::PH::GFP] animal. Time is hours after hatch-
ing. The label indicates whether the cell is the left (L) or right (R) V2 cell. Scale bar, 5 µm. (G)
Single-animal wrt-2 expression oscillations. White markers correspond to the images in Panel
(F). The black line represents a sliding average with 2 h window size over V1-V5. (H) Correlation
in wrt-2 expression between the V1 and V2 (red) and V5 (grey) cells. Markers and correlation
coefficient R are for N = 23 animals over all larval stages. (I) wrt-2 expression oscillations in the
V2 seam cell lineage in different animals. Lines correspond to sliding average with 2 h window
size.
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timing of expression peaks was tightly coupled to ecdysis and was strongly correlated
between cells at different positions. This suggests that molting cycle gene expression
and ecdysis are under strong global control.

2.3. DISCUSSION

Here, we describe a technique to perform time-lapse microscopy in moving C. ele-
gans larvae, with single-cell resolution and for the full duration of post-embryonic
development. We achieved this by using hydrogel microchambers that confine ani-
mal movement to the field of view of the microscope while containing sufficient food
for development. Due to our use of high N.A. objectives, our approach is comparable
in spatial resolution to existing immobilization-based time-lapse microscopy tech-
niques, although the requirement for short exposure times to image moving animals
makes it more challenging to combine with confocal microscopy to increase the ax-
ial resolution. We can envision several ways in which to expand on the design of our
setup. For example, it could be combined naturally with RNA interference, by fill-
ing microchambers with bacteria that express the desired dsRNA [76]. Additionally, a
separate microfluidic layer on top of the hydrogel chambers could be used to change
the local chemical environment [68] in <10 min to deliver environmental cues, e.g.
dauer pheromone, at precisely timed developmental stages.

We used our technique to study processes that, because of their long duration (30-
40 h), had been inaccessible for time-lapse imaging: seam cell divisions and molting
cycle gene expression oscillations. We were able to perform detailed analysis of the
timing, kinetics and variability in these processes, an approach that can be extended
to many other developmental processes in C. elegans. We typically imaged 10-20 an-
imals per imaging session, even though, in principle, the combination of short (<1
s/animal) acquisition time and 20 min interval between acquisitions allows for hun-
dreds of animals to be imaged simultaneously. This is because the bottleneck was
formed by the manual annotation of the animal’s body axis and cells. For the studies
presented in Chapters 3 and 4, we developed automated image analysis tools to ease
this process. We believe that our setup could make long-term time-lapse microscopy
a routine technique to study C. elegans post-embryonic development, with the po-
tential to significantly increase our understanding of lineage control, morphogenesis
and regulation of gene expression.

We thank Allison Frand for providing us with C. elegans strains.
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2.4. METHODS

2.4.1. C. ELEGANS CULTURE AND STRAINS

All C. elegans strains were cultured at 20 ◦C on NGM agar plates with OP50 bacteria.
Wild-type nematodes were strain N2. The following mutations and integrated trans-
genic arrays were used: LGIV: mgIs49 [mlt-10p::GFP-PEST] [72], LGV: wIs51 [SCMp::GFP]
[71], heIs63 [wrt-2p::GFP::PH; wrt-2p::GFP::H2B] [74].

2.4.2. MICROCHAMBER FABRICATION

Microfabricated arrays of chambers were made from a master mold as described in
Ref. [68]. Master molds were created using standard soft-lithography techniques.
Briefly, SU-8 2025 epoxy resin (MicroChem) was first spin-coated on a silicon wafer
to form a 20 µm layer. The SU-8 layer was exposed with UV-light through a foil
mask (SELBA S.A.) containing the micropattern (Fig. S2.5). Microchamber dimen-
sions are 250×250×20 µm for all experiments, unless specified otherwise. To create
polyacrylamide microchamber arrays from the master mold, a 10% dilution of 29:1
acrylamide/ bis-acrylamide was mixed with 0.1% ammonium persulfate (Sigma) and
0.01% TEMED (Sigma) as polymerization initiators. The resulting aqueous solution
was then poured in a cavity placed on top of the micropatterned silicon wafer. The
cavity was closed with a silanized coverslip and sealed by mechanical clamping, al-
lowing the solution to polymerize for 2 h. To remove the toxic unpolymerized acry-
lamide monomers, the resulting polyacrylamide microchamber arrays were washed
at least three times for at least 3h each in distilled water. Fewer or shorter washing
steps often resulted in developmental arrest. Microchamber arrays could be stored
in distilled water for ∼ 15 days. Single microchamber arrays were placed in M9 buffer
for 4 h directly prior to timelapse imaging.

2.4.3. SAMPLE PREPARATION

To prepare the sample, a glass spacer with the same height as the polyacrylamide
membrane was attached to a 76× 26× 1 mm microscope slide using high vacuum
grease (Dow Corning). A single microchamber array was positioned with tweezers on
the microscope slide, with the openings of the microchambers facing up. Excess liq-
uid was removed with a tissue. With a pipet, drops of M9 buffer (∼ 40 µl in total) were
placed on the side and on the surface of the microchamber array, while preventing
the liquid from filling the chambers. To load C. elegans embryos into the microcham-
bers we followed the approach in Ref. [67]. Under a dissection microscope, a drop of
bacterial suspension containing a single late-stage embryo was transferred from a
NGM agar plate seeded with OP50 bacteria into a microchamber, using an eyelash
attached to a Pasteur pipet. To facilitate the release of the bacteria and embryo into
the chamber, the eyelash was dipped briefly into the M9 drop prior to touching the
microchamber. Once the egg was transferred, more bacterial suspension was added
to the microchamber using the eyelash, until completely filled. For each experiment,
around 10-20 chambers were loaded. Subsequently, tissue paper was used to remove
all excess M9 buffer. Finally, a 25×75 # 1 coverslip was lowered on the chambers to
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seal the sample, slow enough to avoid forming large air bubbles. The sample was
placed on a custom fabricated holder and clamped to seal the chambers and avoid
liquid evaporation during the duration of the experiment (Fig. S2.5).

2.4.4. MICROSCOPY IMAGING

We performed timelapse imaging on a Nikon Ti-E inverted microscope. Using a large
chip camera (Hamamatsu sCMOS Orca v2), it was possible to fit single microcham-
bers in the field of view of the camera while using a 40X magnification objective
(Nikon CFI Plan Fluor 40X, NA=1.3, Oil immersion). Transmission imaging was per-
formed using a red LED (CoolLED pE-100 615 nm) while fluorescence images were
acquired using a 488nm laser (Coherent OBIS LS 488-100). The laser beam was ex-
panded from 0.7 mm to 36 mm through a telescope composed of two achromatic
lenses of 10 and 500 mm focal lengths (Thorlabs AC080-010-A-ML and AC508-500-A).
The expanded beam was then aligned through additional dielectric mirrors (Thorlab
BB2-E02) to enter the back aperture of the microscope. A tube lens (300 mm focal
length, Thorlabs AC508-300-A) was used to focus the beam in the back focal plane of
the objective. For fluorescence microscopy, we used a dual band filter set (Chroma,
59904-ET). An XY motorized stage (Micro Drive, Mad City Labs) was used to move
between chambers, while a Z piezo stage (Nano Drive 85, Mad City Labs) was used to
move the sample in the Z direction. To optimize acquisition speed, we synchronized
the camera, laser illumination and stage movement as follows: to operate the rolling-
shutter camera in global exposure mode, the laser beam was switched on (rise time
<3 µs) once all the lines on the camera chip were active and switched off once the
camera started reading out the chip. In order to rapidly acquire Z-stacks, we synchro-
nized the piezo Z stage and the camera, so that the stage moved to the new Z position
during the 10 ms that the camera read out the chip to its internal memory. The mi-
croscope and all its component were controlled with custom software implemented
using a National Instruments card (PCIe-6323) installed on a computer with a solid
state drive (Kingston V300-120GB), an Intel Core i7 processor (3.50 GHz) and 16 GB of
RAM. By using sufficiently high laser power (80-100 mW) we could use exposure times
that were short enough (1-10 ms) that animal movement during acquisition was neg-
ligible. Acquiring a single imaging volume, typically consisting of 20 Z-slices in two
channels, took <0.4 s. Some animal movement along the A-P axis was observed be-
tween Z-slices, particularly in L3-L4 larvae directly after the molt. Each chamber was
imaged every 20 min for ∼ 48 h. We found that shorter time intervals sometimes led
to larvae arresting in the L1 larval stage. During imaging intervals, we used the Perfect
Focus system of the microscope to prevent sample drift. Images were acquired in a
temperature-controlled room at 22 ◦C.

2.4.5. TEMPERATURE CONTROL

In order to enable experiments at different temperatures (see Chapters 3, 4), an addi-
tional temperature control system was implemented. A thermoelectric chiller (Ther-
motek T257P) was used to cool or heat up the custom made objective jacket by cir-
culating an antifreeze fluid (a mixture of water and glycerin) between the chiller and
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the objective jacket. In order to calibrate the system (Fig. S2.4C), a thermocouple
temperature sensor measuring 0.025 mm in diameter (RS Pro) was placed inside the
sample in contact with the polyacrylamide hydrogel and connected to a digital ther-
mometer (RS Pro). The temperature was then varied on the thermoelectric chiller
while the resulting temperature inside the sample was being monitored.

2.4.6. IMAGE ANALYSIS

Custom Python software was used to analyze the acquired images. For all experi-
ments, we used the transmitted light images to record the time of hatching and ecdy-
sis as well as the body length. We obtained the body axis by manually selecting 10-20
points on the animal’s center line and subsequently fitting a spline curve x(s) to these
points, with s the arc length of the spline curve along the A-P axis (Fig. S2.5A). The
body length was then given by the length of x(s). This coordinate transformation was
also used to create the computationally straightened images of animals in Figs. 2.1,
2.2, 2.3. At each point along the A-P axis, the D-V axis was defined by orthogonal
segments 50 µm long (Fig. S2.5B). The r = (x ′, y ′) coordinates of each point P ′ in the
original image are then converted into the (s′, t ′) coordinates in the A-P and D-V ref-
erence system. The A–P position was given by the arc length s that minimized the
distance between r and x(s). Next, the magnitude of the D–V position t was given by
this minimal distance and the sign of t was defined so that t < 0 for the ventral side
(Fig. S2.5).

2.4.7. SEAM CELLS

The seam cells were identified by their position along the A-P axis. Initiation of cell
division could be observed by the loss of nuclear fluorescence due to nuclear enve-
lope breakdown. The division time was given by the first appearance of two smaller
daughter nuclei at the old position of the mother cell.

2.4.8. MOLTING CYCLE GENES

For mlt-10 expression, mean fluorescence intensity as function of A-P position s was
obtained by averaging the fluorescence over a D-V window of | t |< 60 µm. The ex-
pression dynamics at different A-P position was determined by integrating fluores-
cence intensity over a region of 5% of body length, centered at positions at 25%, 50%
and 75% of body length. To measure wrt-2 expression in single seam cells, we man-
ually labelled the nuclei of the V1-V5 seam cells on the side closest to the objective.
As the size and shape of the nuclei changed over time, we used an image segmenta-
tion algorithm (Otsu’s method) on a 5×5 µm region around each nucleus to obtain a
mask of the nucleus. We then computed the mean fluorescence intensity of the pixels
within this mask. To detect the time of peaks in mlt-10 and wrt-2 gene expression, we
applied a Gaussian filter with width of 1 h to each fluorescence intensity time series
and obtained for each larval stage the time at which the averaged timeseries exhibited
its maximum.
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Figure S2.1: Dependence of growth and developmental timing on microchamber dimen-
sions. (A) Body length (thin lines for individual animals and thick lines for population av-
erages) and fraction of animals in ecdysis (bars) as a function of time for animals grown in
250× 250× 20 µm (blue) and 290× 290× 25 µm (red) microchambers. White markers repre-
sent body length of single animals grown on standard agar plates. Time of ecdysis is defined
by the appearance of a newly shed cuticle. For animals on agar plates, we singled embryos
onto 3.5 cm NGM agar plates spotted with E. coli OP50 and detected hatching time by visual
inspection. Every 12 hours, we manually imaged animals with 40X or 10X objectives and mea-
sured body length. We observed only limited difference in dynamics between growth in the
two different microchambers and on agar plates, for all larval stages. The slowdown of growth
upon reaching adulthood observed in microchambers, as compared to agar plates, visually co-
incides with the depletion of food. Finally, the variability in developmental dynamics is not
reduced in the larger microchambers, as compared to the standard microchambers. (B) Mea-
sure of the animal diameter in the vertical/Z direction(blue) and horizontal/XY direction (red).
To quantify deformation of animals in 250×250×20 µm microchambers, we used the strain
wIs51[SCM::GFP] (see Seam cell lineage section in the main text) and measured the distance
between left-right pairs of the V3 seam cell as a measure of the dimension of the body in the Z
direction. We quantified XY dimensions by measuring the dorsal-ventral distance in the cen-
ter of the body in the transmitted light images. We find that for animals older than 20 hours,
the average XY dimension (32.5 µm) is only 20% larger than the Z dimension (25.8 µm). This
shows that the hydrogel deforms to accommodate the larger (> 20 µm) body width of older
larvae, with only modest compression of the body in the vertical direction.
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Figure S2.2: Variability in the sequence of seam cell divisions. (A), (B), (C) Examples of ani-
mals with a typical (A) and atypical sequence (B, C) of seam cell divisions in the L1 larval stage.
In Panel (A), V5 divides first. In Panel (B), V3 and V4 divide simultaneously 20 minutes before
V5. In Panel (C), T divides first. (D) Colormap showing the sequence of seam cell divisions in
the L1 larval stage, for two sides (left/right) in N = 8 animals. Cells are color coded according
to division sequence. The last column represents the mean division sequence. The columns
labeled with (A), (B) or (C) correspond to the lineages shown in the corresponding panels.
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Figure S2.4: Design of microchambers and sample preparation. (A) Design of mask for the
microchamber array. For both microchamber dimensions used here (250 µm and 290 µm), the
distance between the centers of adjacent microchambers was 800 µm. Microchambers have
rounded corners, as sharp corners often trapped the head of the animal, for reasons unknown
to us, thereby preventing the animal from feeding. (B) Overview of sample holder and sample
preparation. The microchambers array (in the center of the image) is sealed in between a cov-
erslip (blue, bottom) and a standard glass slide (blue, top), using a glass spacer with the dimen-
sions of a normal glass slide (blue, middle). Using screws, the sample is then clamped between
two metallic holders. To facilitate rapid movement of the piezo Z-stage, the metal parts are
made of aluminum and contain holes to reduce their weight. The sample in its holder is then
placed on the Z-stage (bottom). (C) Temperature control calibration for the 60X (red triangles)
and 40X (black circles) objectives. A thermocouple temperature sensor measuring 0.025 mm
in diameter (RS Pro) was placed inside the sample in contact with the polyacrylamide hydro-
gel and connected to a digital thermometer (RS Pro). The temperature was then varied on the
thermoelectric chiller while the resulting temperature inside the sample was being monitored.
Deviations between the set and sample temperatures likely arise from heat losses through the
objective and the circulation tubes. The different calibration trend between both objectives
can be due to the different surface-area of contact between the objective and the objective
jacket (smaller for the 40X objective, which makes heat transfer less efficient).
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Figure S2.5: Straightening algorithm. (A) Average projection of a single transmission stack of
a mgIs49[mlt-10p::GFP-PEST] animal. Red dots indicate manually selected points, yellow line
indicates the spline curve fitted to the red dots. B Detailed view of the image enclosed by white
dashed square in Panel A. Orange region indicates the part of the image containing the ani-
mal. Yellow arrows in the orthogonal direction to the spline curve indicate the dorsal-ventral
(D-V) direction of the animal’s body at different anteroposterior (A-P) positions. C Schematic
overview of the interpolation algorithm. Pi indicates pixels in the (x, y) coordinate system. P ′
indicates the pixel in the (s, t ) coordinate system. As P ′ does not coincide exactly with any
of the pixels Pi , the value of P ′ was determined by 2D interpolation of the neighbouring pix-
els Pi . D Single computationally treated image corresponding to the animal shown in Panel
A. Top image: transmission illumination, bottom image: fluorescence intensity. Figure from
Nicola Gritti.



3
TEMPORAL SCALING IN C. elegans

LARVAL DEVELOPMENT

It is essential that correct temporal order of cellular events is maintained during animal
development. During post-embryonic development, the rate of development depends
on external conditions, such as food availability, diet and temperature. How timing of
cellular events is impacted when the rate of development is changed at the organism-
level is not known. We used a novel time-lapse microscopy approach to simultaneously
measure timing of oscillatory gene expression, hypodermal stem cell divisions and cuti-
cle shedding in individual animals, during C. elegans larval development from hatch-
ing to adulthood. This revealed strong variability in timing between isogenic individ-
uals under the same conditions. However, this variability obeyed ‘temporal scaling’,
meaning that events occurred at the same time when measured relative to the duration
of development in each individual. We also observed pervasive changes in population-
averaged timing when temperature, diet or genotype were varied, but with larval devel-
opment divided in ‘epochs’ that differed in how the timing of events was impacted. Yet,
these variations in timing were still explained by temporal scaling when timing was
rescaled by the duration of the respective epochs in each individual. Surprisingly, tim-
ing obeyed temporal scaling even in mutants lacking lin-42/Period, presumed a core
regulator of timing of larval development, that exhibited strongly delayed, heteroge-
neous timing and growth arrest. Timing of larval development is likely controlled by
timers based on protein degradation or protein oscillations, but such mechanisms do
not inherently generate temporal scaling. Hence, our observations will put strong con-
straints on models to explain timing of larval development.
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3.1. INTRODUCTION

Numerous cellular events that occur during animal development, such as cell divi-
sion, cell movement and gene expression, must be tightly coordinated in time to al-
low formation of a functional organism with a correctly established body plan. How-
ever, despite our increasing understanding of the regulation of developmental timing
[3, 36, 37], how cells in developing organisms measure time and execute events in
the correct temporal order remains poorly understood. Moreover, the rate of post-
embryonic development in animals is significantly affected by external conditions,
such as food availability, diet and temperature. For example, severe dietary restric-
tion extends the duration of larval development in the nematode worm C. elegans as
much as ten-fold, without resulting in apparent defects in development [43]. How the
timing of individual developmental events is adjusted in response to such changes in
the organism-level rate of development is not known.

This question about developmental timing has a parallel in the context of spa-
tial patterning during development. It has been shown that spatial gene expression
patterns often scale with organ or embryo size, i.e. with the spatial pattern adjusted
in each individual organ or embryo so that the spatial features occurred at the same
position relative to its overall size [77–80]. For example, in Drosophila embryos gap
genes are expressed in bands along the anteroposterior body axis [81, 82]. These
bands have highly stereotypical positions relative to the embryo’s size, even though
this size shows significant variability between individuals [78]. Moreover, embryos of
closely related species that vary greatly in size exhibit the same number of bands with
similar position relative to the size of the embryo [78]. Here, we examine whether,
analogous to scaling of spatial patterns in development, the timing of development
exhibits temporal scaling, meaning that, when the organism-level rate of develop-
ment is changed, the timing of individual events is adjusted so that they still occur at
the same time when measured relative to the total duration of development. Such a
mechanism would ensure the correct synchrony of developmental events even when
organism-level timing is changed in an unpredictable manner by shifts in external
conditions.

Due to its invariant cell lineage and highly stereotypical development, C. elegans
is an ideal model organism to study developmental timing. Its postembryonic devel-
opment consists of four larval stages (L1-L4) that are separated by a molting event,
where a new cuticle is synthesized and the old cuticle shed [32]. After the final L4
molt, animals reach reproductive maturity, marking their transition into adulthood.
There is a clear periodic aspect to C. elegans development, with molts occurring every
8-10 hours at 25 ◦C. Moreover, larval stages are accompanied by genome-wide oscil-
latory expression of a multitude of genes, with peaks occurring once per larval stage
[33, 35, 57].

Molecular mechanisms that have been proposed for regulation of developmental
timing include oscillators, that encode time in periodic changes in protein level, and
‘hourglass’ mechanisms, that record time in the steady accumulation or degradation
of proteins [83]. Developmental timing has been extensively studied in C. elegans,
leading to the discovery of heterochronic genes [36, 37]. Heterochronic genes such
as lin-14 and lin-28 show expression levels that decrease during larval development,
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suggestive of an hourglass mechanism [84, 85]. Indeed, mutations that perturb the
lin-14 and lin-28 temporal expression patterns lead to timing defects, with events in
one larval stage shifted to an earlier stage or repeated in subsequent stages [86]. At the
same time, such mutations have only limited impact on developmental timing on the
organism level. In contrast, the heterochronic gene lin-42 is expressed in an oscilla-
tory manner during development, peaking once every larval stage. In lin-42 mutants,
developmental timing is severely perturbed, with strong animal-to-animal variabil-
ity in larval stage duration [42]. The body-wide, oscillatory expression dynamics of
lin-42, together with its impact on larval stage duration, makes lin-42 an interest-
ing candidate for a global regulator of developmental timing. Intriguingly, lin-42 is
a homolog of Period, an important component of the circadian clock in Drosophila
and higher organisms [87]. Hence, it has been speculated that lin-42 forms part of
an oscillator-based timer that allows cells and organs to read out developmental time
[32].

How timing of individual events is impacted by changes in the organism-level rate
of development is poorly characterized. Timing of C. elegans larval development is
often measured at the population level, by examining the developmental stage of an-
imals sampled from age-synchronized populations. This approach has limited time
resolution and does not allow measuring timing of multiple events within the same
individual. The latter is a particular problem for mutants such as lin-42, where de-
velopmental synchrony between individual animals is lost. However, the alternative
approach of following individual animals was so far performed manually, limiting
the number of animals that could be examined. We have recently developed a novel
microscopy approach that allows automated imaging of individual C. elegans larvae
during their entire development and at single-cell resolution [48], making it possible
to measure timing of cellular events in many individual larvae. Here, we used this
approach to simultaneously measure the timing of three recurring developmental
events (oscillatory expression of a molting cycle gene, hypodermal stem cell divisions
and cuticle shedding) in individual C. elegans larvae, both under changes in environ-
mental conditions (temperature and diet) and in mutant animals, that increased the
duration of larval development up to ∼ 3-fold.

Our measurements uncovered extensive variability in event timing between in-
dividuals, even in isogenic animals under identical environmental conditions. Strik-
ingly, this variability obeyed temporal scaling, meaning that events occurred at the
same time when rescaled by the total duration of development in each individual.
Moreover, changes in average timing between populations that differ in genotype or
environmental conditions could not be explained by a simple change in the overall
rate of development of the organism. Instead, we found larval development is divided
into distinct epochs, which are sequences of events that, upon variation in conditions
or genotype, exhibit changes in timing that are identical, and differ from changes
in timing observed for events in other epochs. Yet, this variation in timing between
populations also obeys temporal scaling, provided that event times were rescaled by
the duration of individual epochs, rather than total duration of development. Sur-
prisingly, this was even the case for a lin-42 deletion mutant that showed strongly
perturbed and highly variable developmental timing, suggesting that while lin-42 is
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crucial for setting the duration of larval stages, it is dispensable for controlling event
timing relative to each larval stage.

Overall, our results show that the broad variation observed between individu-
als, environmental conditions and genotypes in the timing of cellular events during
C. elegans post-embryonic development can be fully captured by the simple con-
cept of temporal scaling, thereby revealing a precise adaptation of cell-level timing
to changes in the organism-level rate of development. These observations raise the
important question how temporal scaling is implemented by the molecular mecha-
nisms that control timing of larval development.

3.2. RESULTS

To examine how developmental timing is coordinated at the organism-level in devel-
oping C. elegans larvae, we measured the timing of multiple developmental events
that occurred frequently and throughout all of larval development, focusing on seam
cell divisions, oscillatory gene expression and ecdysis. Seam cells are hypodermal
stem cells that divide asymmetrically once every larval stage, yielding one hypoder-
mal cell and one seam cell (Fig. 3.1A, D) [30]. In addition, the seam cells V1-V4 and
V6 undergo an additional symmetric division in the L2 larval stage, doubling their
number. Oscillatory gene expression is a pervasive phenomenon in C. elegans, with
thousands of gene transcripts oscillating during development with a periodicity cor-
responding to that of the molting cycle [33, 35, 57]. Here, we focused on the oscillatory
gene wrt-2, a hedgehog-like protein expressed in seam cells, that peaks in expression
once every larval stage [33, 48] (Fig. 3.1B, D). Finally, ecdysis is the shedding of the old
cuticle at the end of each larval stage (Fig. 3.1C, D). By focusing on these three events,
we captured qualitatively different developmental processes, while their repetitive
nature allowed us to capture many events in a single experiment.

To accurately measure timing of individual events, we used a novel fluorescence
time-lapse microscopy approach to follow the full ∼40 h of post-embryonic devel-
opment of individual C. elegans larvae with single-cell resolution [48]. Briefly, em-
bryos were placed inside hydrogel chambers filled with E. coli as a food source. These
chambers contained sufficient food to sustain development into adulthood, while
constraining animals to the field of view of the microscope at each stage. By capturing
fluorescence and transmitted light images with fast, 1-10 ms, exposure time, we could
image developmental dynamics in individual cells inside moving larvae, without im-
mobilizing animals. To visualize seam cell divisions, we used the strain heIs63[wrt-
2p::H2B::GFP, wrt-2p::PH::GFP], where green fluorescent protein (GFP) was targeted
specifically to the nucleus and membrane of seam cells [74]. Since divisions of indi-
vidual seam cells occurred close together in time, we defined the time of each round
of divisions as the average time at which V1-V6 cells have divided or started dividing,
as determined by formation of the metaphase plate. Because the reporter used to de-
tect seam cell divisions (heIs63) produces GFP under control of the wrt-2 promoter, it
enabled simultaneous measurement of oscillatory wrt-2 expression. Fluorescent im-
ages were analyzed automatically using custom-written software to extract the mean
fluorescent GFP intensity in seam cell nuclei at every time frame. Finally, the time of
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expression peaks was extracted from the resulting oscillatory wrt-2 expression pro-
files, by fitting their dynamics with a combination of Gaussian functions and a linear
offset (Fig. 3.1B, Eq. 3.1 in Methods). Finally, the time of the ecdysis was defined as
the time when the shed cuticle was first visible in the transmitted light image (Fig.
3.1C). For full details on data acquisition and analysis, see Methods.

3.2.1. SCALING OF DEVELOPMENTAL TIMING IN INDIVIDUAL ANIMALS

We first quantified timing of seam cell division, wrt-2 expression peaks and ecdysis
under standard conditions: wild-type animals fed E. coli OP50 at 23 ◦C (Fig. 3.1E,
F). Individual animals showed strong variability in the total duration of development
(∼40 h), defined as the time between hatching and L4 ecdysis, with a ∼10 h difference
observed between the first and last animal to enter adulthood. We observed similar
variability in the timing of all measured developmental events (Fig. 3.1F). For some
events, such as the second wrt-2 peak and fourth seam cell division, the magnitude
of the variability was larger than the average difference in timing, raising the ques-
tion how the correct order of events was maintained. Interestingly, this variability in
timing was strongly correlated: when we plotted event times ta and tb measured in
the same animal against each other, for different pairs of events a, b, all data points
clustered along a line (Fig. 3.1G). This strong correlation was even present for pairs
of events that are widely separated in time, e.g. the L1 seam cell division and the L4
wrt-2 peak.

A simple argument could explain this observation. As measure of developmen-
tal progression, we first defined the phase φa = 〈t S

a 〉/〈T S〉, where 〈t S
a 〉 and 〈T S〉 are

the population-averaged time of event and duration of development under standard
conditions (23 ◦C), with φ= 0 and 1 corresponding to the start of larval development
and adulthood. If we now assumed that for any event a the event time ta , mea-
sured in an individual animal, scales with the total duration of development T for
that animal, ta =φa ·T , even as the duration T varies significantly between individu-
als, then the time at which two events a and b occur within same individual is related
by tb = φb

φa
ta , independent of total duration of development T in that individual. As

a result, measurements for individual animals will be clustered along a line of con-
stant tb

ta
, as observed experimentally. Strikingly, this observation holds for all pairs

of events we examined (Fig. S3.1), meaning that if an animal executed its first seam
cell division earlier than the rest of the population, it was highly likely to be similarly
early in executing all subsequent events for the rest of larval development, thereby
ensuring the correct order of events despite the observed variability. We could re-
produce these experimental results with a simple stochastic timing model (Fig. S3.2,
Eq. 3.2, 3.3), if we assumed that the observed variability in timing was dominated by
animal-to-animal variation in the organism-level rate of development, 1/T , that oth-
erwise remained constant throughout development. Overall, our results show that
the measured changes in timing between individuals can be fully explained by sim-
ple rescaling with the total duration of development in each individual.
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Figure 3.1: Scaling of developmental timing in individual animals. (A)-(C) Measuring tim-
ing of seam cell division, oscillatory gene expression and ecdysis. (A) Seam cells divide once
or twice every larval stage giving rise either to hypodermal (grey line) or seam cell (black line)
daughters. The timing of V1-V6 seam cell division was determined using the wrt-2p::GFP::PH;
wrt-2p::GFP::H2B fluorescent reporter (wrt-2p::GFP). Scale bar: 15 µm. (B) Oscillatory wrt-2
expression was visualized in seam cells of wrt-2p::GFP animals (panels 1-4, showing posterior
V3 seam cell). We quantified wrt-2p::GFP fluorescence averaged over the V1-V6 seam cells (cir-
cles) and fitted the data to Eq. 3.1 (grey line) to determine the time of each wrt-2 peak. Red
circles are the time points in the side panels. Scale bar: 15 µm. (C) Time of ecdysis was de-
termined by the appearance of a shed cuticle (arrow) away from the larva (outlined). Scale
bar: 100 µm. (D) Schematic overview of seam cell division, wrt-2 peak and ecdysis events
during larval development. The V5 seam cell lineage differs by lacking the L2-specific sym-
metric division. (E) Example of variability in developmental timing between two wild-type
animals. Markers indicate the timing of seam cell divisions (circles), wrt-2p::GFP fluorescence
peaks (squares) and ecdyses (triangles). Tracks are shifted along the vertical axis for clarity.
(F) Distribution of timing of seam cell divisions (red), wrt-2p::GFP fluorescence peaks (blue)
and ecdyses (grey), measured for standard conditions, wild-type animals fed E. coli OP50 diet
at 23 ◦C (n = 21). (G) Measured times of event pairs a, b for animals in (F). Each marker is an
event pair measured in a single animal. Times of event pairs show temporal scaling, i.e. they lie
clustered along lines of constant tb

ta
, even as individual event times ta and tb show significant

variability between individuals. Dashed lines are fits tb = sa,b · ta to the data for each event
pair.

3.2.2. SCALING OF DEVELOPMENTAL TIMING UPON CHANGES IN TEM-
PERATURE

Changes in environmental conditions typically increase or decrease the population-
averaged duration of development, yet how timing of cell-level events is adjusted to
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such changes in organism-level timing is an open question. To address this, we first
measured event timing in individual animals maintained at different temperatures,
as the duration of larval development increases with decreasing temperatures [69].
As expected, we observed that as temperature was reduced from the standard tem-
perature of 23 ◦C to 19 ◦C and 15 ◦C, the duration of larval development increased
from 39±2 to 57±1 and 105±2 hours, respectively (Fig. S3.3). Likewise, we found
that individual events were delayed more strongly with decreasing temperature (Fig.
3.2A).

To examine the impact of changing temperatures on average event timing, we
examined the time evolution of the developmental phase φ. Our earlier definition
ensured that under standard conditions (23 ◦C)φ increases with constant rate 1/〈T S〉
(Fig. 3.2B). If the total duration of development increases or decreases, e.g. due to
shifting environmental conditions, φ(t ) will change, so that the same developmental
phase φ is reached at a different time t compared to standard conditions. When we
measured the average time of each seam cell division, wrt-2p::GFP peak and ecdysis
for 19 ◦C and 15 ◦C, we found that, while the phase indeed increased at a lower rate
compared to 23 ◦C, its increase was still linear in time (Fig. 3.2B), meaning that all
measured differences in average timing were explained by changes in the organism-
level rate of development, 1/〈T 〉.

When we examined events times in individuals, we found similar variability in
timing for animals at 19 ◦C and 15 ◦C compared to 23 ◦C. Moreover, times of event
pairs still clustered along lines, meaning that temporal scaling with inter-individual
variability in the duration of development occurred also for these conditions (Fig.
3.2C). Strikingly, event pairs clustered along the exact same line independent of tem-
perature. This is a manifestation of population-level temporal scaling, i.e. for all
three temperatures events occurred at the same relative time, when rescaled with the
population-averaged duration of development observed for each temperature, even
as development at 15 ◦C was slowed ∼3-fold compared to 23 ◦C.

We could reproduce these observations with a simple, phenomenological model
(‘Uniform’ model, Fig. 3.3). We assumed that population-averaged changes in tim-
ing resulted from a uniformly lowered rate of development, as observed experimen-
tally (Fig. 3.2B, 3.3A), and included both an animal-to-animal variation in this rate,
that remained constant throughout development, as well as variability in the phase of
each individual event (Eq. 3.3). Stochastic simulations showed that when variability
was dominated by the variation in developmental rate, the times of event pairs were
positioned along a line, reflecting variability in timing between individuals (Fig. 3.3B-
D). Significantly, this line appeared the same as for the corresponding events under
standard conditions. To test this for both model and experiments, we defined the de-
viation of scaling δ as the signed angle between the lines that fit the data for standard
and perturbed conditions (Fig. 3.3C), with δ> 0 meaning that the line for perturbed
conditions has a higher slope than for standard conditions. Here, we used the dif-
ference between angles rather than slopes, as the slope diverges when the first event
a occurs close to hatching, ta ≈ 0. Model calculations showed that for the ‘Uniform’
model the deviation δ= 0 for all event pairs (Eqs. 3.6, 3.9), meaning that they indeed
lie along the line predicted for standard conditions.
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Figure 3.2: Temporal scaling of developmental timing at different temperatures. (A) Exam-
ples of developmental timing in individual animals at standard conditions (23 ◦C, black), 19 ◦C
(magenta) and 15 ◦C (cyan). Markers indicate seam cell divisions (circles), wrt-2p::GFP peaks
(squares) and ecdyses (triangles). (B) Developmental phase as function of time for different
temperatures. Developmental progression is modeled as the evolution of a developmental
phase φ in time. Each developmental event occurs at a specific phase φa = 〈t S

a 〉/〈T S〉, where
〈t S

a 〉 and 〈T S〉 are the population-averaged time of event a and total duration of development
under standard conditions. With this definition, the phase for standard conditions (black line)
increases linearly with rate 1/〈T S〉. Markers indicate the subsequent events as in (A). For 19 ◦C
or 15 ◦C, the phase increases linearly with the average measured event times, albeit at lower
rate compared to 23 ◦C, with its evolution well fitted by the ‘Uniform’ model (magenta and
cyan lines, defined in Fig. 3.3). (C) Measured times for different event pairs: (1) division 1 and
4, (2) division 2 and ecdysis 4, (3) ecdysis 1 and division 4, and (4) division 5 and ecdysis 3.
Lines are a linear fit to data for standard conditions (23 ◦C). For each event pair, data measured
at different temperatures cluster along the same line. This means all events occurred at the
same time relative to the total duration of development, despite strong variation in this dura-
tion both between individuals and conditions. (D),(E) Deviation from scaling for all event pairs
for development at (D) 19 ◦C and (E) 15 ◦C. In addition, stars indicate the probability that data
for standard conditions and 19 ◦C or 15 ◦C observe the same scaling relation, as assessed by a
Kolmogorov-Smirnov (K-S) test, *:N.S., **:P < 0.01, and P < 0.001 otherwise. For animals at 19
◦C, temporal scaling was observed for all event pairs, while some significant deviations were
seen at 15 ◦C. Colored squares correspond to event pairs in (C).
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Next, we tested whether this held for our experimental observations. For each
event pair a and b measured in the same individual, we calculated the angle θ =
arctan ta

tb
(see Methods for details) and the deviation as δ= 〈θP 〉−〈θS〉, the difference

between the average angle for standard (S, 23 ◦C) and perturbed (P , 19 ◦C or 15 ◦C)
conditions, with δ≈ 0 indicating that the data for standard and perturbed conditions
clustered along the same line. In addition, we also used the two-sample Kolmogorov-
Smirnov test to estimate the probability that the θ distributions measured for stan-
dard and perturbed conditions were drawn from the same distribution. This analysis
showed that most event pairs at 15 ◦C and 19 ◦C (Fig. 3.2D,E) lie along the same line
as data for 23 ◦C, i.e. changes in timing between temperatures are fully captured by
temporal scaling with duration of development.

3.2.3. BREAKDOWN OF POPULATION-LEVEL SCALING UPON CHANGES IN

DIET

To test whether temporal scaling is also observed under qualitatively different changes
in environmental conditions, we studied the impact of changes in food uptake and
diet on timing of individual events. Total duration of development can be changed
by providing animals with other food than E. coli OP50 [88–90]. Here, we used two
different approaches. To mimic reduced food uptake, we fed the standard diet, E. coli
OP50, to eat-2(ad1113) mutants that exhibit a 5-fold decrease in pharyngeal pumping
and hence ingest bacteria at lower rate [91]. In addition, we grew wild-type animals
on a diet of E. coli HB101, which was reported to have faster larval development [88].

The total duration of development was slightly different in eat-2 mutants (40±2 h)
and wild-type animals on HB101 (38±1 h), compared to standard conditions of wild-
type animals on OP50 (39±2 h, Fig. 3.4A, Fig. S3.3). However, we observed more com-
plex changes in timing when we examined the average timing of seam cell divisions,
wrt-2 peaks and ecdyses (Fig. 3.4B). For eat-2 mutants, the developmental phase in-
creased linearly with time, with a lower rate compared to standard conditions, consis-
tent with the ‘Uniform’ model. However, for animals fed HB101 the increase of phase
in time could not be fit by a single constant rate. Instead, we found that development
separated into multiple epochs, sequences of events that differed in how their timing
was impacted by changing diet: events in the first epoch (hatching to third seam cell
division) occurred with the same timing as under standard conditions, while timing
in the second epoch (second wrt-2 peak to L3 ecdysis) was best fit with the phase
increasing at the same rate, but with a ∼2 h delay compared to standard conditions.
We constructed a phenomenological model analogous to the ‘Uniform’ model, that
incorporated the pause separating both epochs (‘Pause’ model, Fig. 3.3A). When we
performed stochastic simulations of the ‘Pause’ model (Figs. 3.3B-D, Eqs. 3.3, 3.4),
we found that the times of simulated event pairs still clustered along a line, reflecting
that animal-to-animal variability still obeyed temporal scaling, but one that differed
from the equivalent line for standard conditions, meaning that differences in timing
were not fully explained by rescaling with the population-averaged duration of devel-
opment. Indeed, despite significant variability in timing between individuals, both
for eat-2 mutants and wild-type animals fed HB101, event pairs still clustered along
a line (Fig. 3.4C), indicating that event times scaled with inter-individual variability
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discrete change in the rate of development atφ′′ (red) (Eqs. 4-5 in Methods, parameters chosen
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dφ/d t separates development into two epochs of constant developmental rate, as illustrated
for the ‘Pause’ model. (B)-(D) Simulated event times for the different event pairs indicated in
(A) (Eq. 3.3). Marker color corresponds to the timing models in (A). For all models, times of
event pairs are clustered along a line, i.e. occur at the same time when rescaled by each indi-
vidual’s duration of development. For the ‘Uniform’ model, times of event pairs lie along the
scaling line for standard conditions (dashed line), meaning that they occur at the same time
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angle between these two lines, as indicated in (C). (E)-(F) Predicted deviation from scaling δ
for different events pairs a and b for the ‘Pause’ (E) and ‘Rate change’ (F) model (Eqs. 3.7,
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(A) can be distinguished by measuring the deviation from population-level scaling and provide
a quantitative prediction for the magnitude of the deviation that can be compared directly with
experiments.



3.2. RESULTS

3

33

in developmental duration. Interestingly, while for eat-2 mutants these data points
were positioned along the same line as standard conditions, in animals fed HB101 we
found that for some event pairs most points exhibited small, but systematic devia-
tions from this line (e.g. event pairs 2 and 3 in Fig. 3.4C), as predicted by the ‘Pause’
model.

To directly compare these deviations between model and experiments, we calcu-
lated the deviation from scaling δ for the ‘Pause’ model, with the three parameters
(the rate of development, and phase and duration of the pause) constrained by our
experimental measurements (Fig. 3.4B, see Methods for parameter values). Interest-
ingly, the model predicted that these deviations occurred in a specific pattern (Fig.
3.3E): while timing of event pairs that both occurred before the developmental pause
matched the line for standard conditions, deviations occurred when at least one event
occurred after the pause. Event times clustered along a line with higher slope (δ> 0)
when one event occurred before and the other after the pause, with stronger devia-
tions if both events were close to the pause. In contrast, when both events occurred
after the pause, event times clustered along lines with lower slope (δ< 0), with devi-
ations stronger when events occurred farther apart in development. We then tested
these predictions from the ‘Pause’ model by calculating δ for all measured event pairs.
As predicted, we found a clear difference between eat-2 mutants on OP50 and wild-
type animals on HB101 (Fig. 3.4D,E). Whereas data for eat-2 mutants largely clus-
tered along the lines predicted by data for standard conditions, the data for animals
fed HB101 showed significant deviations. Interestingly, these deviations strongly re-
sembled, both in magnitude and sign, those predicted by the ‘Pause’ model, with a
positive deviation when one event occurs before and the other after the pause, and a
negative deviation when both occur after. This quantitative agreement implied that
all deviations from scaling were due to the discontinuity in developmental rate that
separated the two epochs, and that events occurred at the same time within each
epoch when rescaled by the duration of that epoch in each individual.

Overall, these results show that changes in diet (HB101 instead of OP50) impact
developmental timing in a manner that is more complex than rescaling with the pop-
ulation -averaged duration of development. However, the model suggests a simple
picture that explains the experimental data: the deviations from population-level
temporal scaling resulted from the pause at the mid-L2 larval stage found for ani-
mals fed HB101, with scaling observed within the two epochs separated by this pause.
Moreover, each animal executes this temporal evolution of the developmental phase
at an intrinsic speed that varies between individuals, giving rise to inter-individual
temporal scaling for all event pairs.

3.2.4. PERTURBED DEVELOPMENTAL TIMING AND GROWTH IN lin-42 MU-
TANTS

For wild-type animals on HB101 we observed deviations from temporal scaling even
as diet had only minor impact on total duration of development. To seek stronger per-
turbations of developmental timing and, potentially, temporal scaling, we measured
event timing in mutants of the heterochronic gene lin-42, for the following reasons.
First, lin-42 plays an important role in molting, with mutants showing longer larval
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Figure 3.4: Breakdown of temporal scaling for change in diet. (A) Developmental timing in
individual animals in standard conditions (black: wild-type, E. coli OP50 diet) and two condi-
tions that exhibit slow development: wild-type on E. coli HB101 (green) and eat-2 mutants, that
have reduced food uptake, on E. coli OP50 (orange). Markers indicate seam cell divisions (cir-
cles), wrt-2p::GFP peaks (squares) and ecdyses (triangles). (B) Developmental phase as func-
tion of time. Markers indicate events as in (A). For eat-2 mutants, the phase evolution is well
fitted by the ‘Uniform’ model (orange line), and for wild-type on HB101 by the ‘Pause’ model
(green line) with a ∼ 2 h pause between division 3 and peak 2. (C) Measured times for event
pairs: (1) division 1 and 5, (2) division 2 and 4, (3) peak 2 and ecdysis 2, and (4) ecdysis 3 and
4. Lines are a fit to data for standard conditions. For (2) and (3), animals on HB101 show sys-
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stages, strongly reduced synchrony between individuals in progression through lar-
val stages and frequent developmental arrest, with all these phenotypes increasing in
severity as development proceeds [86, 92, 93]. Second, lin-42 mutants exhibit hete-
rochronic phenotypes in multiple organs [86, 87, 94, 95], indicating a body-wide role
for lin-42. In addition, lin-42 is expressed in many cells throughout the body and
in a striking oscillatory manner, with LIN-42 protein levels peaking once every lar-
val stage [87]. This, together with the homology of lin-42 to the circadian clock gene
period, has led to the speculation that lin-42 acts as a global developmental timer
[32, 86]. Finally, lin-42 regulates the expression of many miRNAs, including those in-
volved in timing through the heterochronic pathway and binds to the promoter of
many genes [39–41]. Because of this wide-ranging impact on developmental timing
and gene expression, lin-42 appeared a prime candidate also for a core component of
a potential scaling mechanism. Hence, we wanted to test whether lin-42(0) animals
displayed stronger deviations from temporal scaling than observed under changes in
diet.

We used the lin-42(ox461) allele that deletes the entire lin-42 locus and shows
the strongest perturbation of molting cycle progression [92]. Indeed, we found that
postembryonic development at 23 ◦C was significantly slower in lin-42(0) animals,
with much stronger variability both in the total duration of development (57±7 h for
lin-42(0), compared to 39± 2 h for wild-type animals) and the duration of individ-
ual larval stages (Fig. S3.3). In addition, lin-42(0) animals showed reduced growth,
as measured by the increase of body length over time in individual animals (Fig.
3.5A,B). In particular, we observed a fraction of animals that stopped growing com-
pletely between the L2 and L4 larval stage, with some reaching body lengths of only
0.3 mm, compared to 0.9 mm for wild-type animals. Surprisingly, all animals that
arrested growth appeared to otherwise continue development: they underwent mul-
tiple rounds of ecdysis, seam cell divisions and wrt-2 expression peaks (Fig. 3.5C).
Animals frequently skipped the final seam cell division and ecdysis, a heterochronic
phenotype observed before, but did so independently of the growth arrest. After
molting, lin-42(0) animals often remain stuck in their old cuticle, and it was suggested
that this interferes with the ability to feed [92]. However, we observed growth arrest
also in animals that appear to shed their cuticle normally. Moreover, growth-arrested
animals also displayed pharyngeal pumping, suggesting that growth arrest was not
simply caused by inability to take up food.

3.2.5. BREAKDOWN OF INTER-INDIVIDUAL AND POPULATION-LEVEL TEM-
PORAL SCALING IN lin-42 MUTANTS

When we compared the average timing of each seam cell division, wrt-2 peak and
ecdysis between wild-type and lin-42(0) animals at 23 ◦C (Fig. 3.5D), we found that
again development separated into multiple epochs that differed in impact on tim-
ing: in the first epoch (hatching to third seam cell division) developmental phase in-
creased at the same rate in lin-42(0) and wild-type animals, while in the second epoch
(from the second wrt-2 peak onwards) the phase still increased linearly in lin-42(0)
mutants but with a strongly decreased rate compared to wild-type animals. When
we examined timing in individual animals, we found that variability in timing was
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Figure 3.5: Growth arrest and temporal scaling in lin-42(0) animals. (A) Body length as func-
tion of time for standard conditions (black, average for wild-type animals at 23 ◦C) and lin-
42(0) animals (orange lines, individual animals). While some lin-42(0) animals only exhib-
ited reduced growth, other animals showed complete growth arrest from the mid-L2 stage,
∼ 20 h after hatching, capping body length to <0.5 mm. Thick lines highlight one individual
with reduced growth (light orange) and one arresting growth (dark orange). Error bars indi-
cate S.E.M. (B) Microscopy images of a wild-type (upper panels) and growth-arrested lin-42(0)
larva (lower panels) at different times after hatching. Scale bar: 200 µm. (C) Developmental
timing in a wild-type larva (black), and in a slow-growing (light orange) and growth-arrested
(dark orange) lin-42(0) animal that correspond to the individuals highlighted in (A). Markers
indicate seam cell divisions (circles), wrt-2p::GFP peaks (squares) and ecdyses (triangles). The
growth-arrested animal (dark orange) executed most events that occur after mid-L2, indicat-
ing the absence of a developmental arrest. (D) Developmental phase as function of time in
wild-type (black) and lin-42(0) animals (orange). The phase evolution in lin-42(0) animals was
well fitted with the ‘Rate change’ model (orange line), occurring at wild-type rate until the mid-
L2 stage, and ∼2-fold decreased rate for events occurring later. (E) Measured times for event
pairs: (1) division 1 and 3, (2) division 3 and peak 3, (3) peak 2 and ecdysis 3, and (4) division
4 and ecdysis 2. Lines are a fit to data for standard conditions. Overall, lin-42(0) animals show
strong variability in timing between individuals, and for event pairs (2) and (3) exhibit clear de-
viations from scaling. (F) Deviation from scaling for development in lin-42(0) mutants. Stars
indicate probability that lin-42(0) data observes the same scaling relation as wild-type: *:N.S.,
**:P < 0.01, and P < 0.001 otherwise (K-S test). Deviations from scaling resemble those pre-
dicted by the ‘Rate change’ model, with dashed lines indicating the measured time of the rate
change.
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dramatically increased in lin-42(0) mutants. Yet, despite this strong variability data
points for the majority of event pairs still clustered along a line (Fig. 3.5E, Fig. S3.4).
Strikingly, we found that this was not the case for all event pairs: for instance, some
animals that were among the first to execute the third seam cell division exhibited an
exceptionally late third wrt-2 peak, resulting in many points away from the line (Fig.
3.5E, event pair 2), indicating a breakdown of inter-individual temporal scaling. The
key assumption underlying inter-individual temporal scaling is that the variation in
the developmental rate between individuals remains constant throughout larval de-
velopment. However, in individual lin-42(0) animals, the duration of early-larval de-
velopment was often poorly correlated with the duration of late-larval development,
compared to the other genotypes and conditions we examined (Fig. S3.5A-C). In-
deed, model simulations showed that this observation was sufficient to explain these
deviations from inter-individual scaling (Fig. S3.5D-G).

For event pairs that did cluster along a line, data points often showed systematic
deviations from the line predicted by data for standard conditions (wild-type animals
at 23 ◦C) corresponding to a lack of population-level temporal scaling. We used the
measured evolution of developmental phase to construct a phenomenological model
of timing in lin-42(0) mutants (‘Rate change’ model, Fig. 3.3A, 3.5D). This model re-
produced the experimental observation that data for most event pairs clustered along
lines, but with systematic deviations from the lines predicted by data for standard
conditions (Fig. 3.3B-D). In particular, for the ‘Rate change’ model these lines always
had a larger slope than for standard conditions, i.e. δ ≥ 0 (Fig. 3.3F). Indeed, when
we calculated δ for all experimentally measured event pairs (Fig. 3.5F) the resulting
dependence of δ on the developmental phase strongly resembled the prediction from
the ‘Rate change’ model (Fig. 3.3F): first, the deviation was largest for event pairs with
one event occurring prior to the mid-L2 larval stage, when we observed the change in
developmental rate, and the other occurring afterwards. Second, in contrast to data
for wild-type animals fed HB101, the deviation in lin-42(0) mutants was always posi-
tive (δ> 0). These results suggested that the breakdown of population-level temporal
scaling was largely accounted for by the change in developmental rate at the mid-L2
larval stage that separated the two observed epochs. Finally, compared to the rest of
the population, growth-arrested animals did not develop more slowly, and their de-
velopmental timing did not exhibit stronger deviations from temporal scaling (Fig.
S3.4), suggesting this was largely independent of physical growth.

Overall, lin-42(0) mutants exhibited strongly perturbed and variable timing, with
larval development separated into two epochs that differed in developmental rate.
Surprisingly, given the putative role of lin-42 as a key regulator of developmental tim-
ing, we found that both individual variability and population-level changes in tim-
ing were explained by temporal scaling, but only when considering events within the
same epoch, i.e. events occurred at the same time when measured relative to the
duration of epochs in each individual.
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3.3. DISCUSSION

Here, we showed that changes in timing of individual developmental events, under
a broad array of conditions that change the total duration of C. elegans larval devel-
opment, are largely explained by temporal scaling, both for variability in timing be-
tween individuals and for population-level changes in timing when environmental
conditions or genotype are varied.

We found that many of our experimental observations could be reproduced by
simple, phenomenological timing models (Fig. 3.3). In these models, the complexity
of developmental progression is reduced to the evolution of a developmental phase
in time, similar to the use of phase in the analysis of nonlinear oscillators. Animal-to-
animal variability arises because each animal proceeds through its phase evolution at
an intrinsically different rate, giving rise to the strongly correlated variability we mea-
sured for timing of event pairs. When we compared event times between animals of
different genotype or raised under different conditions, the resulting changes in tim-
ing were not simply explained by the population-level change in total duration of lar-
val development. We found that these deviations from scaling were explained by the
subdivision of larval development in distinct epochs, that differ in how the evolution
of phase is impacted upon changes in genotype or environmental condition. This
result implies that event timing did exhibit temporal scaling, but only when taking
into account these epochs: events occur at the same time, independent of genotypes
or conditions, when measured relative to the duration of each epoch rather than the
total duration of development. While these phenomenological models do not pro-
vide a molecular mechanism for temporal scaling, they reveal a remarkably simple
organization that unifies the broad variations in timing seen in our experiments.

It is striking that isogenic animals under identical environmental conditions dis-
played strong variability in developmental timing. This variability was strongly corre-
lated between event pairs, for almost all event pairs, conditions and genotypes exam-
ined (Fig. 3.1G, 3.2C, 3.4C, 3.5E). This implies that each individual progresses through
development at a constant rate, which however varies from animal to animal, with
this variability in overall developmental rate explaining the observed variability in
timing. What controls this variation in developmental rate? A recent study found that
animal-to-animal variability in timing of the L4 ecdysis, i.e. the transition into adult-
hood, correlated with age of the mother at fertilization [96], with embryos generated
by older mothers developing more rapidly. This was linked to the amount of yolk pro-
teins loaded in each embryo, which increased with the mother’s age, suggesting that
the rate of larval development is determined by the status of nutrient stores in the
embryo. It is surprising, however, that this variation in rate persists throughout de-
velopment, particularly as larvae depend for growth on feeding rather than internal
stores. The only case we observed where the rate of early-larval development was not
predictive of the late-larval rate is lin-42(0) mutants ( Fig. S3.5). This might reflect
a role of lin-42 in maintaining the developmental rate at the embryo-set level, but
could also reflect that the severity of the lin-42(0) phenotype, as it emerges during
larval development, is independent of the early-larval developmental rate.

For some changes in genotype or conditions (changes in temperature, eat-2 feed-
ing mutants), the rate of development was reduced by a constant factor for all larval



3.3. DISCUSSION

3

39

development (Figs. 3.2B, 3.4B). In contrast, both for wild-type animals fed HB101
and lin-42(0) mutants, we observed a discontinuity in the rate of development that
separated larval development into two epochs (Figs. 3.4B, 3.5D). Interestingly, even
though the nature of the discontinuity differed, with a pause for animals fed HB101
and a change in rate for lin-42(0) mutants, both occurred at the same development
stage: the mid-L2 larval stage, between third seam cell division and second wrt-2
peak. This stage is notable, as it forms an important transition both in terms of de-
velopment and metabolism. First, under conditions of crowding or food deprivation
larvae enter dauer, an alternative developmental state that is highly stress-resistant,
and commit to this fate before the mid-L2 larval stage [97, 98]. Interestingly, lin-42 is
involved in dauer commitment, with lin-42 mutants showing increased dauer forma-
tion at 27 ◦C [99]. Hence, the change in developmental rate at this stage might reflect
involvement of the dauer decision-making machinery. However, we prefer another
explanation: C. elegans larvae also shift their metabolism between the L1 and L2 lar-
val stage, from the glyoxylate cycle to the TCA cycle [100]. The glyoxylate cycle likely
allows L1 larvae to use stored lipids as an energy source, potentially rendering their
development less dependent on ingestion of food. As a consequence, shifts in diet
(from E. coli OP50 to HB1010) or inability to ingest or metabolize food in lin-42(0)
mutants might only impact developmental timing substantially after shifting to the
TCA cycle upon entering the L2 larval stage.

Our observations raise the question how temporal scaling is regulated. One at-
tractive mechanism to regulate timing in a manner that is synchronized throughout
the body and adapts to changes in rate of development under different conditions, is
to couple developmental timing to physical growth. If timing was regulated in such a
way that each event occurred at a specific body size, it would explain temporal scal-
ing, as changes in conditions that impact the body’s growth rate would naturally lead
to concomitant changes in developmental timing. Analogously, cell cycle timing in
bacteria and yeast strongly depends on cell size and growth [101–104]. Indeed, pro-
gression of C. elegans larval development is tightly linked to body size [69], and under
dietary conditions that caused slow growth, larval stages lengthened so that molts
occurred at their stereotypical body size [43]. Moreover, conditions that do not allow
growth, such as starvation, typically lead to developmental arrest at the start of each
larval stage [12, 45, 54]. It is therefore an important observation that lin-42(0) mu-
tants continued development without physical growth (Fig. 3.4), and with timing of
development obeying temporal scaling within each epoch (Fig. 3.5). Continued de-
velopment after growth arrest in lin-42(0) mutants was shown recently for motor neu-
ron, gonad and vulva development [92], but timing was not examined. Our work now
extends these observations, indicating that continued development without growth
is likely a lin-42(0) phenotype with body-wide impact, and specifically invalidates a
mechanism where temporal scaling results from coupling developmental timing to
physical growth.

Two distinct classes of molecular mechanisms to explain temporal scaling could
be envisioned. In the first class, feedback mechanisms or checkpoints actively adjust
timing. An example of this class are the size-based checkpoints proposed for single-
celled organisms, but invalidated by us as a mechanism for C. elegans. A more gen-
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eral example are the feedback mechanisms that actively shape morphogen gradients
that underlie spatial scaling in developmental pattern formation. The second class
of mechanisms emerged from recent studies examining the dependence of develop-
mental timing in C. elegans, fly and frog embryos on temperature [105–108]. They
explain temporal scaling as emerging from careful tuning of the molecular processes
in the cell. Specifically, Kurtz and Eisen found that timing of fruit fly development
scaled uniformly with temperature [107], similar to our observations for C. elegans
larval development (Fig. 3.2). Intriguingly, in these studies the measured dependence
of timing on temperature followed an Arrhenius equation [105–107], which is histor-
ically used to describe the temperature dependence of chemical reactions. Temporal
scaling arises only if timing of all events follows the same Arrhenius equation, i.e.
timing of all events varies by the same factor for a given change in temperature. Be-
cause the rates of molecular processes are likely not only controlled by temperature
but also by metabolite levels, such thermodynamic mechanisms might also generate
temporal scaling upon changes in diet or food uptake, as we observed (Fig. 3.4, 3.5 ).
However, more recent measurements disputed the key assumption that all processes
follow the same Arrhenius equation [105, 106], raising the question whether thermo-
dynamic mechanisms by themselves are sufficient to explain temporal scaling, or if
additional active feedback or checkpoint mechanisms are still essential.

One of the most enduring mysteries of development is how its timing is regu-
lated. Whereas we have a deep understanding of how spatial patterns arise during
development [80], our understanding of how events like cell division, cell movement
or gene expression are controlled in time is still very limited. Post-embryonic devel-
opment poses a particular challenge, as its rate of progression depends strongly on
environmental conditions such as food availability. How timing is adapted on the
cellular level in response to such organism-level changes is an open question. On
the molecular level, developmental timing is thought to be controlled either by oscil-
lators or ‘hourglass’ mechanisms. In C. elegans, even though there is now evidence
both for hourglass mechanisms [84, 85] and oscillators [32, 35] in regulating timing
of larval development, we still do not understand how the exact time at which cell-
level events are initiated is determined on the molecular level. Both hourglass and
oscillator mechanisms do not exhibit temporal scaling of their decay time or period,
respectively, without alterations to their basic mechanism. Hence, our observation of
temporal scaling will put strong constraints on possible models that explain develop-
mental timing of C. elegans larval development.

We thank Sander van den Heuvel for providing the wrt-2p::GFP strain and Ann Rougvie for
providing the lin-42 alleles.



3.4. METHODS

3

41

3.4. METHODS

3.4.1. STRAINS AND EXPERIMENTAL CONDITIONS

The following strains were used: heIs63[Pwrt-2::GFP::PH; Pwrt-2::GFP::H2B; Plin-48::
mCherry] [74], eat-2(ad1113) [91], lin-42(ox461) [92]. To monitor wrt-2::GFP expres-
sion in eat-2 and lin-42 mutants, these mutations were crossed into heIs63. The eat-2
genotype was confirmed by measuring the rate of pharyngeal pumping, which is de-
creased 5-fold compared to wild-type animals [91]. As lin-42 constitutes a complex
genetic locus encoding multiple isoforms, we chose to use the lin-42(ox461) allele
that deletes the entire locus of lin-42 [92]. In addition, the lin-42(ok2385) allele that
deletes the main isoform lin-42a and the overlapping exons of lin-42b, was analyzed
and showed similar phenotypes as lin-42(ox461) (data not shown). For maintenance,
all strains were cultured at 20 ◦C on NGM (Nematode growth medium) agar plates
seeded with OP50 strain of E. coli bacteria, using standard C. elegans techniques. For
time-lapse experiments, we refer to standard conditions as wrt2p::GFP animals fed
E. coli OP50 at 23 ◦C. For experiments in perturbed conditions we varied one exper-
imental parameter (C. elegans strain, temperature or diet) while keeping the others
unchanged. For the diet experiment in Fig. 3.4, E. coli HB101 was used instead. In
that case, animals were maintained on HB101 for 5-7 generations prior to the experi-
ment.

3.4.2. TIME-LAPSE MICROSCOPY

Custom time-lapse microscopy setup was used to monitor the entire development of
individual C. elegans. Late-stage embryos were placed inside the 250×250×20 µm
polyacrylamide microchambers (one embryo per chamber) filled with E. coli bacte-
ria as food source. Nikon Ti-E inverted microscope with a large chip camera (Hama-
matsu sCMOS Orca v2) and a 40X magnification objective (Nikon CFI Plan Fluor 40X,
NA=1.3, oil immersion) were used for imaging. Transmission and fluorescence im-
ages were acquired with an LED light source (CoolLED pE-100 615 nm) and a 488 nm
laser (Coherent OBIS LS 488-100), respectively. Each chamber containing a single an-
imal was imaged every 20-40 minutes during the entire larval development (40-100
hours depending on the genotype and temperature). A stack of 20-30 images in the
Z-direction was acquired using short exposure times (1-10 ms), such that the motion
of the animal was insignificant. We have previously demonstrated that this technique
does not hinder larval growth and development [48].

3.4.3. TEMPERATURE CONTROL

All experiments were performed in a temperature-controlled room with a constant
temperature inside the sample of 23 ◦C. To perform an experiment at different tem-
perature, an additional temperature control system was used. A thermoelectric chiller
(Thermotek T257P) was used to cool the custom made objective jacket by circulating
an antifreeze fluid (a mixture of water and glycerin) between the chiller and the ob-
jective jacket. In order to calibrate the system, a thermocouple temperature sensor
measuring 0.025 mm in diameter (RS Pro) was placed inside the sample in contact
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with the polyacrylamide hydrogel and connected to a digital thermometer (RS Pro).
The temperature was then varied on the thermoelectric chiller while the resulting
temperature inside the sample was being monitored. In this work, experiments were
performed at 23, 19 or 15 ◦C.

3.4.4. IMAGE ANALYSIS

Time-lapse image stacks were processed with custom Python software in order to ob-
tain the precise timing of ecdysis events, seam cell divisions, and peaks in oscillatory
wrt-2 expression. For every animal, the times of hatching and ecdysis events were
annotated based on visual inspection of transmitted light images. Hatching was de-
fined as the time larvae first appears out of the egg shell, while ecdysis events were
defined as the first appearance of the shed cuticle in the chamber (Fig. 3.1C). Times
of seam cell divisions were annotated based on visual inspection of the wrt-2p::GFP
fluorescence signal in the nucleus and the membrane of seam cells. Divisions of V1-
V6 seam cells occur close together in time. We therefore defined the time of each
round of divisions as the average time V1-V6 cells had divided or had started divid-
ing, as determined by the formation of the metaphase plate. We only analyzed seam
cells located on the side of the body closest to the objective. To determine the time of
peaks in oscillatory wrt-2 expression, we first obtained wrt-2 expression profiles as a
function of time for individual animals. For this, in every time frame we automatically
segmented the region encompassing seam cells using a Watershed algorithm and cal-
culated the average fluorescence intensity inside this region. Finally, to find the time
of each peak (µi ), we fitted the obtained oscillatory profiles with a combination of
Gaussian functions and a linear offset using non-linear least-squares minimization
(Fig. 3.1B):

f (x,m,b, Ai ,µi ,σi ) = mx +b +
n∑

i=1

 Ai

σi
p

2π
e

[
− (x−µi )2

2σ2
i

] (3.1)

where n is the number of peaks, Ai , µi and σ are the amplitude, center and width
of peak. Finally, we fitted the experimentally measured times for pairs of events a
and b to a line function of the form tb = sa,b · ta using non-linear least-squares min-
imization (Fig. 3.1G), using the Linear Model from the lmfit package in Python. To
measure the animal’s body length as a function of time (Fig. 3.5A), we manually an-
notated ∼10 points along the anterior-posterior body axis and performed spline in-
terpolation. Body length was defined as the length of the resulting spline curve.

3.4.5. TIMING MODELS AND SIMULATIONS

We model the progression of development as the evolution of a developmental phase
φ, that increases from φ = 0 (start of larval development at hatching) to φ = 1 (entry
into adulthood at the L4 ecdysis). The exact assignment of a phase to a particular
developmental event is arbitrary. Here, we define the phase so that for standard con-

ditions (wild-type animals at 23 ◦C) the phase increases linearly with time, dφ
d t =const,

and φ = 1 at time t = T , where T is the total duration of development at standard
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conditions. As a result, for standard conditions we use the following definition for the
developmental phase of event a:

φa = ta

T
(3.2)

For other conditions or genotypes, the time evolution φ(t ) of the developmental
phase has a different form. As a result, the time of event a, occurring at a develop-
mental phase φa is given by ta = f (φa), where f is a monotonically increasing func-
tion that is specific for each condition or genotype. Expressions for f (φ) are discussed
further below. To incorporate animal-to-animal variability, we assumed two different
sources of variability. First, there is an intrinsic variability in the stage φa at which
each event occurs, that is uncorrelated between different events occurring within the
same animal. Second, we assumed variability in the total duration of development,
T . This corresponds to an animal-to-animal variability in the global rate of develop-
ment that impacts each event occurring within the same animal equally. Then, the
event time ta,i for event a in animal i is given by:

ta,i =
f (φa +ηφ,i )

T

(
T +ηT,i

)
(3.3)

where T andφa correspond to the population average values, while ηT and ηφ are
Gaussian noise sources with standard deviation σT and σφ, respectively. The func-
tion f (φ) changes for differing environmental conditions or mutants that perturb the
duration of development. In particular, we considered three different models, the
‘Uniform’, ‘Pause’, and ‘Rate change’ models (Fig. 3.3A). For the ‘Uniform’ model,
event times are given by Eq. 3.2, but now with an increased duration of development
T ′. For the ‘Pause’ model, developmental occurs at the same rate as for standard con-
ditions, but with a pause at developmental phase φ′ that results in a total duration of
development T ′ = (1+κ)T , resulting in:

ta =
{

Tφa φa <φ′

T (κ+φa) φa ≥φ′ (3.4)

Finally, for the ‘Rate change’ the developmental rate differs between events oc-
curring prior to a developmental phase φ and events occurring afterwards, resulting
in:

ta =
{

T1φa φa <φ′′

(T1 −T2)φ′′+T2φa φa ≥φ′′ (3.5)

where 1/T1 and 1/T2 correspond to the two developmental rates and the total
duration of development is given by T ′ = T1φ

′′+T2(1−φ′′).

3.4.6. CALCULATION OF DEVIATION FROM SCALING FOR TIMING MOD-
ELS

For the ‘Uniform’, ‘Pause’ and ‘Rate change’ model, we calculate the deviation from
scaling as follows. First, we use that fact that for events a and b that occur in the same
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animal, the total duration of development, T ′ , has the same value, to express tb as
function of ta . For the ‘Uniform’ model, this yields:

tb = φb

φa
ta (3.6)

meaning that that event pairs lie along the same line as measured for individuals
under standard conditions, and that the changes in timing can be fully captured by
a simple rescaling of event times with the duration of development T ′ under non-
standard conditions. In contrast, for the ‘Pause’ model, this yields:

tb =


φb
φa

ta ta , tb < t∗
κ+φb
φa

ta ta < t∗, tb > t∗
κ+φb
κ+φa

ta ta , tb > t∗
(3.7)

Here, pairs of time points for events a and b only lie along the same line as those
for standard conditions when both events occur before the time of the delay, t∗ = Tφ′.
Otherwise, the slope of the line is different from wild-type conditions and depends
explicitly on the delay parameter κ. Finally, for ‘Rate change’ model, corresponding
to the lin-42(ox461) mutant, we have:

tb =


φb
φa

ta ta , tb < t∗(
φ′′
φa

+ T2
T1

φb−φ′′
φa

)
ta ta < t∗, tb > t∗

T1φ
′′+T2(φb−φ′′)

T1φ′′+T2(φa−φ′′) ta ta , tb > t∗
(3.8)

where t∗ = T1φ
′′. Apart from the case when ta , tb < t∗, this expression depends

explicitly on the parameters φ′′ and T2 and does not lie along the same line as event
pairs for standard conditions. Finally, we calculate the deviation from scaling as:

δab = arctan
(
sS

ab

)−arctan
(
sP

ab

)
(3.9)

where tb = sab · ta , with the slope sab given by Eqs. 3.7-3.9, and S and P denote
standard and perturbed conditions, respectively.

3.4.7. MODEL PARAMETERS

For the model results in Fig. 3.3A-D, we used the following parameters, chosen to
emphasize and clarify the differences between models. For the ‘Standard condition’
model: T = 30 h. For the ‘Uniform’ model: T ′ = 60 h. For the ‘Pause’ model: κ = 1
and φ′ = 0.4, resulting in a total duration of development of T ′ = 60 h. For the ‘Rate
Change’ model: T1 = 25 h, T2 = 95 h and φ′′ = 0.5, also resulting in T ′ = 60 h. For the
stochastic simulations in Fig. 3.3C-D: σT = 5 h and σφ = 7 ·10−3. For Figs. 3.2, 3.3E,F,
3.4 and 3.5, we used model parameters that were fitted to the experimental data. In
Fig. 3.2, we used the following fitted parameter values: T 23◦C = 39 h, T 19◦C = 57 h,
and T 15◦C = 110 h. In Fig. 3.4 and Fig. 3.3E, we used the following fitted parameter
values: T eat−1 = 42 h, T HB101 = 42 h, κHB101 = 5 ·10−2 and φ′

HB101 = 0.4. In Fig. 3.5

and Fig. 3.3F, we used the following fitted parameters: T l i n−42
1 = 45 h, T l i n−42

2 = 70



3.4. METHODS

3

45

h and φ′′
l i n−42 = 0.35. The parameters for HB101 and lin-42 were used to make the

quantitative predictions in Fig. 3.3E,F using Eqs. 3.7 and 3.8.

3.4.8. CALCULATING THE DEVIATION FROM SCALING FOR EXPERIMEN-
TAL DATA

We used the following procedure to assess whether the timing of event pairs a and
b under perturbed conditions P deviate from the scaling relationship found for their
timing under standard conditions S. For each animal i with measured event timing
ta,i and tb,i , we calculate θi = arctan

ta,i
tb,i

. First, we calculate the average deviation

δ from scaling as δ = 〈θP
i 〉 − 〈θS

i 〉. However, in particular for event pairs with small
average event times 〈ta,i 〉 and 〈tb,i 〉, values of θi can vary substantially, leading to
non-zero deviation δ for the typical number of animals analyzed for these experi-
ments. Hence, we also estimate the probability that the two series θP

i and θS
i are

sampled from the same distribution, using the two-sample Kolmogorov-Smirnov test
(ks_2samp from the scipy.stats package in Python). We reported the P value, with high
P meaning that the distributions of the two samples are likely the same, and, hence,
obey the same temporal scaling relationship.
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3.5. SUPPLEMENTARY FIGURES
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Figure S3.1: Temporal scaling in animal-to-animal variability of timing. Measured times for
all measured event pairs a, b in wild-type animals, on an E. coli OP50 diet at 23 ◦C. Markers
correspond to times measured in a single animal. Dashed lines are fits of the form tb = sa,b · ta .
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Figure S3.2: Stochastic timing model. (A) Simulated times of event pairs a, b in the stochastic
timing model (Eqs. 3.2 and 3.3 in Methods). Simulation parameters were chosen to resemble
the experimental data in Fig. 3.1E. Times were generated for six events that occur at develop-
mental phases φ=0.1, 0.3, 0.45, 0.5, 0.7 and 0.9, that are chosen so that the plotted event pairs
occur at similar times as those in Fig. 3.1G. The average duration of development was T = 40
h. For the noise sources, we used standard deviations σT = 3 h and σφ = 7 · 10−3, meaning
that common variability in the rate of development, 1/T , is stronger than variability in timing
of each individual event. The simulated data closely resembles the experimental data in Fig.

3.1G, with times for event pairs a, b scattered along lines of tb = φb
φa

ta (dashed lines). (B) Same

simulation as in (A), but now with standard deviations σT = 0.1 h and σφ = 2 ·10−2, meaning
that variability in the timing of individual events is stronger than that in the global rate of de-

velopment. As a consequence, times for event pairs no longer cluster along lines of tb = φb
φa

ta

(dashed lines)
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lin-42(ok2385)

Genotype

wild-type
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Figure S3.3: Overview of genotypes, conditions and duration of larval stages. Average du-
ration of larval stages L1-L4 for the different genotypes and environmental conditions used.
Wild-type refers to animals carrying only the wrt-2p::GFP reporter, which exhibit timing of lar-
val stages similar to animals without this reporter. Strains with genotype different than wild-
type also carry the wrt-2p::GFP reporter. OP50 and HB101 refer to different E. coli bacterial
strains used as food source. The standard condition used as benchmark to compare event tim-
ing against is outlined in grey. For larval stage duration, error bars indicate S.D. and for each
condition n > 7, except for lin-42(0) mutants, where only a few animals complete the L4 stage
(n = 4).
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Figure S3.4 (previous page): Dependence of deviation from temporal scaling on lin-42(0)
growth arrest phenotype. (A) Measured times for all event pairs measured in at least n ≥ 4
animals. Some event pairs found during wild-type L4 larval stage development do not appear
as they are executed only rarely in lin-42(0) animals. Lines are a linear fit to the data points.
Markers are colored according to growth phenotype, as defined in panel (B). The deviation
from scaling does not differ strongly between growth-arrested animals (red) and animals with
reduced growth (blue). (B) Length at L3 ecdysis compared to time of L3 ecdysis in lin-42(0) an-
imals. Based on this, we separated the population in growth-arrested animals (length <0.5 mm
at L3 ecdysis) and animals with reduced growth (as compared to wild-type animals). Growth-
arrested animals developed more slowly than animals with reduced growth, but a small num-
ber of animals with reduced growth also displayed very slow development (L3 ecdysis later
than 50 h after hatching). We scored the growth phenotype based on L3 characteristics, be-
cause most animals skip the L4 larval stage. (C) Difference in scaling between growth-arrested
(GA) and reduce-growth (RG) animals. Color indicates the difference 〈θG A〉〈θRG 〉 between the
two populations, where, for each event pair a and b measured in an individual animal, the
angle θ = arctan ta tb . Stars indicate the probability that the distribution of θ is the same for
growth-arrested and reduced-growth animals: *:N.S., **:P < 0.01, and P < 0.001 otherwise (K-
S test). Overall, no significant differences in scaling were observed between growth-arrested
and reduced-growth animals, indicating that growth-arrested animals do not display stronger
breakdown of scaling. Empty squares reflect event pairs for which at least one of the two events
did not occur in either growth-arrested or reduced-growth animals.
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Figure S3.5: Breakdown of inter-individual scaling. (A),(B),(C) Experimentally measured cor-
relation between the developmental duration D1 and D2 of development before and after the
change in developmental rate, for development under standard conditions (A, wild-type at
23◦C), animals fed HB101 (A), at 15◦C (B) and in lin-42(0) mutants (C). The duration D1 is
defined at the time from hatching to the third seam cell division, while D2 is given by the time
from the third seam cell division to the third ecdysis. For D2, we do not include the time from
the third to fourth ecdysis, as this last part of larval development is often skipped in lin-42
mutants. The correlation between D1 and D2 is much weaker in lin-42 mutants. (D),(E) Inter-
individual variability in the ‘Rate change’ model. In this model, all individuals go through the
same evolution of developmental phase φ but at a rate that differs between individuals (D).
Hence, variability in the duration D1 and D2 of development before and after the change in
developmental rate is strongly correlated within the same individual. As a consequence, times
of events ta and tb , occurring at phase φa and φb , are clustered tightly along a line, indicating
temporal scaling (E). The colored markers in (E) correspond to the individuals whose phase
evolution is shown in (D). Model is given by Eqs. 3.3 and 3.5 in Methods, with T1 = 25 h,
T2 = 95 h, φ′′ = 0.5, σφ = 7 · 10−3 and σT = 15 h. Dashed line is Eq. 3.8. (F),(G) Breakdown
of inter-individual scaling, when variability in durations D1 and D2 is not correlated within the
same individual. As a result, individual animals show strong deviations from temporal scal-
ing. Model is given by Eqs. 3.3 and 3.5, but T1 and T2 vary independently within the same
individual, with σT1 = 3 h and σT2 = 15 h. This model result indicates that the lack of cor-
relation between durations D1 and D2 observed in lin-42(0) mutants can explain the lack of
inter-individual scaling seen in lin-42(0) mutants when comparing timing of events occurring
before and after the change in developmental rate in Fig. 3.5E.
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STRESS DISCRIMINATION BY

BODY-WIDE, STOCHASTIC

DAF-16/FOXO NUCLEAR

TRANSLOCATION PULSES

Living organisms employ diverse strategies in order to cope with external stresses that
compromise their survival. In C. elegans, the insulin/insulin-like growth factor-1 (IIS)
pathway induces the expression of protective genes in response to a broad range of
stresses, primarily mediated by the transcription factor DAF-16/FOXO. According to
the current paradigm, DAF-16 translocates from the cytoplasm to the nucleus upon
stress to induce gene expression, and rapidly exits the nucleus upon return to favorable
conditions. In this picture, the amount of nuclear DAF-16 is thought to be propor-
tional to the level of stress. Yet, how gene expression regulated by the IIS pathway can
be tailored to different types of stress is challenging to explain in the current model.
Here we used time-lapse microscopy to follow DAF-16 localization dynamics in indi-
vidual C. elegans larvae subject to different stress types and magnitudes. Surprisingly,
in contrast to the current model, we observed stochastic pulses of nuclear transloca-
tion, with DAF-16 shuttling between the nucleus and the cytoplasm under a constant
level of stress. These pulses exhibited striking synchronization between intestinal cells,
suggesting the presence of long-range communication. For all the stresses studied –
starvation, osmotic and heat stress – the fraction of time that DAF-16 remained in the
nucleus increased with the stress magnitude, and each stress type was associated with
clearly distinguishable DAF-16 pulse dynamics, suggesting that it might encode both
the magnitude and the type of stress. Finally, we also observed pulsatile dynamics of
the DAF-16 homolog FOXO3a in mammalian cells at low nutrient levels that activate
insulin signaling. Overall, our findings suggest that DAF-16/FOXO translocation pulses
are a general feature of insulin signaling that might be crucial for its ability to differ-
entiate between and mount the correct response to many different types of stress.

51



4

52 4. STRESS DISCRIMINATION BY DAF-16/FOXO NUCLEAR TRANSLOCATION PULSES

4.1. INTRODUCTION

Living organisms often encounter environmental conditions that are unfavorable for
growth and reproduction. Lack of nutrients, extreme temperatures, hypertonic stress,
UV radiation and other stresses require appropriate cellular responses to ensure the
survival of an individual organism and the entire species. Stress response requires the
activation of dedicated signalling pathways which lead, among other modifications,
to changes in the expression of a variety of genes that help an organism maintain
cellular integrity and proteostasis [109, 110].

An important example of such a signaling pathway is the insulin/insulin-like growth
factor-1 signalling (IIS) pathway (Fig. 4.1A). IIS is a fundamental pathway widely con-
served across animals species, from ascidians to humans [111]. In C. elegans, IIS reg-
ulates resistance to starvation, heat stress, osmotic stress [112] and pathogens [113],
among other stresses [47]. In addition to stress response, it is involved in longevity,
metabolism and development [47]. How this remarkable versatility is accomplished
remains an interesting open question. At the heart of the pathway lies the transmem-
brane insulin receptor DAF-2, which transmits information on nutrient availability
and other environmental conditions into the cell [114]. Under conditions of optimal
growth, DAF-2 is activated by the binding of insulin-like peptides (ILPs), which are
produced and secreted in multiple tissues, predominantly in the head neurons and
the intestine [115–117]. Once activated, DAF-2 initiates a cascade of phosphorylation
events, eventually leading to phosphorylation of AKT-1 and AKT-2, two homologs of
AKT serine-threonine kinase, which in turn phosphorylate DAF-16, a homolog of the
forkhead box-O (FOXO) transcription factor and the primary output of the IIS path-
way [118–120]. DAF-16 phosphorylation results in its association with 14-3-3 proteins
in the cytoplasm, which mask the nuclear localization signal on DAF-16, leading to
cytoplasmic sequestration and inactivation [121]. A broad range of external stresses,
such as starvation, oxidative and heat stress, downregulates insulin signalling, caus-
ing DAF-16 to translocate to the nucleus [120, 122], where it activates the expression
of the stress response genes by binding to the specific sequence on their promoters
called the DAF-16 binding element (DBE) [123]. Interestingly, it has been shown that
different sets of genes are expressed upon different stresses, e.g. starvation and os-
motic stress [124].

This versatility is particularly striking within the current paradigm of DAF-16 ac-
tivity, which assumes deterministic subcellular localization of DAF-16 depending on
the presence or absence of stress. Thus, DAF-16 is localized in the cytoplasm un-
der normal physiological and environmental conditions, translocates to the nucleus
upon stress, and rapidly shuttles back to the cytoplasm when the animal is relieved
from the stress [122]. How DAF-16 can induce differential gene expression within
such deterministic model is an interesting and important open question.

It is known that additional inputs regulate DAF-16 activity in parallel to IIS, such
as host-cell factor homolog HCF-1 [125] and beta-catenin BAR-1, a member of Wnt
signaling pathway [126]. Potentially, the combined inputs from the IIS and other
DAF-16 regulators might transmit information on stress type. However, this still raises
the question how this information is converted into stress-specific gene expression by
DAF-16. A possible solution is that DAF-16 activates gene expression in combination
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with other transcription factors. Indeed, it was shown that genes controlled by DAF-
16 contain an additional binding site, termed DAF-16 associated element (DAE), that
is bound by the zinc finger transcription factor PQM-1 to co-regulate gene expression
together with DAF-16 [127]. Moreover, five isoforms of DAF-16 have been identified,
which have overlapping yet non-redundant functions and could thus encode more
information about the stress [128]. At the same time, there are indications that the
regulation of DAF-16 localization might be more complex than currently envisioned.
In particular, studies of DAF-16 subcellular localization at the population level typi-
cally report the fraction of animals with nuclear or cytoplasmic DAF-16 [129]. Even at
high levels of stress, DAF-16 is found localized to the cytoplasm in some animals, but
the origin of such heterogeneity is unclear. One possibility is that stress response is in-
deed deterministic, but only a fraction of animals exhibits it. Alternatively, the stress
response in individual animals might be more dynamic than currently thought.

Here, we used time-lapse microscopy to follow the subcellular localization dy-
namics of DAF-16 in single C. elegans animals. In contrast to the current paradigm,
we show that DAF-16/FOXO transcription factor undergoes pulsatile dynamics un-
der a constant level of environmental stress, repeatedly translocating between the
nucleus and the cytoplasm. Surprisingly, even though individual pulses are highly
stochastic, they display remarkable synchrony between different cells in the body.
Moreover, we show that different types and magnitudes of stress give rise to clearly
distinguishable patterns of DAF-16 translocation dynamics. Overall, our results in-
dicate that pulsatile DAF-16 dynamics provides the versatility necessary to induce
stress-specific gene expression at the appropriate level.

4.2. RESULTS

4.2.1. DAF-16 EXHIBITS STOCHASTIC NUCLEAR TRANSLOCATION PULSES

UPON STARVATION STRESS

To visualize DAF-16 protein dynamics, we used a transgenic line expressing a func-
tional DAF-16::GFP fusion protein, which has been extensively used in the past to
study daf-16 expression and subcellular localization [122]. To quantify dynamics in
single cells in multiple animals over time, we developed an automated image anal-
ysis framework. As the intestine is thought to be one of the main sites of DAF-16
activity [130], we crossed the daf-16::GFP with the elt-7p::H1-wCherry line, in which
the histone-wCherry protein fusion localizes specifically to the nuclei of intestinal
cells (Fig. 4.1C, Fig. S4.1A). Imaging DAF-16::GFP and the intestinal marker allowed
us to simultaneously determine nuclei boundaries with high precision and quantify
DAF-16 concentration inside and outside the nucleus (Fig. S4.1B, see Methods). As
a measure of DAF-16 subcellular localization we used the ratio R = In

Ic
of the average

GFP fluorescence intensity in the nucleus (In) to that in the cytoplasm (Ic ) of individ-
ual intestinal cells.

To investigate DAF-16 protein dynamics in response to stress, we studied the L1
arrest in C. elegans larvae, a developmental arrest upon external stresses, such as star-
vation, that is under control of the IIS [46]. Specifically, we let L1 larvae hatch from
bleached eggs, to remove any bacteria that might act as a source of food, inside mi-
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Figure 4.1: DAF-16 undergoes pulsatile dynamics under starvation stress. (A) Cartoon repre-
sentation of the Insulin/insulin-like growth factor-1 signaling (IIS) pathway (see Introduction).
(B) Transmitted light image of a C. elegans L1 larva, overlaid with the fluorescence image of
H1-wCherry, localized in intestinal cells (red). Scale bar is 20 µm. (C) Fluorescence images
of DAF-16::GFP in the intestinal cells of the starved L1 larva at different times after hatching
show alternating nuclear and cytoplasmic DAF-16 localization. Scale bar is 20 µm. Images
in panels B and C were computationally straightened for visualization (see Chapter 2). (D, E)
DAF-16::GFP subcellular localization calculated as the ratio R = In /Ic of the mean GFP fluo-
rescence intensity in the nucleus (In ) to that in the cytoplasm (Ic ) of intestinal cells, averaged
over all cells in (D) L1 larva subject to starvation stress (hatched in liquid media in the absence
of food) and (E) L1 larva grown in abundance of E. coli bacteria, i.e. without stress (control).
Arrowheads in (D) correspond to images in panel (C). Time resolution is 15 minutes. Black
lines in both panels correspond to single larvae, while gray bands show average R± SD across
animals in that condition, n = 17 (D) and n = 25 (E). Right panels show probability density Pd
of R in a single animal. R values close to 1 indicate cytoplasmic DAF-16, while higher values
indicate nuclear DAF-16. Overall, these results show that DAF-16 shuttles between the nucleus
and the cytoplasm in a pulsatile fashion in L1 larvae subject to constant starvation stress, while
it is continuously localized to the cytoplasm in the absence of stress. DAF-16 translocations
were also observed in the absence of the nuclear marker H1-wCherry (data not shown).
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crochambers filled with liquid media lacking nutrients (see Methods). We found that
in animals that hatched in complete absence of nutrients, DAF-16 localization was
initially cytoplasmic and quickly translocated to the nucleus, as expected. Strikingly,
DAF-16 soon moved back to the cytoplasm in all cells, and continued to shuttle be-
tween the nucleus and the cytoplasm in a pulsatile fashion, in stark contrast with
current models [122] (Fig. 4.1B, C). Translocation took place in remarkable synchrony
between all intestinal cells, at least at a 15-minute time resolution (Fig. S4.1C). Visual
inspection suggested that these pulses were also synchronized with many other cells
throughout the body that also expressed DAF-16 ((Fig. S4.2)). Given this synchrony,
we decided to simplify further analysis by averaging the signal from all intestinal cells
in order to obtain a single DAF-16 localization trajectory per animal (R(t ), Fig. 4.1D).
Notably, even though DAF-16 translocation dynamics exhibited clear variation be-
tween individuals, the observed patterns of DAF-16 translocations did show char-
acteristics, with regular short pulses in the first ∼ 10 hours after the onset of stress,
which afterwards become gradually longer, as apparent when averaging across in-
dividual animals (Fig. 4.1D). It is important to note that, for each animal, hatching
and, consequently, the onset of stress, took place at a different absolute time within
an experiment, but traces are shown aligned by time of hatching. Therefore, the ob-
served similarity in pulsatile dynamics between animals is not an artifact arising from
instrumental or environmental fluctuations, but rather suggests an inherent stress re-
sponse pattern, conserved among individuals.

Additional observations confirmed that DAF-16 pulsatile dynamics originated from
the stress response that is mediated by the insulin signaling pathway. First, consistent
with established knowledge [122], we found that DAF-16 was almost exclusively local-
ized to the cytoplasm in the absence of stress (ad libitum feeding on E. coli bacteria
at 20 ◦C), as seen in the constant low value of DAF-16 nuclear ratio R(t ) during the
30 hours of imaging (Fig. 4.1E). Of note, we always observed a DAF-16 nuclear pulse
prior to hatching, in both unstressed and stressed animals (Fig. 4.1D, E). Second, up-
stream disruptions in the insulin signaling pathway strongly modified DAF-16 pulse
dynamics. In animals carrying a daf-2(e1368) mutation that affects the conformation
of the extracellular domain and thus partially impairs the proper activation of the
DAF-2 insulin receptor [114, 131], DAF-16 was almost exclusively localized to the nu-
cleus under starvation stress (Fig. 4.2). Occasionally, DAF-16 translocated to the cyto-
plasm for short (∼ 1 hour) periods (Fig. 4.2A, Fig. S4.3A-C). In the presence of food, we
observed a slightly elevated DAF-16 nuclear ratio R(t ) in daf-2(e1368) animals, when
compared to wild-type, indicative of a higher amount of DAF-16 inside the nucleus
(Fig. S4.3D). Interestingly, a stronger allele daf-2(e1370), which disrupts the receptor’s
kinase activity [114, 131], resulted in an even stronger DAF-16 activation, both under
starvation (Fig. S4.3E-G) and in the presence of food (Fig. S4.3H): animals exhibited
a higher DAF-16 nuclear level R(t ) as compared to the daf-2(e1368) mutation, and
did not display sporadic translocations to the cytoplasm. Overall, these data support
the notion that DAF-16 pulsing is an inherent property of the insulin signaling path-
way and is modulated by DAF-2 activity. Recently, multiple transcription factors were
found to perform pulsatile regulation in unicellular organisms and isolated cells, re-
peatedly translocating between the nucleus and cytoplasm under a constant level of
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Figure 4.2: DAF-16 pulsatile dynamics is modulated by the activity of insulin receptor daf-
2. (A) DAF-16 localization trajectory R(t ) in a single daf-2(e1368) larva subject to starvation
stress (left panel) and the corresponding probability density of R (right panel). R < 1 indicates
cytoplasmic DAF-16, while R > 1 indicates nuclear DAF-16. Here, DAF-16 is localized to the
nucleus for most of the time, but occasionally translocates to the cytoplasm. (B) Probability
density Pd of DAF-16 subcellular localization R for wild-type (blue, n = 17), and daf-2(e1368)
animals (orange, n = 22), computed from different time intervals (0-10, 10-20 and 20-30 hours
after the onset of starvation stress). The peak of the Pd distribution shifts towards higher R
values as time progresses in wild-type animals, indicating that nuclear pulses become longer
(Fig. 4.1D). In contrast, the Pd distribution remains centered at high R values in daf-2(e1368)
animals, indicating an almost constant nuclear DAF-16 localization from the start. Overall,
these results show that DAF-16 pulsatile dynamics occurs as a result of insulin signaling and is
modulated by DAF-2 activity.
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stimulus [132–138]. Yet this is, to our knowledge, the first time that pulsatile activa-
tion of a transcription factor is observed inside a multicellular organism.

4.2.2. DAF-16 DYNAMICS CHANGES DEPENDING ON THE TYPE OF STRESS

Transcription factors are often involved in the activation of multiple gene expression
programs that serve very different functions. Particularly, DAF-16 mediates the re-
sponse to various stresses that require the upregulation of different sets of target
genes [124]. How a single transcription factor, DAF-16, can induce the correct set
of target genes based on extracellular signals remains an intriguing question. A po-
tential advantage of pulsatile transcription factor regulation is that more information
can be transmitted via the frequency, duration and/or amplitude of pulses, compared
to a more deterministic regulation, where the nuclear localization of a transcription
factor remains constant under a constant stress level [138]. In other words, complex
patterns, possible in a pulsatile system, could allow the mapping of a variety of up-
stream signals to different gene expression programs. This model predicts that differ-
ent stresses would give rise to different DAF-16 pulsatile dynamics.

To test whether DAF-16 dynamics changes depending on the type of stress, we ex-
posed DAF-16::GFP animals to different unfavorable environmental conditions that
are known to induce L1 arrest in C. elegans larvae [54]. In addition to starvation, we
followed DAF-16 dynamics upon induction of heat and osmotic stress by exposing
animals to either extreme temperature or salt concentration, respectively. For os-
motic stress, late embryos were placed inside the microchambers pre-incubated in
300 mM NaCl solution (see Methods). To induce heat stress, animals were first al-
lowed to hatch at 20 ◦C, followed by a sudden shift to 32 ◦C in the newly hatched L1
larvae. For both types of stress, animals were given ad libitum food, in contrast to
the starvation experiments. Osmotic stress, similar to starvation, resulted in DAF-16
shuttling between the nucleus and the cytoplasm in repeated pulses. However, in re-
sponse to osmotic stress, DAF-16 pulses appeared less regular, compared to pulses
that occurred during starvation (Fig. 4.3B, Fig. S4.5). This notion was further con-
firmed by autocorrelation analysis of individual traces for both starvation and os-
motic stress. For most animals subject to starvation stress the autocorrelation dis-
played evenly-spaced peaks, consistent with a periodic signal with a period of 2.2±0.3
hours (Fig. 4.3D, Fig. S4.6). In spite of the variability in DAF-16 dynamics between
individual animals (see Section 4.2.4), these peaks were still visible after averaging the
auto-correlation functions from all animals (Fig. 4.3E), indicating that pulsing in dif-
ferent animals was synchronized to the onset of stress and occurred at a conserved
frequency, at least in the first ∼ 6 hours of stress exposure. Interestingly, starvation
stress at higher (25 ◦C) or lower (15 ◦C) temperature displayed similar pulsatile pat-
terns, but with faster or slower period, respectively (Fig. S4.6F). This is consistent
with how the speed of larval development depends on temperature (see Chapter 2)
and might reflect the notion that diffusion and reaction kinetics in cells are accel-
erated at higher temperatures. Overall, these data indicate that pulsing period and
phase are remarkably conserved across individual animals under constant starvation
stress. In contrast, the autocorrelation analysis for osmotic stress did not reveal a
strong, consistent periodicity. Indeed, averaging the autocorrelation functions from
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Figure 4.3: DAF-16 pulsatile dynamics changes depending on the type of stress. (A-C) DAF-
16::GFP localization trajectories R(t ) in larvae subject to (A) starvation stress, (B) osmotic stress
(300 mM NaCl) and (C) heat stress (32 ◦C). Upper and lower panels are different individuals.
Time is relative to hatching, which also corresponds to the onset of starvation and possibly os-
motic stress (see text). Red arrowheads in (C) mark the onset of heat stress. Temperature was
20 ◦C in all cases, except after the onset of heat stress in (C). R < 1 indicate cytoplasmic DAF-
16, while R > 1 indicate nuclear DAF-16. While starvation and osmotic stress both gave rise to
nuclear pulses, these appeared more regular at starvation than for osmotic stress. Heat stress
resulted in an immediate DAF-16 translocation into the nucleus, followed by a decrease of R
to a lower baseline level of nuclear localization. (D) Auto-correlation function of R(t ) for sin-
gle animals under starvation (black) or osmotic stress (blue), shown in upper panels in (A) and
(B), respectively. In an animal subject to starvation, auto-correlation displayed evenly-spaced
peaks, consistent with a periodic signal with a period of 2.2±0.3 hours (Fig. S4.6F). In case of
osmotic stress, auto-correlation decayed slowly and did not display peaks, indicating a more
random character of DAF-16 pulses. (E) Average auto-correlation functions of DAF-16 localiza-
tion trajectories from a population of animals subject to starvation (black, n = 17) or osmotic
shock (blue, n = 16, 300 mM NaCl). For starvation, peaks were still visible after averaging the
auto-correlation functions from all animals, indicating conserved pulse frequency and phase.
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all the animals under osmotic stress further confirms that there was no conserved pe-
riod (Fig. 4.3E). Upon the induction of heat stress, we observed a rapid translocation
of DAF-16 into the nucleus, as seen in the sharp increase in the DAF-16 nuclear ratio
R(t ), followed by a relaxation to a slightly lower nuclear level (Fig. 4.3C, Fig. S4.4).
After that, we observed occasional peaks in nuclear DAF-16. However, they occurred
relative to the new baseline and the R value never returned to its pre-stress level, in-
dicating continuous presence of DAF-16 in the nucleus. This was in stark contrast to
the starvation and osmotic stress, where all of the DAF-16 protein appeared to be ex-
ported back to the cytoplasm in between the pulses of nuclear localization (Fig. 4.3A,
B).

In summary, DAF-16 translocation patterns differ depending on the type of stress.
While starvation and osmotic stress both resulted in pulsatile dynamics, pulses ap-
peared regular at starvation stress, but not at osmotic stress. In contrast to starvation
and osmotic stress, heat stress lead to a single high-amplitude DAF-16 pulse, followed
by a decrease to a lower nuclear level. Overall, these results indicate that pulsatile
dynamics in itself provides sufficient information to discriminate different stresses
using a single transcription factor.

4.2.3. DAF-16 DYNAMICS CHANGES WITH THE MAGNITUDE OF STRESS

We have shown here that DAF-16 localization dynamics is stress-specific. In the wild,
C. elegans often encounters a wide range of temperatures and salt concentrations and
hence should also be able to cope with varying magnitudes of stress [109]. It is there-
fore important that the stress response is adjusted to the level of stress experienced
by the animal. Potentially, this could be achieved through modulation of the tran-
scription factor localization dynamics. To test this hypothesis, we exposed individual
animals to different levels of stress and searched for changes in DAF-16 localization
patterns.

First, we varied nutrient availability, by filling the chambers with low-concentration
bacterial dilutions, and observed that DAF-16 remained cytoplasmic while bacteria
were available, even if scarce. However, once animals had eaten virtually all the food
inside the microchambers (∼ 2 hours after hatching) DAF-16 started again to translo-
cate between the nucleus and the cytoplasm in the pulsatile manner (Fig. S4.7). This
observation suggests that C. elegans can sense very small amounts of bacteria and
may only mount a starvation stress response upon complete nutrient deprivation.
Dynamics of DAF-16 localization could be different when animals are subject to a
constant, low level of available food for a prolonged period of time. However, such
a condition is challenging to impose using our microchamber approach. Next, we
exposed animals to different degrees of osmotic stress, by increasing the salt con-
centration from 200-400 mM NaCl, as these concentrations were previously shown
to induce stress response [139, 140]. This resulted in an increase in the time DAF-16
spent in the nucleus without a strong impact on the amplitude of nuclear DAF-16
pulses (Fig. 4.4A-C). At 200 mM NaCl, DAF-16 was predominantly localized to the
cytoplasm with a few occasional pulses of nuclear localization. The pulse duration
(for details on quantification, see Methods) increased with salt concentration from
1.1±0.8 hours at 200 mM to 2.5±2.4 hours at 300 mM NaCl, turning into almost con-
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Figure 4.4: DAF-16 pulsatile dynamics changes with the magnitude of stress. (A-F) DAF-
16::GFP localization trajectories R(t ) in different larvae subject to either osmotic stress at (A)
200 mM NaCl, (B) 300 mM NaCl and (C) 400 mM NaCl, or to heat stress of (D) 31 ◦C, (E) 32
◦C and (F) 33 ◦C. R < 1 indicate cytoplasmic DAF-16, while R > 1 indicate nuclear DAF-16.
Dashed lines in (A-C) indicate the threshold used to separate the pulses of nuclear DAF-16,
calculated as the baseline R without stress multiplied by a fixed factor of 1.05 (see Methods for
details). Red arrowheads in (D-F) represent the time at which temperature is shifted from 20 ◦C
to the corresponding temperature. Gray bands show average R across animals in that condition
± SD, aligned to the onset of heat stress. n31 = 20, n32 = 21, n33 = 22. (G-H) Quantitative
analysis of DAF-16 pulses in animals subject to osmotic stress. Duration (G) and amplitude
(H) of DAF-16 pulses were obtained by thresholding R as described above. The amplitude
was defined as the maximum value of a pulse. n200 = 22, n300 = 18, n400 = 21. These data
show that the pulse duration, but not pulse amplitude, increased with salt concentration. (I-
J) Quantitative analysis of the shape of DAF-16 localization trajectory in animals subject to
heat stress. Amplitude of the peak was calculated as the maximum value during the first 2.5
hours after the temperature shift (I) and the subsequent baseline was calculated as the average
among the lowest 10% R values at any time after heat shock (J). These results indicate that both
the height of the initial peak and the subsequent baseline value increased with temperature.
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stant nuclear localization at 400 mM NaCl (8.5±9.0 hours, Fig. 4.4H). In particular for
400 mM NaCl, some experiments ended before the end of the pulse, and, hence, these
numbers represent a lower limit for the actual pulse duration. Pulse amplitude, in
contrast, did not significantly increase with salt concentration (1.14±0.06, 1.13±0.07
and 1.17± 0.08, respectively, Fig. 4.4G). It is important to note that the onset of os-
motic stress may not occur at hatching. Even though the eggshell is impermeable to
small molecules such as NaCl [141], larval movement is also known to soften the shell
around 1 hour prior to hatching [75]. This change in the mechanical properties of the
eggshell could thus be accompanied by an increase in permeability. In fact, at high
salt concentrations we observed that a fraction of embryos (3/18 at 300 and 10/32 at
400 mM NaCl) did not hatch normally, but rather stopped the active motion that typ-
ically occurs in late embryos prior to hatching [142]. In these animals, cessation of
embryonic motility was interpreted as hatching for analysis. Overall, changes in the
magnitude of osmotic stress translated into changes in the duration of DAF-16 pulses
and not their amplitude.

Finally, we exposed different animals in the early L1 larval stage to 31-33 ◦C, as
described in section 4.2.2. Immediately after the shift from 20 ◦C to the correspond-
ing temperature, DAF-16 translocated into the nucleus (Fig. 4.4D-F), which was then
rapidly followed by a decrease of the DAF-16 nuclear ratio R(t ) to a new baseline.
Both the height of the initial peak (1.2±0.1, 1.3±0.1 and 1.6±0.1 at 31, 32 and 33 ◦C,
respectively) and the subsequent baseline value (1.01±0.01, 1.1±0.2 and 1.43±0.06)
increased with temperature (Fig. 4.4I, J). At 31 and 32 ◦C, nuclear DAF-16 started
increasing again after ∼ 12 hours of heat exposure (Fig. 4.4D, E). Due to fast deterio-
ration of the microchamber hydrogels at 33 ◦C, we could only image the animals for
∼ 10 hours. During that time, in contrast to lower temperatures, there was no drop
in nuclear DAF-16, suggesting that exposure to 33 ◦C requires a sustained and strong
stress response (Fig. 4.4F). These observations show that the amount of DAF-16 pro-
teins in the nucleus upon the heat shock increases with the applied temperature.

Together, these results indicate that DAF-16 dynamics might not only encode the
information about the stress type, but also about its magnitude. Interestingly, the
adjustment to higher levels of stress were achieved differently for osmotic and heat
stress, highlighting the versatility of pulsatile dynamics to process different signals.

4.2.4. VARIABILITY IN DAF-16 DYNAMICS

DAF-16 dynamics showed variability among individual animals subject to identical
conditions, in particular in the number of DAF-16 peaks, their duration and the times
at which they occurred. To better characterize the inter-individual variability in DAF-
16 localization dynamics at different stresses, we first binarized DAF-16 localization
into cytoplasmic or nuclear (Fig. 4.5A-F), and calculated ϕN , the fraction of time
DAF-16 has spent in the nucleus since the onset of stress (Fig. 4.5G-I, see Methods).
For each individual, the value of ϕN at a particular time reflects its DAF-16 pulse dy-
namics history up until that time.

For starvation stress, all ϕN traces started at or rapidly dropped to zero, as after
hatching DAF-16 was typically localized in the cytoplasm. Right after, ϕN increased
for all traces as pulses initiated, although following variable paths, and finally they
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Figure 4.5: Variability in the dynamics of DAF-16 nuclear translocations. DAF-16::GFP sub-
cellular localization in individual larvae subject to (A, B) starvation stress, (C, D) osmotic stress
(200 mM NaCl) and (E, F) heat stress (32 ◦C). DAF-16 localization was classified as cytoplas-
mic or nuclear using a set R threshold (dashed line, see Methods), and localization traces were
converted into binary sequences (bottom panels). (G-I) Fraction of time DAF-16::GFP spent
in the nucleus (see Methods) as a function of time for (G) n = 17 larvae subject to starvation
stress, (H) n = 22 larvae subject to osmotic stress (200 mM NaCl) and (I) n = 21 larvae subject to
heat stress (32 ◦C). The highlighted lines in panels (G-I) correspond to animals in (A, B), (C, D)
and (E, F), respectively. These data show significant variability in DAF-16 localization pattern
among animals subject to identical stress conditions.
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converged towards ϕN = 1 after ∼ 20 hours, when long nuclear plateaus dominate
DAF-16 localization after prolonged exposure to stress (Fig. 4.5A, B, G).
Osmotic stress also displayed inter-individual variability. At 200 mM NaCl, DAF-16
was continuously localized to the cytoplasm in some animals, while others exhibited
multiple nuclear pulses (Fig. 4.5C, D). In contrast to starvation, ϕN traces followed
very different paths and did not steadily approach 1, even after prolonged exposure to
osmotic stress, reflecting the lack of long nuclear plateaus in pulsatile dynamics (Fig.
4.5H). For heat stress, DAF-16 dynamics followed a general and consistent pattern,
which is most apparent from the data averaged over all animals (gray band in Fig.
4.4D-F), with a high nuclear peak right after stress, followed by a decrease to a new
baseline and late nuclear translocations (Fig. 4.5E, F). Animal-to-animal variability
was most pronounced in the duration of the first peak and in the onset of the late
nuclear translocation (> 12 hours, Fig. 4.5I). Overall, there was significant variability
in DAF-16 localization pattern among animals subject to identical stress conditions.

4.2.5. DAF-16 TRANSLOCATIONS OCCUR IN ANTERIOR-TO-POSTERIOR

ORDER IN INTESTINAL CELLS

DAF-16 nuclear translocations appear highly synchronized between intestinal cells at
a 15-minute imaging interval (Fig. S4.1C). Potentially, such synchronization could be
established by an extracellular signal. If such signals are produced by a single cell or a
group of cells with a specific location inside the body, we would expect that some cells
sense and process the signal before others, potentially resulting in systematic differ-
ences in DAF-16 activation times between individual cells. Such differences were
not visible at the time resolution that allowed for imaging of DAF-16 pulse dynam-
ics for many hours. We therefore wondered whether temporal differences in DAF-16
translocations between cells would emerge when imaged at higher time resolution.

We performed high-speed imaging at 30-second time resolution, annotated the
identity of all intestinal cells (Fig. 4.6A) and quantified their individual DAF-16 nu-
clear ratio R(t ) at every time point during starvation stress (Fig. 4.6B). At this in-
creased time resolution, we could clearly observe the gradual translocation of DAF-16
in and out of the nucleus, a process which took around 20 minutes. DAF-16 translo-
cations were still highly coordinated among cells, but the R(t ) trajectories now ap-
peared slightly shifted in time for different cells (Fig. 4.6B). To examine whether there
was systematic delay between cells, we performed cross-correlation analysis of the
DAF-16 trajectories between each pair of cells (Fig. 4.6C). We then determined the
lag time τ, corresponding to the maximum of the cross-correlation curves, as a mea-
sure of the delay between the two cells. This was close to zero for neighboring cells
(i.e. no delay), for instance between cells Int2D and Int2V (Fig. 4.6C). In contrast, the
peak shifted to higher lag times for increasingly distant cells (Fig. 4.6C). To verify that
shifts in the curves indicate actual delays in the DAF-16 localization signal between
cells, we calculated their uncertainty using a model-independent Monte Carlo sim-
ulation (see Methods, Fig. S4.8). For instance, the signal from the Int2V cell seemed
to precede that from all other intestinal cells, i.e. all cross-correlation curves peaked
at a time larger than zero. However, the observed shift in the cross-correlation curve
was not statistically significant for its immediate neighbours, Int2D and Int3V, as the
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Figure 4.6: High time resolution imaging and cross-correlation analysis reveals sequential
DAF-16 dynamics in intestinal cells. (A) Intestinal cells in the starved L1 larva with corre-
sponding names (H1-wCherry). Scale bar is 15 µm. (B) DAF-16::GFP localization trajectories R
of individual intestinal cells in one L1 animal subject to starvation stress, imaged at 30-second
time resolution. Individual tracks are shifted along the y-axis for clarity. Possible delays be-
tween cells are not immediately obvious from visual inspection. (C) Cross-correlation of DAF-
16 localization trajectories from different pairs of cells also shown in (B). The lag time τbetween
each cell-pair is reflected in a shift of the cross-correlation peak, which here increases for cells
that are located further apart along the body. (D) Delay τ between Int2D and all other intestinal
cells. Error bars are estimated as the 95% confidence interval of the peak centroid distributions
obtained from Monte-Carlo simulations (see Methods). Data is averaged across n = 5 animals.
(E) Heatmap showing the delay τ between all pairs of intestinal cells, averaged across n = 5
animals. Gray squares indicate that the delay is not significantly different from 0 (τ = 0 lies
within the error bar). Overall, the trend indicates that delays in the DAF-16 translocation sig-
nal increase with the distance between the cells, and suggests that the stress response might be
synchronized throughout the body with an anterior-posterior propagating extracellular signal.
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98% confidence interval (represented by the error bars) included the value zero (Fig.
4.6D). Therefore, DAF-16 translocation seemed to occur without delay (at least within
less than 30 seconds difference) for these cells. The overall trend observed when com-
puting all cell-pair delays is an increasing delay in DAF-16 translocation for cells fur-
ther away from the head. In other words, DAF-16 translocations seem to occur in an
anterior-to-posterior wave in intestinal cells, where anterior cells are the first to dis-
play the pulse and subsequent cells follow within a few minutes in spatial order (Fig.
4.6E). Notably, the time scale of the delay in DAF-16 translocation between cells is ∼
5-10 times faster than the translocation process itself. Overall, these results are con-
sistent with an extracellular signal that travels from the anterior part of the body to
synchronize DAF-16 localization dynamics in intestinal cells.

4.2.6. DAF-16 DYNAMICS EXHIBITS PULSATILE DYNAMICS IN AN ENDOGE-
NOUSLY TAGGED STRAIN

Experiments shown in previous sections were performed on animals that carry the
integrated zIs356 transgene and likely overexpress DAF-16 above the physiological
level. Moreover, the zIs356 transgene only tags the DAF-16a/b isoforms, and not
the DAF-16d/f. While this work was in progress, we in parallel constructed an en-
dogenous translational fluorescent reporter, DAF-16::wrmScarlet, and an additional
single-copy strain (DAF-16::mNeonGreen) became available [143]. In these strains,
DAF-16 protein is present at a lower, physiological level, and all DAF-16 isoforms are
tagged.
For the DAF-16:mNeonGreen strain, we observed clear DAF-16 pulses in hypodermal
cells of L1 larvae subject to starvation (Fig. 4.7B). Pulses were less obvious in intesti-
nal cells under this condition (Fig. 4.7A), but clearly visible in unhatched embryos
subject to osmotic stress (400 mM, Fig. S4.9). For the DAF16::wrmScarlet, in con-
trast, we did not observe pulses in the L1 larvae subject to starvation stress. Instead,
DAF-16 slowly accumulated in the nuclei of intestinal cells and did not translocate
back to the cytoplasm, at least during the course of our experiment (∼ 10 hours, data
not shown). Nevertheless, pulses were observed in older animals (approximately L3-
L4 larval stage) upon late food depletion (Fig. S4.10A), similar to the zIs356 strain
(Fig. 4.1). Interestingly, in the DAF-16::wrmScarlet strain, the delay in DAF-16 nu-
clear translocation between anterior and posterior cells was more pronounced and
clearly visible in static images (Fig. S4.10B). Overall, the fact that we observe DAF-16
nuclear shuttling in single-copy strains further confirms that pulsatile dynamics is a
real physiological phenomenon.

4.2.7. FOXO3A UNDERGOES PULSATILE DYNAMICS IN HUMAN CELLS

We showed here that DAF-16 undergoes pulsatile dynamics in C. elegans under star-
vation stress. DAF-16 belongs to the FOXO family of transcription factors, which
is widely conserved across animal kingdom [111]. While daf-16 is the only FOXO
gene in C. elegans [118], it has four homologs in humans (FOXO1, FOXO3a, FOXO4
and FOXO6), which are involved in a wide range of age-related disorders, such as
Alzheimer’s disease, cancer and diabetes, among others [144]. Moreover, FOXO3a has
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Figure 4.8: FOXO3A undergoes pulsatile dynamics in human bone osteosarcoma U2OS cells.
(A) Fluorescence images of FOXO3A::GFP in a human bone osteosarcoma U2OS cell at 0% FBS,
at different times since the start of experiment, corresponding to the arrowheads in panel B
(lowest trace). Scale bar is 25 µm. (B) FOXO3A::GFP subcellular localization calculated as
the ratio R of average fluorescence intensity in the nuclei to that of the cytoplasm of U2OS
cells. Traces correspond to different individual cells and the lowest trace corresponds to the
cell shown in panel A. For visualization, the 3 upper traces were shifted by 0.5, 1 and 1.5 in R,
respectively.

been associated with extended lifespan in humans [144]. It is thus an intriguing ques-
tion, whether pulsatile dynamics is specific to C. elegans or rather a general feature of
insulin signaling.

To answer this question, we transfected human osteosarcoma U2OS cell line with
a plasmid carrying FOXO3A::GFP. In vitro cell culture is usually supplemented with
10% fetal bovine serum (FBS) that provides cells with growth factors and nutrients
necessary for growth and proliferation. To induce starvation stress, we placed U2OS
cells in 0% FBS media and followed FOXO3A::GFP subcellular localization for ∼ 20
hours. Strikingly, we indeed observed that in most cells FOXO3A translocated be-
tween the nucleus and cytoplasm in repeated pulses (Fig. 4.8). These pulses occurred
at a much slower pace than in C. elegans, with a ∼ 5−10-hour period. Overall, our re-
sults indicate that pulsatile regulation by FOXO transcription factors might be a gen-
eral feature of the insulin signaling pathway.
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4.3. DISCUSSION

In the current model of the IIS pathway, DAF-16 is thought to translocate to the nu-
cleus upon stress and remain there until the stress has passed [122]. Here, in contrast,
we have shown that DAF-16 undergoes pulsatile dynamics, shuttling between the cy-
toplasm and the nuclei of intestinal cells in a coordinated manner, in newly-hatched
C. elegans larvae subject to constant levels of environmental stress (Fig. 4.1C-D).
These pulses occurred as a result of different stresses and depended on the upstream
activity of the insulin receptor DAF-2, suggesting that pulsatile dynamics is an intrin-
sic feature of the animal’s stress response (Fig. 4.1E, Fig. 4.2).

Pulsatile dynamics is currently emerging as a widespread mechanism of tran-
scription factor regulation in various systems [138]. Common general elements be-
hind pulse generation have been identified, such as non-linearity, noise and feedback
control [138]. Non-linearity implies that a small change in the upstream pathway,
impacting the signaling state of the cell, would lead to a sudden switch in the subcel-
lular localization of a transcription factor, e.g. sudden translocation of DAF-16 into
the nucleus. The second common prerequisite of pulsatile dynamics - feedback con-
trol - ensures that the transcription factor eventually moves back to the cytoplasm, by
activating factors that interfere with the upstream pathway. We envision two qualita-
tively different mechanisms by which this can occur. First, such factors could act in
a purely intracellular manner, for instance by influencing the activity of the proteins,
such as AKT-1/2, that control DAF-16 phosphorylation and, thus, DAF-16 localiza-
tion. Alternatively, such factors could be secreted outside of the cell. Here, interesting
candidates would be the insulin-like peptides (ILPs), which impact DAF-16 phospho-
rylation and nuclear translocation through the DAF-2 receptor. In this mechanism,
nuclear DAF-16 induces expression of ILPs, which are later secreted out of the cell
and bind to the DAF-2 receptor, thereby causing phosphorylation of DAF-16 and its
cytoplasmic retention. In line with this notion, DAF-16 has been shown to induce
expression of different ILPs [116, 145].

In addition, we have shown here that DAF-16 translocation dynamics differs de-
pending on the type and the magnitude of the applied stress (Figs. 4.3 and 4.4). How
these differences in translocation dynamics arise remains to be discovered. One at-
tractive possibility is that the vast repertoire of ILPs provides the flexibility needed to
encode diverse upstream conditions into distinguishable patterns of DAF-16 translo-
cation dynamics. Indeed, C. elegans has at least 40 different ILPs that either stim-
ulate or antagonize insulin signaling, by binding to the sole insulin receptor DAF-2
[115, 146]. The ILP family has a complex spatiotemporal expression pattern and is
likely to exhibit complicated patterns of redundancy, where groups of ILPs function
together to initiate an appropriate response under different environmental condi-
tions [117]. One could speculate that the differences in DAF-16 localization dynam-
ics at different stresses reflect DAF-2 activity modulation by the binding of different
combinations of ILPs. For instance, it has been shown that the ILPs daf-28, ins-6 and
ins-1 encode different sensory cues to promote two distinct developmental switches,
namely entry into (ins-1) and exit from (daf-28 and ins-6) dauer arrest [147]. At the
same time, other signaling pathways could function in parallel to the IIS to impact
DAF-16 phosphorylation [148].
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Why cells would engage in such diverse transcription factor dynamics in response
to different stresses is another open question. An attractive possibility is that different
DAF-16 translocation patterns encode information about the type and magnitude of
stress, and are then decoded to activate tailored downstream gene expression pro-
grams. Indeed, this phenomenon, termed dynamic multiplexing, has been observed
in several biological systems [138]. Examples include the transcription factors NF-κB
in mammalian cells and Msn2 in yeast, both of which exhibit pulsatile dynamics that
depend on the input signal. Differential gene expression is achieved through the dif-
ferent binding properties and activation kinetics of the target promoters, which are
typically classified as those that need a persistent transcription factor activation and
those that do not [133, 135, 149–151]. Similar mechanisms could be involved in the
IIS pathway in C. elegans. In the future, simultaneously monitoring the dynamics of
DAF-16 pulses and the expression of its direct target genes could provide insight into
how the observed differences in DAF-16 translocation dynamics between different
types and magnitudes of stress are converted into differential gene expression.

A common feature of DAF-16 dynamics for all stresses examined here was sig-
nificant variability in pulse duration and frequency for individual animals subject to
identical environmental conditions (Fig. 4.5). Such variability is likely to be prop-
agated and amplified downstream, to the expression of DAF-16 target genes. Inter-
estingly, it was previously shown that exposure to transient heat stress causes a large
variation in stress response among the isogenic C. elegans population, measured by
the induction of chaperone hsp-16.2, a known stress-response gene [152, 153]. In-
deed, a stronger response correlated with increased subsequent longevity and stress
resistance, but reduced progeny, reflecting a trade-off between survival of stress and
proliferation [153]. Moreover, the amount of time DAF-16 remained in the nucleus
after exposure to transient heat stress varied among individuals and correlated with
the increased chaperone induction. It is thus a compelling idea that inter-individual
variability in DAF-16 dynamics at constant levels of stress, observed in our work,
would likewise serve to diversify the stress response within the population, thereby
increasing survival chances [153]. As a species that lives in an unpredictable, rapidly
changing environment, C. elegans might employ such bet-hedging strategies to en-
sure the flexibility and adaptability of its species. Such strategy would be particularly
advantageous when dealing with transient stresses. For example, when encountering
a region with high osmolarity, it might not always be advantageous to mount a strong
and costly stress response, as the stress might pass quickly. While our observations
likely indicate actual animal-to-animal variability, one should also consider possible
effects of environmental variations, such as temperature or salt gradients inside the
sample, which were not taken into account here.

DAF-16 pulsing is highly synchronized between different cells in the body, al-
though for intestinal cells an anterior-posterior switching order emerged when ex-
amined at high time resolution (Fig. 4.6). One could envision two different models to
explain the observed sequential nuclear translocations. A first model would involve
the periodic emission of an extracellular signal by pacemaker cells at the anterior re-
gion of the body – e.g. neurons. This pulsatile signal would propagate through the
body and be sensed by intestinal cells in spatial order to induce a switch in DAF-16



4

70 4. STRESS DISCRIMINATION BY DAF-16/FOXO NUCLEAR TRANSLOCATION PULSES

subcellular localization (pacemaker model). Alternatively, cells could generate DAF-
16 pulses autonomously, secreting in the process signalling molecules that diffuse
and synchronize DAF-16 dynamics in neighbouring cells. Both of these models rely
on the presence of a diffusible signal, and again ILPs are interesting candidates, as
they are known to be secreted both by head neurons and intestinal cells [115–117]. In
the first model, anterior pacemaker cells, e.g. neurons, would emit ILPs in a pulsatile
fashion, orchestrating all intestinal cells, while in the local synchronization model,
ILPs would be secreted by an intestinal cell upon DAF-16 activation, and sensed by
their neighbours. To explore these possible scenarios, it would be interesting to per-
turb ILP secretion in certain cells, e.g. head neurons. If these cells act as pacemakers,
such perturbation would alter the DAF-16 oscillations in other cells.

Importantly, most of the experiments in this study were performed on transgenic
animals that likely have multiple copies of the daf-16 gene and hence overexpress
DAF-16 above the physiological level. Moreover, the zIs356 transgene only tags the
DAF-16a/b isoforms, while leaving out DAF-16d/f, which could thus provide an in-
complete picture on DAF-16 dynamics. However, the fact that we also observed DAF-
16 pulses in the single-copy strains suggests that pulses are a true, general feature of
DAF-16 dynamics. These preliminary results form the basis for further investigation.

Finally, in addition to C. elegans, we have also observed pulsatile dynamics in
FOXO3A, a human ortholog of DAF-16, in starving human osteosarcoma cells (Fig.
4.8). These findings suggest that, rather than being a phenomenon specific to C. el-
egans, pulses are a general feature of the insulin signaling pathway. In the future,
it will be important to establish both whether pulsatile dynamics occurs in DAF-
16/FOXO orthologs in other systems and whether pulsatile translocation dynamics
of transcription factors is a general phenomenon that is more widespread in C. ele-
gans.

I would like to thank M. Olmedo for constructing the DAF-16::wrmScarlet strain and perform-
ing genetic crosses, M. Sánchez-Romero for the FOXO3A experiments in human cells, and B.
Demirbas for performing the DAF-16::mNeonGreen experiments, as well as for his contribu-
tion to the cross-correlation analysis.
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4.4. METHODS

4.4.1. C. elegans EXPERIMENTAL METHODS

STRAINS

To study DAF-16 protein dynamics, we used the existing transgenic line zIs356[Pdaf-
16::daf-16a/b-gfp; rol-6] IV, which expresses a functional DAF-16::GFP fusion protein.
To easily detect positions of all intestinal nuclei, we crossed it into the stIs10131[elt-
7p::H1-wCherry + unc-119(+)] strain that expresses a histone-wCherry protein fu-
sion that localizes specifically to the nuclei of intestinal cells. This strain was used
in most experiments presented in this Chapter. To study how pulsatile dynamics is
modulated by the DAF-2 insulin receptor, we crossed zIs356[Pdaf-16::daf-16a/b-gfp;
rol-6] IV; stIs10131[elt-7p::H1-wCherry + unc-119(+)] strain into daf-2(e1368) or daf-
2(e1370) strains. Both e1368 and e1370 are hypomorphic alleles, but e1368 contains
a substitution of a single amino acid in the ligand-binding domain, while e1370 (the
stronger allele), on the other hand, has a substitution in the kinase domain of the in-
sulin receptor [114]. For DAF-16 single-copy experiments (Section 3.2.6.), we used
two endogenous translational fluorescent reporter lines,
daf-16(ot853[daf-16::mNeonGreen::AID])[143] and uos5[DAF-16::wrmScarlet]. The con-
struction of the latter, as well as all the crosses were performed by our collaborators,
in the lab of María Olmedo (Sevilla).

SAMPLE PREPARATION

Polyacrylamide hydrogels with a micro-chamber array were prepared as described in
Chapter 2. For osmotic stress experiments, hydrogels were stored in 200, 300 or 400
mM NaCl solutions for at least one week prior to the experiment. For all experiments
except starvation stress, microchambers were filled with E. coli bacteria and one C. el-
egans embryo was placed in each chamber, as described in Chapter 2. For starvation
experiments, eggs were isolated by bleaching to remove the bacteria and placed one
by one inside different microchambers filled with liquid M9 media. For dietary re-
striction experiments, OP50 bacteria was grown overnight in LB medium and diluted
prior to the experiment to achieve a low cell density (4.32×108 cells/ml).

TIME-LAPSE MICROSCOPY

To achieve high-throughput analysis of DAF-16 fluorescence in intestinal cells, we
performed simultaneous 2-color imaging of DAF-16::GFP and H1::mCherry, a protein
fusion that localizes specifically to the nuclei of intestinal cells and thus constitutes a
good nuclear marker. Z-stacks with ∼ 9 images were collected every 15-minutes for
most experiments. Cell synchronization experiments were performed with a 30 sec-
ond time resolution.
The temperature control system (see Chapter 2) was used to maintain a constant tem-
perature of 20 ◦C inside the sample. For the heat stress experiments, animals were
allowed to hatch at 20 ◦C, followed by a sudden temperature increase to 31, 32 or 33
◦C. It should be noted that there is substantial background autofluorescence from the
bacterial lawn, which contributes to the differences in peak amplitude between star-
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vation (no bacteria) and osmotic or heat stress (with bacteria) experiments. There-
fore, the absolute values of the peak amplitudes cannot be directly compared.

4.4.2. SEGMENTATION OF INTESTINAL CELLS

Custom Python software was used to calculate DAF-16::GFP fluorescence intensity in
the nucleus and cytoplasm of intestinal cells.

We processed the H1-wCherry signal (marker for intestinal nuclei) in order to ob-
tain precise boundaries of cells nuclei. First, at each time point, the z-stack was re-
duced to the maximum intensity projection, and the worm was segmented from the
background using the Otsu method. To speed up computation time, the projected
image was cropped to a rectangular region encompassing only the worm, thus re-
moving most background areas. Next, the edges of individual nuclei were detected
from the image gradient, which was calculated using the Sobel filter. Finally, a water-
shed segmentation algorithm was applied to the image gradient to isolate and label
the nuclei and to generate a binary mask (see Fig. S4.1B). For each individual nucleus,
the focal plane with the maximum average fluorescence intensity was selected as the
optimal focal plane.
To obtain the mask for the cytoplasmic region, the nuclear mask was first expanded
by dilation and subsequently subtracted from the expanded mask, resulting in a nar-
row ring surrounding the nucleus (cytoplasmic mask, see Fig. S4.1B). Finally, for each
cell the average fluorescence intensity inside the nuclear and cytoplasmic masks was
evaluated at the optimal focal plane. To analyze DAF-16::GFP in each cell indepen-
dently (Fig. 4.6B, Fig. S4.1C), segmented cells were manually annotated. All time-
lapse movies were carefully inspected by eye and showed no disagreement with DAF-
16 localization trajectories obtained by automatic quantification.

4.4.3. DATA ANALYSIS

QUANTIFICATION OF DAF-16 LOCALIZATION AND CONVERSION TO BINARY SEQUENCES

DAF-16::GFP subcellular localization was quantified as the ratio R of average fluo-
rescence intensity in the nucleus to that in the cytoplasm of intestinal cells. Since
DAF-16 localization trajectories appeared almost identical in all intestinal cells at a
15-minute time resolution (Fig. S4.1C), they were averaged for the ease of analysis,
unless otherwise stated.

To perform quantitative analysis of pulsatile dynamics, we first needed to discrim-
inate nuclear from cytoplasmic localization of DAF-16. Cytoplasmic localization was
assigned from the average baseline in R(t ) trajectories. Due to high autofluorescence
of E. coli bacteria in the microchambers, we cannot directly compare DAF-16::GFP
signal in animals grown with and without bacteria, and hence a different baseline
was computed for each case. For starvation stress (Fig. 4.5A, B), cytoplasmic level
Rstarv was defined as the mean value of the lowest 10 percentile values in R(t ) trajec-
tories after hatching, averaged over animals grown in the absence of food at 20 ◦C.
For osmotic stress experiments (Fig. 4.5C, D), the cytoplasmic level Rosm was defined
as the mean value of R(t ) trajectories after hatching, averaged over all animals in the
control condition (20 ◦C ad libitum food in the absence of stress). For heat stress (Fig.
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4.5E, F), the cytoplasmic level R temp was instead calculated using the new baseline af-
ter the onset of stress (as described in the next section). Next, thresholds R∗

starv, R∗
osm

and R∗
temp were obtained by multiplying the baseline values Rstarv, Rosm and R temp re-

spectively by a fixed factor of 1.05. Finally, values above the corresponding threshold
were classified as nuclear localization, thus generating a binary sequence of nuclear
to cytoplasmic localization from R(t ) trajectories (Fig. 4.5A-F, lower panels).

ANALYSIS OF PULSE CHARACTERISTICS

DAF-16 pulses under osmotic stress were characterized by their duration and ampli-
tude (Fig. 4.4G, H). For each pulse, duration was defined as the time the R(t ) value
was uninterruptedly above the threshold R∗

osm. Pulse amplitude was defined as the
maximum R(t ) value within the pulse. To limit artifacts, only pulses that lasted longer
than a single time-point were taken into account.
The amplitude of the initial nuclear peak upon heat stress (Fig. 4.4I) was character-
ized by finding the maximum R(t ) value within 3 hours after the onset of heat stress.
The subsequent baseline (Fig. 4.4J) was calculated as the average value of the lowest
50th percentile values in R(t ) trajectories within 3 hours after the onset of heat stress.

AUTOCORRELATION ANALYSIS

Pulse periodicity was assessed with auto-correlation analysis. We compared each
trace with itself after introducing a varying lag time. For each lag time we calculated
the Pearson correlation coefficient and obtained the curves shown in Fig. 4.3D and
Fig. S4.6. We next fitted the curves to the function:

Ae−τ/λ sin
( τ

2πT
+φ

)
+B +Cτ+Dτ2 +Eτ3

Which includes an exponential term to account for damping, a polynomial term
to account for shifts and drifts in the signal, and an oscillatory term that provides the
period of oscillations. Only the periods from traces whose characteristics were clearly
oscillatory and whose fit was visibly successful were considered for calculating the
pulsing periodicity (Fig. S4.6), while all the curves were used to compute the averaged
auto-correlation function (Fig. 4.3E).

VARIABILITY ANALYSIS (FRACTION OF TIME SPENT IN THE NUCLEUS)

To better characterize the inter-individual variability in DAF-16 localization dynam-
ics at different stresses, we calculated φN , the fraction of time DAF-16 has spent in
the nucleus since the onset of stress. First, DAF-16 localization was classified as cyto-
plasmic or nuclear using a set R(t ) threshold (Fig. 4.5A-F, dashed line), and localiza-
tion traces were converted into binary sequences (Fig. 4.5A-F, bottom panels). After
any period of time ∆T , the total amount of time spent in the nucleus TN is the sum
of all time points (tN ,i ) for which DAF-16 localization was classified as nuclear, i.e.

TN =
∆T∑
i=0

tN ,i . The fraction of time spent in the nucleus φN (Fig. 4.5G-I) was hence
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computed as TN divided by ∆T . For each time point, the value of φN is then a mea-
sure of the past history (how much time has DAF-16 spent in the nucleus up to that
time point).

MODEL-INDEPENDENT MONTE CARLO SIMULATION FOR DETERMINING INTERCELL LAG

TIME UNCERTAINTIES

To detect potential cell-to-cell delays in DAF-16 translocation dynamics, we com-
puted cell-pair cross-correlations and quantified the lag time as the position of the
distribution maximum (Fig. 4.6C)[154]. The peak position is subject to uncertain-
ties due to the propagation of measurement error, intrinsic cellular noise, and a finite
sampling rate. Large uncertainties in the peak position challenge the fact that any ob-
served lag is ’real’, i.e. whether a non-zero lag is statistically significant. Uncertainties
in the cross-correlation lag times were calculated using a model-independent Monte
Carlo simulation [155]. First, a random set of N points was selected from the original
time series data (also consisting of N points per measurement), regardless of whether
any point was previously chosen. Points that were selected multiple times were then
adjusted so that they are only included once, reducing the final size of the set. The
temporal order of the sampled points was retained by re-ordering them after the ran-
dom selection. The set was generated for the time series of two different cells, i.e. the
same time points were selected for both signals, which were then cross-correlated
(Fig. S4.8A). Values above 0.8 · rmax (where r max is the maximum value of the cross-
correlation curve) were used to calculate the centroid of the peak [155]. This proce-
dure was iterated 1000 times, and a histogram of centroid lag times was constructed
(Fig. S4.8B). The mean of the distribution was used as the delay between any given
pair of cells, and the 95% confidence interval (corresponding to two standard devi-
ations in a normal distribution) as its error. If the confidence interval for any given
cell-pair lag time included the value zero, the DAF-16 dynamics delay between the
cells was considered not significant.
As a control, again N data points were randomly extracted from the time series, but
not temporally re-ordered, and signals were cross-correlated (Fig. S4.8C). The peak
position histogram after 1000 iterations displayed a sharp peak at zero (Fig. S4.8D),
which confirms that the observed delays are not an artifact from the data.

4.4.4. HUMAN CELLS EXPERIMENTAL METHODS

All experiments with human cells were performed by our collaborator, María Antonia
Sánchez-Romero from the University of Sevilla.

CONSTRUCTION OF GFP-FOXO3A PLASMID

A human FOXO3a cDNA was cloned into pEGFP-C1 (Clontech Laboratories) to gen-
erate the GFP-FOXO3A plasmid.

HUMAN EPITHELIAL CELLS USED IN THIS STUDY

U20S human epithelial cells (H2B-RFP7 Hygroo-1, a gift from Dr. Israel Salguero,
a member of Dr. Steve Jackson’s laboratory) were grown in in Dulbecco’s modified
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Eagle medium (DMEM) supplemented with 10% fetal calf serum (FBS) and 2 mM
L-glutamine (Sigma-Aldrich). Cells were maintained in a 5% CO2 humidified atmo-
sphere at 37 ◦C. U20S cells were transiently transfected with GFP-FOXO3a expression
plasmid.

TRANSIENT TRANSFECTION OF HUMAN EPITHELIAL CELLS

U2OS cells were transfected by electroporation using the GFP-FOXO3a expression
plasmid. Briefly, approximately 107 cells were trypsinized, washed with cold PBS, and
then resuspended in 200 µl of DMEM supplemented with 15 mM HEPES pH 7.4. 6 µg
of plasmid DNA was mixed with H2O and NaCl (final concentration of 200 mM) in 50
µl of final volume, and added to the cell suspension. The cell–DNA mixture was then
incubated on ice for 10 min and electroporated using a Gene Pulser Xcell (BioRad) at
a setting of 950 µF, 720 Σ and 240 V in 0.4-cm transfection cuvettes. Cells were incu-
bated on ice for an additional 10 min, diluted 1:20 in DMEM supplemented with 10%
FBS, and seeded into µ-slide 8 well plates (Ibidi). Transfected human cells were in-
cubated at 37 ◦C with 5% CO2. After 24 hours of incubation, cells were washed twice
with phosphate buffered saline (PBS) to eliminate debris of cells, and incubated in
fresh DMEM medium without red phenol and supplemented with 2 mM L-glutamine
(Sigma-Aldrich).

ASSAY IN U20S EPITHELIAL CELLS

Transfected U2OS epithelial cells were seeded in 8-well plates (Ibidi) the day before
the assay. 24 hours after electroporation transfections, cells were washed twice with
PBS and incubated in a fresh medium without phenol red and supplemented with
2 mM glutamine (Sigma-Aldrich). Different amount of FBS were added to the fresh
medium when the effect of FBS was analyzed. After 15 minutes, 8-well plates contain-
ing epithelial cells expressing GFP-FOXO3a were placed in a fluorescence microscope
equipped with an incubation system and images were captured.

FLUORESCENCE MICROSCOPY

Images were captured with a Zeiss Apotome fluorescence microscope equipped with
a 10x Plan Apochromat objective and an incubation system that covers every require-
ment in the cultivation and observation of living cells (37 ◦C; 5% CO2). Pictures were
taken at different times using an Axiocam 506 camera, and the images were analyzed
using ImageJ software (Wayne Rasband, Research Services Branch, National Institute
of Mental Health, MD, USA).
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4.5. SUPPLEMENTARY FIGURES
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Figure S4.1: Automated quantification of DAF-16 pulse dynamics. (A) Single animal con-
strained in a microchamber without food. Scale bar is 100 µm, time is relative to hatching, (B)
Fluorescence images of DAF-16::GFP (top panel) and intestinal marker H1-wCherry (middle
panel) in the intestinal cells of L1 larva. Bottom panel shows the binary mask of the nuclei
(gray) and cytoplasm (red) of the intestinal cells, (C) DAF-16::GFP subcellular localization cal-
culated as the ratio of average fluorescence intensity in the nuclei and the cytoplasm of indi-
vidual intestinal cells.
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Figure S4.2: Fluorescent images of DAF-16::GFP in L1 larva subject to starvation at (A) 1 h
and (B) 5.5 h after hatching. Upper and lower panels are different focal planes. Arrows mark
some intestinal cells (magenta), hypodermal cells (cyan) and head neurons (white). DAF-16 is
localized to the cytoplasm (A) and to the nucleus (B) in all cells, which shows that pulsing is
synchronized between different types of cells along the animal body. Images correspond to the
same animal as in Fig. 4.1B-E.



4

78 4. STRESS DISCRIMINATION BY DAF-16/FOXO NUCLEAR TRANSLOCATION PULSES

1

2

3

R

daf-2(e1368)

1

2

3

R

1

2

3

R

0 5 10 15
Time after hatching (hours)

1

2

R

daf-2(e1370)

0 5 10
Time after hatching (hours)

A

B

C

G

D

E

F

H + food+ food

Figure S4.3: DAF-16 pulsatile dynamics in different daf-2 alleles. DAF-16 localization tra-
jectories R(t ) in the intestinal cells of single daf-2(e1368) or daf-2(e1370) larvae. daf-2(e1368)
mutation affects the conformation of the extracellular domain of the insulin receptor and par-
tially impairs its proper activation, while daf-2(e1370) disrupts receptor’s kinase activity. (A-C)
In daf-2(e1368) animals subject to starvation stress, one or two DAF-16 nuclear pulses are ob-
served in the first∼ 5 hours after hatching, followed by nearly constant nuclear localization. (D-
F) daf-2(e1370) animals subject to starvation stress exhibit constant nuclear DAF-16 localiza-
tion. (G) In the presence of food (i.e. no stress), DAF-16 nuclear concentration in daf-2(e1368)
animals is marginally higher than in wild-type (dashed line). (H) In contrast, daf-2(e1370) an-
imals exhibit clear nuclear localization. Overall, these data show that daf-2(e1370) mutation
results in stronger DAF-16 activation, compared to daf-2(e1368), both under starvation and in
the presence of food. The traces correspond to the average signal in the Int1 cells and were
analyzed manually.
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Figure S4.4: DAF-16 dynamics under heat stress. (A) Fluorescence images of DAF-16::GFP in
the intestinal cells of L1 larva before and after the onset of heat stress (32 ◦C), corresponding
to the arrowheads in panel (B). Scale bar is 20 µm. Images were computationally straightened
(details in Chapter 2). (B) DAF-16::GFP localization trajectory R in larva grown in abundance
of E. coli bacteria at 20 ◦C, followed by a shift in temperature to 32 ◦C (red line).
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Figure S4.5: DAF-16 dynamics under osmotic stress. (A) Fluorescence images of DAF-16::GFP
in the intestinal cells of L1 larva subject to osmotic stress (300 mM NaCl), corresponding to the
arrowheads in panel (B). Scale bar is 20 µm. (B) DAF-16::GFP localization trajectory R in larva
grown in abundance of E. coli bacteria at 20 ◦C, in the micro-chambers that were stored in 300
mM NaCl solution prior to the experiment.
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Figure S4.6: Quantification of the period of DAF-16 pulses during starvation. (A-E) DAF-
16::GFP localization trajectories R (upper panels) and the corresponding auto-correlation
functions (lower panels). Red line is a fit to the data (see Methods). Only periods from fits
that showed clear oscillations were considered (9/17). For example, panel E was discarded as
the auto-correlation does not display clear oscillations. (F ) Period of DAF-16::GFP oscillations
during starvation stress at 15, 20 and 25 ◦C. Period decreases with temperature and is 3.3±0.6,
2.2±0.3, 2.0±0.5 hours, respectively (n15 = 9, n20 = 9, n25 = 13).
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Figure S4.7: DAF-16 pulses only occur under complete lack of food. (A, B) Transmitted light
images of L1 larva grown at low E. coli concentration (4.32× 108 cells/ml) at 20 ◦C, immedi-
ately after hatching (A) and 2 hours after hatching (B). Scale bar is 100 µm. (C) DAF-16::GFP
localization trajectory R in L1 larva grown in the absence of E. coli bacteria at 20 ◦C (prepared
by bleaching, see Methods). The first nuclear pulse occurs within minutes after hatching (see
also Fig. 4.1D). (D) DAF-16::GFP localization trajectories R in four different L1 larvae grown
at low E. coli concentration (4.3×108 cells/ml) at 20 ◦C. The first nuclear pulse takes place af-
ter 2 hours, once there is almost no food available in the chamber. Arrowheads correspond to
images in (A) and (B). For visualization, traces were shifted by 0, 1, 2 and 3 in R, respectively.
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Figure S4.8: Uncertainty estimation of delay between cells using Monte Carlo simulations.
(A) Cross-correlations of DAF-16 localization trajectories between Int2V and Int8R cells. The 10
different curves are generated from 10 different subsets randomly sampled from a single worm
using Monte Carlo simulations. The average peak position or delay (τ, solid black line) clearly
differs from 0 (dashed gray line). (B) Distribution of peak positions or delays for 1000 cross-
correlation random subsets. (C) Cross-correlations of scrambled DAF-16 localization trajec-
tories (see Methods), between Int2V and Int8R. (D) Distribution of peak positions or delays
for 1000 cross-correlation subsets of scrambled trajectories. For the scrambled data there is
no delay, which indicates that the delay observed between cells with unshuffled data is not an
artifact.
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Figure S4.9: DAF-16 pulsatile dynamics in an endogenously tagged strain. Fluorescent im-
ages of DAF-16::mNeonGreen (endogenously tagged) strain focusing on (A) intestinal cells and
(B) hypodermal cells in an embryo subject to osmotic stress (400 mM NaCl). Time from hatch-
ing. DAF-16 is mostly localized to the cytoplasm (first and third panels) and to the nucleus
(second and fourth panels).
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Figure S4.10: DAF-16::wScarlet pulsatile dynamics in the single-copy strain. Fluorescence
images show DAF-16::wrmScarlet subcellular localization in the intestinal cells of L3 larva,
grown in the small 190 × 190 × 10 µm microchambers filled with E. coli bacteria. (A) Puls-
ing of DAF-16::wrmScarlet is observed when food becomes scarce and the growing larvae be-
comes visibly compressed inside the small microchamber. (B) Transition from nuclear to cyto-
plasmic DAF-16::wrmScarlet localization reveals order in intestinal cells (at 40.75 hours DAF-
16::wrmScarlet is still localized to the nucleus in posterior, but not in anterior cells). Scale bar
is 50 µm.
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SUMMARY

Multicellular development is a sequence of genetically programmed, intricately linked
micro- and macroscopic events that start from a single cell - zygote - and lead to the
formation of a functional individual, primed for survival and reproduction. All devel-
opmental events, from gene expression to cell division, differentiation and migration,
as well as tissue and organ formation, have to follow a precise temporal and spatial
order, as the smallest mistake can be detrimental. Development is remarkably repro-
ducible, despite occurring under a wide variety of environmental conditions, such as
nutrient availability and temperature, and being subject to a substantial amount of
molecular noise. In this thesis, we use the nematode worm Caenorabditis elegans as
a model system to investigate i) how the timing of development adjusts to changes
in the outside world and ii) how organisms respond to external stresses that do not
support normal developmental progression. C. elegans is an ideal model organism
to address these questions, due to its simplicity, stereotypical developmental pattern
and the vast extent to which its biology and genetics are known.

While studying C. elegans embryonic development is relatively straightforward,
post-embryonic development presents a challenge to imaging as animals move around
in order to feed. The lack of reliable long-term time-lapse microscopy techniques
thus precluded the progress on studying many developmental processes in individ-
ual animals. In Chapter 2 we introduce a time-lapse microscopy technique that al-
lows following the full (post-)embryonic development of individual C. elegans larvae
at single cell resolution. By placing single embryos inside microfabricated chambers,
it is possible to apply controlled environments, including food, osmolarity or temper-
ature. Fast image acquisition coupled with (semi-) automated image analysis then al-
lows monitoring single cells inside the motile, normally developing larvae. This setup
allows us to monitor tens of individual worms in parallel under identical conditions,
which enables the investigation of processes and events that are not accessible by
population studies. We further show two proof-of-principle examples that were tech-
nically challenging with previous approaches: studying the dynamics of oscillatory
gene expression as well as the timing of cell divisions to obtain detailed lineages in
individual animals. In subsequent chapters we use this time-lapse microscopy tech-
nique to address relevant questions in the fields of C. elegans development and stress
response.

In spite of large variations in size, organisms maintain proportion through spa-
tial scaling, where spatial patterns of gene expression scale with the size of the or-
gan or embryo. As shown in Chapter 3, we now find that the concept of scaling also
extends to the time dimension of development. We show that different individuals,
while genetically identical and exposed to the same conditions, exhibit variability in
their developmental progression but, remarkably, the relative timing of individual de-
velopmental events is preserved. Temporal scaling is even more evident when devel-
opment is prolonged externally by changing the environmental conditions, such as
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temperature and diet. Notably, temporal scaling is also observed in lin-42/Period mu-
tants, in which developmental timing is strongly perturbed. Overall, these findings
indicate that temporal scaling is a key strategy to maintain correct developmental
timing under diverse conditions.

Larval development of C. elegans arrests at particular developmental checkpoints
under conditions of environmental stress, such as starvation, osmotic shock and high
temperature. An important mediator of these arrests is the highly conserved insulin/
insulin-like growth factor-1 (IIS) pathway. This pathway not only induces arrests,
but also mounts a protective response that is specific to different stresses, through
proteins called transcription factors that turn many genes on or off as a response to
stress. In Chapter 4, we study how the IIS pathway can discriminate between dif-
ferent stresses (starvation, heat or osmotic stress) to mount a tailored response, un-
der conditions that result in developmental arrest in the L1 larval stage. The current
view, based on population studies and static images, proposes that DAF-16, the major
transcription factor involved in stress response and a key output of the IIS pathway,
is localized in the cytoplasm during normal developmental conditions and translo-
cates to the nucleus during stress. However, this model does not explain how a single
pathway can discriminate between stresses. Our time-lapse microscopy technique
enabled DAF-16 protein dynamics to be imaged for the first time in single animals,
revealing an unexpected observation. Upon exposure to a constant level of stress,
DAF-16 exhibits complex localization dynamics, shuttling back and forth between
the nucleus and the cytoplasm in a pulsatile fashion. Pulse characteristics are dif-
ferent for diverse types and magnitudes of stress, suggesting a potential mechanism
to discriminate between stresses in order to enable differential gene expression. No-
tably, DAF-16 pulses are highly synchronized among cells along the body, with a short
anterior-posterior delay that suggests the presence of a synchronization signal that
moves through the body. Finally, we show that the DAF-16 homolog FOXO3a exhibits
pulsatile dynamics in mammalian cells at low nutrient levels, suggesting that DAF-
16/FOXO translocation pulses are a general and so far unrecognized feature of insulin
signalling.



SAMENVATTING

Meercellige ontwikkeling is een opeenvolging van genetisch geprogrammeerde, nauw
met elkaar verbonden micro- en macroscopische gebeurtenissen die beginnen met
een enkele cel – de zygote - en leiden tot de vorming van een functioneel individu,
dat in staat is om te overleven en zich voort te planten. Alle ontwikkelingsprocessen,
van genexpressie tot celdeling, differentiatie en migratie, evenals weefsel- en orgaan-
vorming, moeten een precieze temporele en ruimtelijke orde volgen, omdat de klein-
ste fout al schadelijk kan zijn. Ontwikkeling is opmerkelijk reproduceerbaar, gezien
het feit dat het plaatsvindt onder een grote verscheidenheid aan omgevingscondities,
zoals de beschikbaarheid van voedingsstoffen en temperatuur, en onderhevig is aan
een aanzienlijke hoeveelheid moleculaire ruis. In dit proefschrift gebruiken we de
nematode worm Caenorabditis elegans als modelsysteem om te onderzoeken: i) hoe
de timing van ontwikkeling zich aanpast aan veranderingen in de buitenwereld en ii)
hoe organismen reageren op externe stressoren die normale ontwikkeling verhinde-
ren. C. elegans is een ideaal modelorganisme om deze vragen aan te pakken, vanwege
zijn eenvoud, stereotype ontwikkelingspatroon en de grote mate waarin zijn biologie
en genetica bekend zijn.

Terwijl het bestuderen van de embryonale ontwikkeling van C. elegans relatief
eenvoudig is, vormt de postembryonale ontwikkeling een uitdaging voor het ma-
ken van microscopische afbeeldingen omdat de larven zich verplaatsen om zich te
voeden. Het resulterende gebrek aan technieken om over lange perioden time-lapse
microscopie te bedrijven maakte het daarom onmogelijk om veel van de ontwikke-
lingsprocessen in individuele larven te bestuderen. In Hoofdstuk 2 introduceren we
een time-lapse microscopietechniek die het mogelijk maakt om de volledige (post-
)embryonale ontwikkeling van individuele C. elegans larven met enkele-cel resolutie
te volgen. Door het plaatsen van individuele embryo’s in gemicrofabriceerde kamer-
tjes is het mogelijk om de omgevingscondities, zoals voedsel, osmolariteit of tempe-
ratuur, nauwkeurig te controleren. Snelle beeldregistratie in combinatie met (semi-)
geautomatiseerde beeldanalyse maakt dan het observeren van enkele cellen in vrij
bewegende en zich normaal ontwikkelende larven mogelijk. Deze opstelling stelt
ons in staat om in parallel tientallen individuele wormen onder identieke omstan-
digheden te observeren, wat het mogelijk maakt om processen en gebeurtenissen te
onderzoeken die niet toegankelijk zijn voor populatiestudies. Als voorbeeld, onder-
zochten wij twee processen, die met tot nu toe technisch ingewikkeld waren om te
bestuderen: het meten van dynamiek van de oscillerende genexpressie en van de ti-
ming van celdelingen om hiervan gedetailleerde stambomen in individuele dieren te
verkrijgen. In de daaropvolgende hoofdstukken gebruiken we deze time-lapse mi-
croscopietechniek om belangrijke vragen op het gebied van de ontwikkeling van C.
elegans en stressrespons aan de orde te stellen.

Ondanks grote variaties in grootte, behouden organismen de juiste verhoudingen
door middel van ruimtelijke schaling, waarbij ruimtelijke patronen van genexpres-
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sie schalen met de grootte van het orgaan of embryo. Zoals blijkt uit Hoofdstuk 3,
vinden we nu dat het concept van schaalvergroting zich ook uitstrekt tot de tijds-
dimensie van de ontwikkeling. We laten zien dat verschillende individuen, hoewel
genetisch identiek en blootgesteld aan dezelfde omstandigheden, variabiliteit verto-
nen in het tempo van hun ontwikkeling, maar opmerkelijk genoeg blijft de relatieve
timing van de individuele ontwikkelingsgebeurtenissen behouden. Temporele scha-
ling is nog duidelijker wanneer de ontwikkeling extern wordt verlengd door de omge-
vingscondities, zoals temperatuur en dieet, te veranderen. Verrassend genoeg wordt
temporele schaling ook waargenomen bij lin-42/Period mutanten, waarbij de ontwik-
kelingstiming sterk verstoord is. Over het algemeen geven deze bevindingen aan dat
temporele schaling een belangrijke strategie is om de juiste ontwikkelingstiming te
handhaven onder uiteenlopende omstandigheden.

De larvale ontwikkeling van C. elegans kan onder omstandigheden van omge-
vingsstress, zoals verhongering, osmotische shock en hoge temperatuur, op heel spe-
cifieke controlepunten worden stilgezet. Een belangrijke intermediar van dit soort
ontwikkelingspauzes is de evolutionair sterk behouden insuline/IGF-1 (IIS) signaal-
systeem. Dit signaalsysteem induceert niet alleen ontwikkelingspauzes, maar zet ook
een beschermende respons op die specifiek is voor de verschillende stressoren, door
middel van eiwitten die transcriptiefactoren worden genoemd en die vele genen aan-
of uitzetten als reactie op stress. In Hoofdstuk 4 bestuderen we hoe de IIS pathway
een onderscheid kan maken tussen verschillende spanningen (voedselgebrek, hitte
of osmotische stress) om een op maat gemaakte respons te genereren, onder om-
standigheden die resulteren in ontwikkelingsstilstand in het L1 larvale stadium. In
de bestaande visie, die gebaseerd is op populatiestudies en statische beelden, gaat
DAF-16, de belangrijkste transcriptiefactor die betrokken is bij stressrespons en een
belangrijke output van de IIS pathway, van het cytoplasma, waar het zich bevindt
tijdens normale ontwikkelingscondities, over naar de celkern als gevolg van stress,
in een process dat „translocatie“ wordt genoemd. Dit model verklaart echter niet
hoe één enkel signaalsysteem een onderscheid kan maken tussen verschillende stres-
soren. Onze time-lapse microscopietechniek maakte het mogelijk om de dynamica
van DAF-16 translocatie voor het eerst in beeld te brengen in individuele larven, met
een verrassende observatie tot gevolg. Bij blootstelling aan een constant stressniveau
vertoont DAF-16 een complexe translocatiedynamiek, waarbij het op een pulserende
manier heen en weer pendelt tussen de celkern en het cytoplasma. De pulsdynamica
vertoont bovendien karakteristieken die specifiek zijn voor de verschillende soorten
en sterkten van stress en suggereert daarmee een potentieel mechanisme om onder-
scheid te maken tussen stressoren en daarmee de juiste genexpressierespons moge-
lijk te maken. Verrassend genoeg zijn de DAF-16 pulsen sterk gesynchroniseerd tus-
sen cellen die op verschillende plekken in het lichaam zijn verspreid, met een korte
vertraging tussen de cellen dichterbij het hoofd en die dichter bij de staart die de aan-
wezigheid suggereert van een synchronisatiesignaal dat door het lichaam beweegt.
Tot slot tonen we aan dat de DAF-16 homoloog FOXO3 ook dynamische pulsen ver-
toont in zoogdiercellen bij lage nutriëntenniveaus, wat suggereert dat DAF-16/FOXO
translocatiepulsen een algemeen, en tot nu toe niet herkend, kenmerk zijn van insu-
linesignalering.
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