
 
 

Delft University of Technology

Designing the Electronic Interface for Qubit Control

van Dijk, J.P.G.

DOI
10.4233/uuid:7abc3f2a-ed28-42d4-8ae4-f86426777884
Publication date
2021
Document Version
Final published version
Citation (APA)
van Dijk, J. P. G. (2021). Designing the Electronic Interface for Qubit Control. [Dissertation (TU Delft), Delft
University of Technology]. https://doi.org/10.4233/uuid:7abc3f2a-ed28-42d4-8ae4-f86426777884

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:7abc3f2a-ed28-42d4-8ae4-f86426777884
https://doi.org/10.4233/uuid:7abc3f2a-ed28-42d4-8ae4-f86426777884


Designing the Electronic
Interface for Qubit Control

Jeroen van Dijk





Designing the Electronic Interface for
Qubit Control

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,

op gezag van de Rector Magnificus Prof. dr. ir. T.H.J.J. van der Hagen,
voorzitter van het College voor Promoties,

in het openbaar te verdedigen op dinsdag 5 oktober 2021 om 12:30 uur

door

Jeroen Petrus Gerardus VAN DIJK

Elektrotechnisch ingenieur,
Technische Universiteit Delft, Nederland,

geboren te Olst, Nederland.



Dit proefschrift is goedgekeurd door de

Promotor: Prof. dr. ir. E. Charbon
Copromotor: Dr. ir. F. Sebastiano

Samenstelling promotiecommissie:

Rector Magnificus, Voorzitter
Prof. dr. ir. E. Charbon, Technische Universiteit Delft, promotor
Dr. ir. F. Sebastiano, Technische Universiteit Delft, copromotor

Onafhankelijke leden:
Prof. dr. ir. L.C.N. de Vreede,

Technische Universiteit Delft
Prof. dr. A.S. Dzurak, University of New South Wales, Australië
Prof. dr. S.P. Voinigescu, University of Toronto, Canada
Dr. ir. J.C. Bardin, University of Massachusetts Amherst, U.S.
Prof. dr. K.A.A. Makinwa, Technische Universiteit Delft, reservelid

Overige leden:
Prof. dr. ir. A. Vladimirescu, University of California Berkeley, U.S.

Keywords: cryogenic electronics, CMOS, FinFET,
quantum processor, qubit, electron spin

Printed by: IPSKAMP printing in the Netherlands

Cover by: Jeroen van Dijk, photo by Elizabeth Hatfield

Copyright © 2021 by J.P.G. van Dijk

ISBN 978­94­6421­504­5

An electronic version of this dissertation is available at
http://repository.tudelft.nl/.

http://repository.tudelft.nl/


If you want to find the secrets of the universe, think in terms of energy,
frequency, and vibration.

Nikola Tesla





Contents

Acronyms xiii

Summary xvii

Samenvatting xxi

1 Introduction 1
1.1 Quantum computing. . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Towards large­scale quantum computers . . . . . . . . . . . . . 3

1.2.1 A cryogenic controller . . . . . . . . . . . . . . . . . . . . . 4
1.3 Motivation and objectives . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.1 Classical controller functionality and its temperature of
operation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.2 Cryogenic electronic technology . . . . . . . . . . . . . . . 7
1.4.3 Lack of specifications for qubit controllers . . . . . . . . . 7
1.4.4 Unavailability of design tools . . . . . . . . . . . . . . . . . 8

1.5 Organization of the dissertation . . . . . . . . . . . . . . . . . . . 8

2 A Review of Quantum/Electrical Interfaces 11
2.1 Quantum Processor Requirements . . . . . . . . . . . . . . . . . 12

2.1.1 Superconducting Qubits . . . . . . . . . . . . . . . . . . . 13
2.1.2 Single­electron Semiconductor Qubits . . . . . . . . . . . 14
2.1.3 Multiple­electron Semiconductor Qubits . . . . . . . . . . 16
2.1.4 Controller specifications. . . . . . . . . . . . . . . . . . . . 17

2.2 Review of State­of­the­Art Controllers. . . . . . . . . . . . . . . . 18
2.2.1 Superconducting Qubits . . . . . . . . . . . . . . . . . . . 18
2.2.2 Semiconductor Qubits. . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Controller Performance versus Signal Requirements . . . 22

2.3 Challenges in Scaling­up . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Scalable Electronic Controller . . . . . . . . . . . . . . . . . . . . 23

2.4.1 Tailor­made room­temperature controllers. . . . . . . . . 23
2.4.2 Multiplexing solutions . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 Cryogenic Controllers . . . . . . . . . . . . . . . . . . . . . 26

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3 Deriving the specifications for the electrical control of quan­
tum processors 31
3.1 A System­Level View of a Quantum Computer . . . . . . . . . . 32

3.1.1 The quantum processor . . . . . . . . . . . . . . . . . . . . 32
3.1.2 The classical electronic controller . . . . . . . . . . . . . . 34

vii



viii Contents

3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Signal Specifications for Single­Qubit Operations . . . . . . . . 36

3.3.1 Fidelity of a single­qubit operation . . . . . . . . . . . . . 36
3.3.2 Specifications for the idle operation and qubit frequency

multiplexing . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.3 Case study for a single­qubit operation. . . . . . . . . . . 45

3.4 Signal Specifications for Two­Qubit Operations . . . . . . . . . . 48
3.4.1 Fidelity of a two­qubit operation . . . . . . . . . . . . . . . 48
3.4.2 Specifications for the idle operation . . . . . . . . . . . . . 53
3.4.3 Case study for a two­qubit operation . . . . . . . . . . . . 53

3.5 Signal Specifications for Qubit Read­Out. . . . . . . . . . . . . . 56
3.5.1 Fidelity for qubit read­out. . . . . . . . . . . . . . . . . . . 56
3.5.2 Case study for qubit read­out . . . . . . . . . . . . . . . . 61

3.6 Discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4 A toolset for qubit/electronic co­simulation and co­design 67
4.1 Co­design Methodology . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Toolset Implementation . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2.1 Simulation of Quantum Physics . . . . . . . . . . . . . . . 69
4.2.2 Hamiltonian Simulations . . . . . . . . . . . . . . . . . . . 70
4.2.3 SPINE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3 Design Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.1 Optimization of Power Consumption . . . . . . . . . . . . 73
4.3.2 Finding Optimal Control Waveform . . . . . . . . . . . . . 75
4.3.3 System­Level Verification . . . . . . . . . . . . . . . . . . . 76

4.4 Future perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5 System design of a qubit microwave generator 79
5.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.1.1 System Specifications . . . . . . . . . . . . . . . . . . . . . 80
5.1.2 Extending to Transmons . . . . . . . . . . . . . . . . . . . 82
5.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.1 Analog/RF Section . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.2 Digital Signal Synthesis . . . . . . . . . . . . . . . . . . . . 84
5.2.3 Final Architecture . . . . . . . . . . . . . . . . . . . . . . . 85

5.3 Circuit Specifications . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.1 Sample rate . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.2 Reconstruction filter . . . . . . . . . . . . . . . . . . . . . . 87
5.3.3 Digital blocks . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.4 Total digital system . . . . . . . . . . . . . . . . . . . . . . 93
5.3.5 Analog blocks . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.6 Power consumption estimate . . . . . . . . . . . . . . . . . 97



Contents ix

5.4 Application Example . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.1 Qubit Tune­Up . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.2 Multi­Qubit Simultaneous Excitation . . . . . . . . . . . . 100

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6 The design of Horse Ridge 103
6.1 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2 System architecture & Specifications . . . . . . . . . . . . . . . . 106
6.3 Digital Circuit Design . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.4 Analog & RF Circuit Design. . . . . . . . . . . . . . . . . . . . . . 109

6.4.1 Reconstruction Filter . . . . . . . . . . . . . . . . . . . . . 110
6.4.2 Digital­to­Analog Converter . . . . . . . . . . . . . . . . . . 111
6.4.3 Variable Gain Amplifier . . . . . . . . . . . . . . . . . . . . 113
6.4.4 Mixer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.4.5 Output driver . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4.6 Auxiliary circuits . . . . . . . . . . . . . . . . . . . . . . . . 117

6.5 Cryogenic Electrical Performance . . . . . . . . . . . . . . . . . . 120
6.5.1 Measurement setup . . . . . . . . . . . . . . . . . . . . . . 120
6.5.2 Electrical characterization . . . . . . . . . . . . . . . . . . 122
6.5.3 Comparison with state­of­the­art . . . . . . . . . . . . . . 125

6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7 Benchmarking Horse Ridge with Qubits 129
7.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.2 Single­Qubit Experiments. . . . . . . . . . . . . . . . . . . . . . . 131

7.2.1 Rabi oscillation experiment . . . . . . . . . . . . . . . . . . 131
7.2.2 Ramsey­style experiment . . . . . . . . . . . . . . . . . . . 132
7.2.3 Pulse shaping experiment. . . . . . . . . . . . . . . . . . . 133

7.3 Single­Qubit Performance Benchmark . . . . . . . . . . . . . . . 134
7.3.1 Two qubit Rabi oscillation experiment . . . . . . . . . . . 134
7.3.2 AllXY and Quantum State Tomography experiment . . . 134
7.3.3 Randomized benchmarking experiment . . . . . . . . . . 134

7.4 Two­Qubit Experiments . . . . . . . . . . . . . . . . . . . . . . . . 136
7.4.1 Coupled qubits resonance driving experiment. . . . . . . 136
7.4.2 Two­qubit quantum algorithm experiment . . . . . . . . . 136

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

8 Conclusion 141
8.1 Research overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.2 Main contributions. . . . . . . . . . . . . . . . . . . . . . . . . . . 145
8.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

A Derivations of Qubit Control Specifications 149
A.1 General Derivations . . . . . . . . . . . . . . . . . . . . . . . . . . 149

A.1.1 Numerical Simulations . . . . . . . . . . . . . . . . . . . . 150
A.1.2 Equivalent Noise Bandwidth . . . . . . . . . . . . . . . . . 150



x Contents

A.2 Derivations for Single­Qubit Operation . . . . . . . . . . . . . . . 151
A.2.1 Inaccuracies. . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.2.2 Quasi­static Noise . . . . . . . . . . . . . . . . . . . . . . . 154
A.2.3 Noise Filtering. . . . . . . . . . . . . . . . . . . . . . . . . . 154
A.2.4 Jitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.2.5 Idle Gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.2.6 Frequency Multiplexing . . . . . . . . . . . . . . . . . . . . 159

A.3 Derivations for Two­Qubit Operation . . . . . . . . . . . . . . . . 160
A.3.1 Hamiltonian Eigenenergies . . . . . . . . . . . . . . . . . . 160
A.3.2 The C­Phase Gate . . . . . . . . . . . . . . . . . . . . . . . 163
A.3.3 The Exchange Gate . . . . . . . . . . . . . . . . . . . . . . 164
A.3.4 Idle Gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.3.5 The noise sensitivity . . . . . . . . . . . . . . . . . . . . . . 166

A.4 Qubit Read­out . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

B SPINE User Manual 171
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

B.1.1 Simulation Platforms . . . . . . . . . . . . . . . . . . . . . 171
B.2 SPINE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

B.2.1 Hamiltonian Simulation . . . . . . . . . . . . . . . . . . . . 172
B.2.2 SPINE Simulator Core . . . . . . . . . . . . . . . . . . . . . 173
B.2.3 Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

B.3 Implemented Spin Systems . . . . . . . . . . . . . . . . . . . . . . 175
B.3.1 system_spin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
B.3.2 system_1_singlet_triplet . . . . . . . . . . . . . . . . . . . . 178
B.3.3 system_dispersive_readout . . . . . . . . . . . . . . . . . . . 178

B.4 Helper Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
B.4.1 Plotting in MATLAB . . . . . . . . . . . . . . . . . . . . . . 179
B.4.2 Plotting in C++ . . . . . . . . . . . . . . . . . . . . . . . . . 180

B.5 Implemented Solvers. . . . . . . . . . . . . . . . . . . . . . . . . . 181
B.5.1 solver_analytical_xz . . . . . . . . . . . . . . . . . . . . . . 181
B.5.2 solver_expm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
B.5.3 solver_diagonalization . . . . . . . . . . . . . . . . . . . . . 182
B.5.4 solver_taylor. . . . . . . . . . . . . . . . . . . . . . . . . . . 182
B.5.5 solver_taylor_sparse_approx . . . . . . . . . . . . . . . . . . 182

B.6 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
B.6.1 example_1_spin . . . . . . . . . . . . . . . . . . . . . . . . . . 183
B.6.2 example_1_spin_rwa. . . . . . . . . . . . . . . . . . . . . . . . 183
B.6.3 example_2_spin_1_singlet . . . . . . . . . . . . . . . . . . . . 183
B.6.4 example_2_spin_2_singlet . . . . . . . . . . . . . . . . . . . . 183
B.6.5 example_2_spin_1_singlet_triplet and example_2_spin_2_singlet_triplet

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
B.6.6 example_n_spin_n_singlet . . . . . . . . . . . . . . . . . . . . 183
B.6.7 example_1_singlet_triplet . . . . . . . . . . . . . . . . . . . 184
B.6.8 example_dispersive_readout . . . . . . . . . . . . . . . . . . . 184



Contents xi

B.7 Templates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
B.7.1 MATLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
B.7.2 C++ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

B.8 Verilog­A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

C Horse Ridge measurement setup 189
C.1 Horse Ridge Motherboard . . . . . . . . . . . . . . . . . . . . . . . 189
C.2 Generic Measurement Setup . . . . . . . . . . . . . . . . . . . . . 191
C.3 Dipstick Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
C.4 Fridge Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
C.5 FPGA Functionality . . . . . . . . . . . . . . . . . . . . . . . . . . 198

Acknowledgements 227

Curriculum Vitæ 231

List of Publications 233

Chip Gallery 237





Acronyms

2DEG Two­Dimensional Electron Gas
AC Alternating Current
ADC Analog­to­Digital Converter
APR Automated Place­and­Route
APS Arbitrary Pulse Sequencer
AWG Arbitrary Waveform Generator
BGA Ball Grid Array
BJT Bipolar Junction Transistor
BPF Band­Pass Filter
BW Bandwidth
CML Current­Mode Logic
CMOS Complementary Metal Oxide Semiconductor
DAC Digital­to­Analog Converter
DC Direct Current
DDR Double Data Rate
DDS Direct Digital Synthesis/Synthesizer
DNL Differential Non­Linearity
DPDT Dual Pole Dual Throw
DRAG Derivative Reduction by Adiabatic Gate
DRAM Dynamic Random Access Memory
DSB Double­Sideband
EDSR Electric Dipole Spin Resonance
ENBW Equivalent Noise Bandwidth
ENOB Effective Number of Bits
ESR Electron­Spin Resonance
FDMA Frequency­Division Multiple Access
FET Field­Effect Transistor
FPGA Field­Programmable Gate Array
FTW Frequency Tuning Word
GRAPE Gradient Ascent Pulse Engineering
HD3 Third­order Harmonic Distortion
HEMT High­Electron­Mobility Transistor
HPF High­Pass Filter
I/O Input/Output

xiii



xiv Acronyms

IC Integrated Circuit
IM2 Second­order Intermodulation Distortion
IM3 Third­order Intermodulation Distortion
INL Integral Non­Linearity
IRR Image Rejection Ratio
JFET Junction Field Effect Transistor
JPA Josephson Parametric Amplifier
LDO Low Dropout
LNA Low­Noise Amplifier
LO Local Oscillator
LOR LO Rejection
LPF Low­Pass Filter
LSB Lower Sideband
LSB Least Significant Bit/Byte
LUT Look­Up Table
MKL Math Kernel Library
MOS Metal Oxide Semiconductor
MOSFET Metal Oxide Semiconductor Field­Effect Tran­

sistor
MRZ Multiple­Return­to­Zero
MUX Multiplexer
N­V Nitrogen Vacancies
NCO Numerically Controlled Oscillator
NMOS N­Ch Metal Oxide Semiconductor
NMR Nuclear Magnetic Resonance
PC Personal Computer
PCB Printed Circuit Board
PCIe Peripheral Component Interconnect Express
PLL Phase­Locked Loop
PM Pulse Modulation
PMOS P­Ch Metal Oxide Semiconductor
PSD Power Spectral Density
QEC Quantum Error Correction
QPC Quantum Point Contact
RAM Random Access Memory
RF Radio Frequency
RMS Root Mean Square
RSFQ Rapid Single Flux Quantum
RWA Rotating Wave Approximation
SAW Surface Acoustic Wave



Acronyms xv

SEM Scanning Electron Microscope
SET Single­Electron Transistor
SFDR Spurious­Free Dynamic Range
SFQ Single Flux Quantum
SNR Signal­to­Noise Ratio
SoC System on Chip
SOS Silicon­on­Sapphire
SP6T Single Pole 6 Throw
SPI Serial Peripheral Interface
SQNR Signal­to­Quantization­Noise Ratio
SQUID Superconducting Quantum Interference Device
SRAM Static Random Access Memory
SSB Single­Sideband
TDC Time­to­Digital Converter
TDMA Time­Division Multiple Access
TX Transmitter
USB Upper Sideband
USB Universal Serial Bus
VGA Variable Gain Amplifier
VLSI Very Large Scale Integration
VSG Vector Signal Generator
VSM Vector Switch Matrix
WPD Wilkinson Power Divider
XOR Exclusive OR
ZOH Zero­Order Hold





Summary

Quantum computers have gained widespread interest as they can potentially solve
problems that are intractable even for today’s supercomputers, such as the simu­
lation of quantum systems as initially proposed by Feynman. To achieve such tre­
mendous progress, a quantum computer relies on processing the information stored
in quantum bits (qubits), the fundamental units of quantum computation, similar
to the bits in a classical (i.e., non­quantum) processor. In general, a quantum
processor comprising several qubits is connected through a quantum­to­classical
interface consisting of classical electrical circuits for manipulating and reading out
their quantum state. The accuracy of an operation on a qubit is characterized
using the fidelity, which is 100% in case of a perfect operation. In practice, a fi­
delity between 99% and 99.9% is typically achieved in today’s experiments with
less than 100 qubits, limited by non­idealities in the control signals and by the im­
plementation of the physical qubit itself. Since such qubit fidelities are too low
to execute relevant quantum algorithms, quantum error correction schemes have
been developed which rely on a much larger number of qubits to correct for possible
errors, resulting in the need for quantum processors with thousands or millions of
qubits. Solid­state qubits promise the large­scale integration required to scale to
millions of qubits, as they exploit the lithographic fabrication techniques borrowed
from the semiconductor industry. However, state­of­the­art solid­state qubits, such
as transmons and single­electron spin qubits, must be typically cooled to cryogenic
temperatures in a dilution refrigerator to exhibit quantum behavior. Because of the
limited number of qubits (< 100) in state­of­the­art solid­state quantum processors,
the classical controller is currently implemented by general­purpose instruments or
by tailor­made controllers operating at room temperature connected via several
wires to the qubits in the cryogenic chamber. However, these systems must scale
to support millions of qubits. While scaling up the underlying quantum processor
is already exceptionally challenging, building the electronics required to interface
such a large­scale processor is just as relevant and arduous.

To support the scaling to millions of qubits, this dissertation addresses the research
question ‘how to implement a scalable cryogenic electronic interface for quantum
computers?’. Its superior compactness and reliability, makes a tailor­made con­
troller, operating at cryogenic temperatures physically close to the qubits, the sole
practical alternative for large­scale quantum computers (Chapter 1). Whether the
power consumption of a cryogenic controller can be compliant with the cooling cap­
abilities of existing refrigerators and whether it is competitive with respect to the
heat load of the wires and attenuators that are otherwise used, are among the
questions that are further explored in this work. To be able to answer such ques­
tions, the design and experimental validation of a scalable cryogenic microwave
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xviii Summary

signal generator for the control of > 100 single­electron spin qubits and transmons
is described in this dissertation.

While a general trend towards tailor­made room­temperature electronics optimized
for size, power, and cost, has started, the greatest challenge left to overcome is the
wiring complexity imposed by current quantum processors that require about one
control signals per qubit, while operating at cryogenic temperatures. The grow­
ing number of cables present a heat load to the dilution fridge, incur latencies in
the control signals, and reduce the reliability and scalability of the setup. In or­
der to limit wiring complexity, two main approaches can be adopted: multiplexing
control and readout signals, or moving the electronic interface closer to the qubits
by operating it at cryogenic temperatures (Chapter 2). Both of these approaches
have been adopted in this work, combining a CMOS controller operating around
4K, and controlling a quantum processor at the same or lower temperature using
multiplexed control signals.

Another challenge was the lack of clear specifications for the classical interface, as
the electronic interface has been typically built from general­purpose components
with good enough specifications. However, when designing a scalable controller
operating at cryogenic temperatures, one cannot afford to significantly over­design
as that would unnecessarily increase the controller’s power consumption, thus lim­
iting its scalability. In this dissertation, we methodically derive the effect of circuit
non­idealities in the classical controller on the qubit fidelity for all possible oper­
ations, i.e., single­qubit gates, two­qubit gates, and readout (Chapter 3). Only
with such a full set of specifications potential bottlenecks can be properly identified
and optimized controllers be designed. Most interestingly, a case study targeting
a 99.9% average gate fidelity confirms that setups using general­purpose instru­
ments are over­designed for such a fidelity. Moreover, mapping the specifications
onto already existing room­temperature CMOS circuits revealed that the specifica­
tions can be met with an expected power consumption in the order of 1mW/qubit.
Since cooling power in excess of 1 W is available in current refrigerators at temper­
atures as low as 4 K, that would be practical to target upcoming processors with
up to few thousand of qubits.

As a final challenge, there is scarcity of verification methods and tools for the design
flow of large­scale quantum computers spanning several technology domains. Spe­
cifically, no tool was available supporting both the simulation of classical electronics
and quantum systems. To this end, SPINE (Spin Emulator) has been developed, en­
compassing a Hamiltonian solver that can be directly used in the industry­standard
simulator for CMOS circuit design, for direct simulation of the quantum processor
along with the electrical circuits (Chapter 4). A quantum/electronic interface co­
design methodology is proposed that covers the entire flow from the definition of
the target quantum processor till the system­level verification of the electronic in­
terface with that quantum processor. Its effectiveness is furthermore demonstrated
in the design of the scalable cryo­CMOS microwave signal generator presented in
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this dissertation.

Based on the obtained specifications and the proposed design, the optimal archi­
tecture for the microwave signal generator supporting high­fidelity (99.99%) multi­
qubit (32 in a 2GHz bandwidth) control was chosen (Chapter 5). Such a microwave
signal generator is an integral part of the electronic interface, as it is used for per­
forming single­qubit operations in a quantum processor based on single­electron
spin­qubits or transmons. Frequency­multiplexing is assumed as starting point to
deal with the wiring bottleneck. It is found that the most suitable architecture uses
an I/Q­mixer­based single­sideband analog/RF front­end as it is expected to be
most power efficient, while allowing high flexibility in the output frequency range,
making this solution suitable for multiple qubit technologies. For the back­end, a
numerically controlled oscillator (NCO)­based direct digital synthesis (DDS) system
is found to be most suitable thanks to the relatively low hardware cost, and the ease
with which coherent qubit operations can be ensured. The signal specifications for
a 99.99% fidelity, as obtained using the methods presented in this dissertation,
have been translated into system­level requirements for the selected architecture.

Finally, the implementation of the proposed controller in 22­nm FinFET operating
at 3 K is presented (Chapter 6). In addition to a bare DDS­based modulator, the
proposed digital system includes a digital controller. This extra step is essential
to minimize the interface to the room­temperature equipment, while the employed
frequency­multiplexing minimizes the interface to the quantum processor. The di­
gital controller can translate qubit gate operations into the microwave signals ne­
cessary for the execution of quantum algorithms, following a very basic instruction
set for each qubit (with a maximum program length of 2048 instructions). Four con­
trollers, each supporting 32 qubits, are implemented on a single die with an area of
16mm2. Cryogenic measurements showed a power consumption of 1.7mW/qubit
for the analog circuitry, in line with previous expectations, but a large digital power
consumption of 330mW at 1GHz. The large digital power consumption can be
explained by the additionally integrated digital controller, which in the current gen­
eration lacks clock gating while many of the memory cells are implemented using
relatively power­hungry flipflops, leaving plenty of room for future improvements.
The entire 2 to 20GHz output frequency band was verified to output sufficient
power to drive qubits, while showing a typical spurious­free dynamic range (SFDR)
> 42 dB, 3rd­order intermodulation (IM3) > 47 dB, and signal­to­noise ratio (SNR)
of 48 dB in a 25MHz bandwidth. These results are theoretically sufficient for the
targeted 99.99% average gate fidelity. Overall, this design, supporting a total of
128 qubits, demonstrates that cryogenic CMOS circuits can help solve the intercon­
nect bottleneck between the quantum processor and its control electronics, thus
enabling to scale up the number of qubits in quantum computers. The achieved
power efficiency (12mW/qubit) enabled by a digitally­intensive architecture and
the frequency multiplexing allows for operating the chip at 3 K within the cooling
capabilities of standard cryogenic refrigerators.



xx Summary

The overall performance of the quantum control chip in driving a real quantum
processor with two single­electron spin­qubits is also demonstrated (Chapter 7).
Experiments using off­resonance microwave bursts demonstrate the effectiveness
of the controller’s pulse shaping capabilities to suppress qubit rotations due to off­
resonance bursts, as required in a frequency­multiplexed setup, an essential in­
gredient for this design to be considered scalable. The demonstration of both the
Deutch­Josza quantum algorithm and experiments typically used during the bring­
up of a quantum processor, such as the AllXY and Quantum State Tomography,
show that the controller is flexible enough to be used both during multi­qubit quan­
tum algorithm execution, as well as during the bring­up phase thanks to the versat­
ile integrated digital controller. The performed randomized­benchmark experiment
shows that the same gate fidelity (∼99.7%) is obtained using the cryo­controller and
the room­temperature setup using general­purpose equipment, with the infidelity
limited by the qubit. While it can not be confirmed with an actual quantum pro­
cessor that the presented controller supports the targeted 99.99% average gate
fidelity, all measurements support the possibility of achieving this fidelity with a
quantum processor with higher fidelity. Finally, the small footprint, power con­
sumption, the ability to integrate multiple transmitters on one die, and operation at
3 K, demonstrate the scalability of the presented solution and highlight the promise
of cryogenic controllers.

Generally, as in the setup used in this work, the quantum processor is limiting the
achievable gate fidelity. However, great progress is being made in various quan­
tum technologies, and the fidelity keeps improving. The control electronics could
become the limiting factor for the fidelity, especially if the power consumption of
the controller needs to be minimized. The work presented in this dissertation does
however show that a low­power controller, operable at cryogenic temperatures, can
be implemented while promising sufficient gate fidelity for quantum error correction
schemes, thereby demonstrating one of the first steps towards scalable quantum
computers.
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Kwantumcomputers hebben wijdverbreide belangstelling gekregen omdat ze mo­
gelijk problemen kunnen oplossen die zelfs voor de hedendaagse supercomputers
onoplosbaar zijn, zoals de simulatie van kwantumsystemen zoals oorspronkelijk
voorgesteld door Feynman. Om zo’n enorme vooruitgang te boeken, vertrouwt een
kwantumcomputer op het verwerken van de informatie die is opgeslagen in kwan­
tumbits (qubits), de fundamentele eenheden in een kwantumberekening, vergelijk­
baar met de bits in een klassieke (d.w.z. niet­kwantum) processor. Over het alge­
meen is een kwantumprocessor met meerdere qubits verbonden via een kwantum­
naar­klassieke interface die bestaat uit klassieke elektronische circuits voor het ma­
nipuleren en uitlezen van hun kwantumtoestand. De nauwkeurigheid van een be­
werking op een qubit wordt gekarakteriseerd door de fidelity, die 100% is in het
geval van een perfecte bewerking. In de praktijk wordt een fidelity tussen de 99%
en 99.9% doorgaans bereikt in de huidige experimenten met minder dan 100 qubits,
beperkt door niet­idealiteiten in de stuursignalen en door de implementatie van de
fysieke qubit zelf. Omdat dergelijke qubit fidelities te laag zijn om relevante kwan­
tumalgoritmen uit te voeren, zijn er kwantumfoutcorrectieschema’s ontwikkeld die
afhankelijk zijn van een veel groter aantal qubits om mogelijke fouten te corrigeren,
wat resulteert in de behoefte aan kwantumprocessors met duizenden of miljoenen
qubits. Solid­state qubits beloven de grootschalige integratie die nodig is om op te
schalen naar miljoenen qubits, omdat ze gebruikmaken van de lithografische fabri­
cagetechnieken die zijn geleend van de halfgeleiderindustrie. State­of­the­art solid­
state qubits, zoals transmons en single­electron spin­qubits, moeten echter typisch
gekoeld worden tot cryogene temperaturen in een speciale koelkast (dilution refri­
gerator) om kwantumgedrag te vertonen. Vanwege het beperkte aantal qubits (<
100) in state­of­the­art solid­state kwantumprocessors, wordt de klassieke control­
ler momenteel geïmplementeerd door instrumenten voor algemene doeleinden of
door op maat gemaakte controllers die werken bij kamertemperatuur en verbonden
zijn via verschillende draden naar de qubits in de cryogene kamer. Deze systemen
moeten echter worden opgeschaald om miljoenen qubits te ondersteunen. Hoe­
wel het opschalen van de onderliggende kwantumprocessor al een uitzonderlijke
uitdaging is, is het bouwen van de elektronica die nodig is om een dergelijke groot­
schalige processor te besturen, net zo relevant en moeilijk.

Om de opschaling naar miljoenen qubits te ondersteunen, behandelt dit proef­
schrift de onderzoeksvraag ‘hoe kan men een schaalbare cryogene elektronische
interface voor kwantumcomputers implementeren?’. Zijn superieure compactheid
en betrouwbaarheid maakt een op maat gemaakte controller, die bij cryogene tem­
peraturen, fysiek dicht bij de qubits, werkt het enige praktische alternatief voor
grootschalige kwantumcomputers (Hoofdstuk 1). Of het stroomverbruik van een

xxi
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cryogene controller compatibel kan zijn met de koelcapaciteiten van bestaande
koelkasten en of het concurrerend is met betrekking tot de warmtebelasting van de
draden en signaalverzwakkers die anders worden gebruikt, behoren tot de vragen
die in dit werk verder worden onderzocht. Om dergelijke vragen te kunnen beant­
woorden, wordt in dit proefschrift het ontwerp en de experimentele validatie van
een schaalbare cryogene microgolfsignaalgenerator voor de besturing van > 100
single­electron spin­qubits en transmons beschreven.

Hoewel een algemene trend naar op maat gemaakte elektronica voor kamertem­
peratuur, die is geoptimaliseerd voor grootte, vermogen en kosten, is begonnen, is
de grootste uitdaging die nog moet worden overwonnen de bedradingscomplexiteit
die wordt opgelegd door de huidige kwantumprocessors die ongeveer één stuur­
signaal per qubit nodig hebben, terwijl ze bij cryogene temperaturen werken. Het
groeiende aantal kabels vormt een warmtebelasting voor de koelkast, veroorzaakt
vertraging in de regelsignalen en vermindert de betrouwbaarheid en schaalbaarheid
van de opstelling. Om de complexiteit van de bedrading te beperken, kunnen twee
benaderingen worden gevolgd: het multiplexen van besturings­ en uitleessignalen,
of het dichter bij de qubits brengen van de elektronische interface door deze bij
cryogene temperaturen te laten werken (Hoofdstuk 2). Beide benaderingen zijn in
dit werk toegepast, waarbij een CMOS­controller, die rond 4K werkt, wordt gecom­
bineerd met een kwantumprocessor op dezelfde of lagere temperatuur en wordt
bestuurd met behulp van gemultiplexte stuursignalen.

Een andere uitdaging was het ontbreken van duidelijke specificaties voor de klas­
sieke interface, aangezien de elektronische interface doorgaans is opgebouwd met
algemene componenten met voldoende specificaties. Bij het ontwerpen van een
schaalbare controller die werkt bij cryogene temperaturen, kan men het zich echter
niet veroorloven om aanzienlijk te overontwerpen, omdat dit het stroomverbruik
van de controller onnodig zou verhogen, waardoor de schaalbaarheid ervan wordt
beperkt. In dit proefschrift leiden we methodisch het effect van niet­idealiteiten van
circuits in de klassieke controller op de qubit­fidelity af voor alle mogelijke opera­
ties, d.w.z. single­qubit­poorten, twee­qubit­poorten en qubit uitlezing (Hoofdstuk
3). Alleen met zo’n volledige set specificaties kunnen potentiële knelpunten goed
worden geïdentificeerd en kunnen geoptimaliseerde controllers worden ontworpen.
Het meest interessante is dat een casestudy gericht op een 99.9% gemiddelde gate­
fidelity bevestigt dat opstellingen die algemene instrumenten gebruiken, overont­
worpen zijn voor een dergelijke fidelity. Bovendien bleek uit het in kaart brengen van
de specificaties op reeds bestaande CMOS­circuits bij kamertemperatuur dat aan
de specificaties kan worden voldaan met een verwacht stroomverbruik in de orde
grootte van 1mW/qubit. Aangezien een koelvermogen van meer dan 1 W beschik­
baar is in de huidige koelkasten bij temperaturen van slechts 4 K, zou dat praktisch
zijn om toekomstige processors met maximaal enkele duizenden qubits te besturen.

Als laatste uitdaging is er een schaarste aan verificatiemethoden en hulpmiddelen
voor het ontwerpen van grootschalige kwantumcomputers die verschillende tech­



Samenvatting xxiii

nologiedomeinen bestrijken. Er was met name geen tool beschikbaar die zowel de
simulatie van klassieke elektronica als kwantumsystemen ondersteunt. Zodoende
is SPINE (Spin Emulator) ontwikkeld, met een Hamiltoniaan oplosser die direct kan
worden gebruikt in de industriestandaard simulator voor CMOS­circuitontwerp, voor
directe simulatie van de kwantumprocessor samen met de elektronische circuits
(Hoofdstuk 4). Er wordt een co­design­methodologie voor kwantum/elektronische
interfaces voorgesteld die de volledige ontwerpfase dekt, van de definitie van de be­
oogde kwantumprocessor tot de verificatie op systeemniveau van de elektronische
interface met die kwantumprocessor. De effectiviteit ervan wordt verder aange­
toond in het ontwerp van de schaalbare cryo­CMOS­microgolfsignaalgenerator die
in dit proefschrift wordt gepresenteerd.

Op basis van de verkregen specificaties en het voorgestelde ontwerp is de optimale
architectuur gekozen voor de microgolfsignaalgenerator die hoge fidelity (99.99%)
en meerdere qubits (32 in een 2GHz bandbreedte) ondersteunt (Hoofdstuk 5).
Een dergelijke microgolfsignaalgenerator is een integraal onderdeel van de elektro­
nische interface, omdat deze wordt gebruikt voor het uitvoeren van single­qubit­
bewerkingen in een kwantumprocessor op basis van single­electron spin­qubits of
transmons. Frequentie­multiplexing wordt als uitgangspunt genomen om het be­
dradingsknelpunt aan te pakken. Het is gebleken dat de meest geschikte architec­
tuur een op I/Q­mixer gebaseerde analoog/RF­front­end met enkele­zijband mo­
dulatie gebruikt, aangezien deze naar verwachting het meest energie­efficiënt is,
terwijl een hoge flexibiliteit in het uitgangsfrequentiebereik mogelijk is, waardoor
deze oplossing geschikt is voor meerdere qubit­technologieën. Voor de back­end
blijkt een op een numeriek gestuurde oscillator (NCO)­gebaseerde directe digitale
synthese (DDS) systeem het meest geschikt te zijn dankzij de relatief lage hard­
warekosten en het gemak waarmee coherente qubit­bewerkingen kunnen worden
gegarandeerd. De signaalspecificaties voor een 99.99% fidelity, verkregen met be­
hulp van de methoden die in dit proefschrift worden gepresenteerd, zijn vertaald
naar systeemvereisten voor de geselecteerde architectuur.

Ten slotte wordt de implementatie van de voorgestelde controller in 22­nm Fin­
FET, en werkend bij 3 K, gepresenteerd (Hoofdstuk 6). Naast een minimale, op
DDS gebaseerde, modulator, omvat het voorgestelde digitale systeem een digi­
tale controller. Deze extra stap is essentieel om de interface naar de apparatuur
op kamertemperatuur te minimaliseren, terwijl de gebruikte frequentiemultiplex­
ing de interface naar de kwantumprocessor minimaliseert. De digitale controller
kan qubit­poortbewerkingen vertalen in de microgolfsignalen die nodig zijn voor de
uitvoering van kwantumalgoritmen, volgens een zeer eenvoudige instructieset voor
elke qubit (met een maximale programmalengte van 2048 instructies). Vier control­
lers, die elk 32 qubits ondersteunen, zijn geïmplementeerd op een enkele chip met
een oppervlakte van 16mm2. Cryogene metingen toonden een stroomverbruik van
1.7mW/qubit voor de analoge circuits, in lijn met eerdere verwachtingen, maar een
groot digitaal stroomverbruik van 330mW op 1GHz. Het grote digitale stroomver­
bruik kan worden verklaard door de extra geïntegreerde digitale controller, die in de
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huidige generatie geen klokpoorten heeft, terwijl veel van de geheugencellen zijn
geïmplementeerd met relatief stroomverslindende flipflops, waardoor er voldoende
ruimte is voor toekomstige verbeteringen. De volledige uitgangsfrequentieband van
2 tot 20GHz is geverifieerd om voldoende vermogen te leveren om qubits aan te
sturen, terwijl het een typisch spurious­free dynamic range (SFDR) > 42 dB ver­
toont, 3e­orde intermodulatie (IM3) > 47 dB, en signaal­ruisverhouding (SNR) van
48 dB in een 25MHz bandbreedte. Deze resultaten zijn theoretisch voldoende voor
de beoogde 99.99% gemiddelde gate­fidelity. Al met al toont dit ontwerp, dat in
totaal 128 qubits ondersteunt, aan dat cryogene CMOS­circuits kunnen helpen bij
het oplossen van het knelpunt tussen de kwantumprocessor en de besturingselek­
tronica, waardoor het aantal qubits in kwantumcomputers kan worden vergroot.
De bereikte energie­efficiëntie (12mW/qubit), mogelijk gemaakt door een digitaal­
intensieve architectuur en de frequentiemultiplexing, maakt het mogelijk om de
chip op 3K te laten werken binnen de koelcapaciteiten van standaard cryogene
koelkasten.

De algehele prestatie van de chip bij het aansturen van een echte kwantumproces­
sor met twee single­electron spin­qubits wordt ook gedemonstreerd (Hoofdstuk 7).
Experimenten met off­resonante microgolfbursts demonstreren de effectiviteit van
de pulsvormende mogelijkheden van de controller om qubit­rotaties als gevolg van
off­resonante bursts te onderdrukken, zoals vereist in een frequentie­gemultiplexte
opstelling, een essentieel ingrediënt voor dit ontwerp om als schaalbaar te wor­
den beschouwd. De demonstratie van zowel het Deutch­Josza­kwantumalgoritme
als experimenten die doorgaans worden gebruikt tijdens het opstarten van een
kwantumprocessor, zoals de AllXY en Quantum State Tomography, tonen aan dat
de controller flexibel genoeg is om zowel tijdens het multi­qubit­kwantumalgoritme
te worden gebruikt, maar ook tijdens de opstartfase dankzij de veelzijdige geïn­
tegreerde digitale controller. Het uitgevoerde randomized­benchmark­experiment
laat zien dat dezelfde gate­fidelity (∼99.7%) wordt verkregen met behulp van de
cryo­controller en de opstelling op kamertemperatuur dat gebruik maakt van appa­
ratuur voor algemeen gebruik, met de fidelity beperkt door de qubit. Hoewel met
een echte kwantumprocessor niet kan worden bevestigd dat de gepresenteerde
controller de beoogde 99.99% gemiddelde gate­fidelity ondersteunt, ondersteunen
alle metingen de mogelijkheid om deze fidelity te bereiken met een kwantumpro­
cessor met een hogere fidelity. Ten slotte demonstreren de kleine footprint, het
stroomverbruik, de mogelijkheid om meerdere zenders op één chip te integreren
en de werking bij 3 K, de schaalbaarheid van de gepresenteerde oplossing en be­
nadrukken ze de belofte van cryogene controllers.

Over het algemeen beperkt de kwantumprocessor de haalbare gate­fidelity, zoals
in de opstelling die in dit werk wordt gebruikt. Er wordt echter grote vooruitgang
geboekt in verschillende kwantumtechnologieën en de fidelity blijft verbeteren. De
besturingselektronica kan de beperkende factor worden voor de fidelity, vooral als
het stroomverbruik van de controller moet worden geminimaliseerd. Het werk ge­
presenteerd in dit proefschrift laat echter zien dat een low­power controller, die
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werkt bij cryogene temperaturen, kan worden geïmplementeerd en tegelijkertijd
voldoende gate­fidelity belooft voor kwantumfoutcorrectieschemas, waarmee een
van de eerste stappen naar schaalbare kwantumcomputers is gedemonstreerd.





1
Introduction

1.1. Quantum computing
Quantum computers have gained widespread interest as they can potentially solve
problems that are intractable even for today’s supercomputers, such as the simu­
lation of quantum systems as initially proposed by Feynman [1]. For instance, by
enabling the efficient simulation of quantum systems, quantum computing could
help in synthesizing a room­temperature superconductor, which would significantly
reduce energy loss in power lines, power generators, and supercomputers [2]. It
could also contribute to improving the efficiency of industrial processes, such as
nitrogen fixation into fertilizers, which is currently achieved through the more­than­
100­year­old Haber­Bosch process and uses up to 5% of the natural gas produced
each year worldwide [3, 4]. Furthermore, quantum computers have the potential
to solve classical problems with much higher efficiency, such as searching in large
datasets using Grover’s algorithm [5], factorizing large integers into prime numbers
using Shor’s algorithm [6], solving optimization problems [7], solving large linear
systems, and even addressing privacy concerns by running algorithms without the
operator being able to detect what is being computed [2]. The ability to solve
currently intractable problems and to significantly accelerate certain computations
represents a game­changer with the potential to revolutionize entire industries.

To achieve such tremendous progress, a quantum computer relies on processing
the information stored in quantum bits (qubits), the fundamental units of quantum
computation, equivalent to the bits in a classical (i.e., non­quantum) processor.
Qubits can assume the value of one of the basis states |0⟩ and |1⟩, which are
equivalent to the ‘0’ and ‘1’ in a classical computer. But, unlike classical bits, they
can also exist in a superposition of |0⟩ and |1⟩, i.e. be simultaneously |0⟩ and |1⟩.
The state of a single qubit is mathematically represented as:

|𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩ (1.1)
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Figure 1.1: The qubit state |𝜓⟩ (green) is represented as a point on the surface of the Bloch sphere. The
basis states |0⟩ (blue) and |1⟩ (red) are at the north and south pole of the Bloch sphere, respectively. A
rotation by an angle 𝜃 of the state |0⟩ to obtain the state |𝜓⟩ is an example of a single­qubit operation.

where 𝛼 and 𝛽 are complex coefficients restricted to |𝛼|2 + |𝛽|2 = 1. All possible
single qubit states can be represented by a point on the Bloch sphere (Fig. 1.1).

Quantum algorithms, like classical algorithms, are executed by performing oper­
ations on the qubits. These operations, or gates, fundamentally require single­qubit
operations, that affect only the state of a single qubit (equivalent to e.g. a classical
digital inverter), and two­qubit operations where the resulting quantum state de­
pends on the state of two qubits (equivalent to e.g. a classical digital NAND or NOR
gate).

Performing an operation on a single qubit is equivalent to performing a rotation
of the qubit state in the Bloch sphere, as shown in Fig. 1.1. The accuracy of an actual
qubit rotation can be measured by the fidelity, which is 100% in case of a perfect
operation. In practice, a fidelity of 99%...99.9% is more typical today, limited by
non­idealities in the control signals and by the implementation of the physical qubit
itself. In comparison, the bit error rate in typical digital data communication is
below 10−13. Since such qubit fidelities are too low to execute relevant quantum
algorithms, quantum error correction schemes, such as surface codes [8], have
been developed, which allow for the detection and correction of these errors. By
encoding the state of a single logical qubit in many physical qubits, a logical error
rate can theoretically be achieved that is low enough to execute practical quantum
algorithms.

Figure 1.2a shows the generic architecture of a quantum computer [9]. The
actual quantum processor, at the bottom of the stack, contains the qubits and it
is connected to the quantum­to­classical interface consisting of classical (i.e. non­
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quantum) electrical circuits for manipulating the qubits and reading out their quan­
tum state [10]. The remaining upper layers, from the micro­architecture up to
the algorithm layer, implement the quantum error correction and ensure proper
algorithm execution by controlling the electronic hardware. From a physical per­
spective, the hardware components of a quantum computer can be fundamentally
split into a quantum processor and a classical controller (Fig. 1.2b).

Building a functional quantum computer calls for innovations and developments
in each of the functional layers mentioned above, both in the quantum hardware and
in the classical hardware, hence representing a formidable scientific and engineering
multidisciplinary challenge [11]. As detailed in the next sections, this dissertation
addresses the development of the classical hardware.

(a) The layered architecture of a quantum computer (im­
age reproduced from [9]).

Quantum Computer

Quantum Processor Classical Controller

(b) A quantum computer comprises a quantum processor
and a classical (i.e. non­quantum) electronic controller
that generates and processes the various signals going
to and coming from the quantum processor.

Figure 1.2: Two representations of a quantum computer.

1.2. Towards large­scale quantum computers
The simplest non­trivial algorithms, such as quantum chemistry problems, require
more than 100 logical qubits [12]. Even with the best known algorithms today,
roughly 1000 physical qubits are required to implement a single logical qubit with
sufficiently low error rate [8]. This requirement translates into the need for thou­
sands or millions of physical qubits. Solid­state qubits promise the large­scale in­
tegration required to scale to millions of qubits, as they exploit the lithographic
fabrication techniques borrowed from the semiconductor industry. State­of­the­art
solid­state qubits, such as transmons and single­electron spin qubits, must be typ­
ically cooled to cryogenic temperatures in a dilution refrigerator (Fig. 1.3) to exhibit
quantum behavior. Since state­of­the­art solid­state quantum processors comprise
only a few qubits (< 100 qubits [13–15]), the classical controller is currently im­
plemented by general­purpose instruments or tailor­made controllers operating at
room temperature [16, 17] connected via several wires to the qubits in the cryo­
genic chamber. However, these systems must scale to support millions of qubits
as required for practical quantum computing applications. While scaling up the
underlying quantum processor is already exceptionally challenging, building the
electronics required to interface such a large­scale processor is just as relevant and
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Figure 1.3: A schematic drawing of the cross­section of a dilution refrigerator showing the 4­K plate and
the base temperature plate of 20mK hosting the qubits (Courtesy: Dirma Janse).

arduous.
In the context of this dissertation, a scalable solution, key to achieving a practical

quantum computer, refers to a system that can grow to the desired size under
practical physical and economical constraints. Moreover, scalability implies that the
addition of physical resources raises the performance of the system by a useful
amount without introducing an excessively negative impact on the overall system
[18].

In case of a large­scale quantum processors with millions of qubits, the im­
plementation of the classical controller with general­purpose room­temperature in­
struments is impractical and offers limited scalability and reliability due to cost, size,
and wiring complexity. A more practical and power­efficient approach could be to
use tailor­made electronics optimized for this specific application in terms of power
consumption, form factor, and cost [9, 10, 19–27]. A more drastic approach is to
operate such tailor­made electronics at cryogenic temperatures, as discussed in the
following.

1.2.1. A cryogenic controller
Several arguments can be given for moving the control electronics to cryogenic
temperatures (e.g., 4 K) as proposed in Refs. [10, 19–24, 28], each with particular
merit, as discussed in the following sections.

Thermal load of the wires and attenuators
The heat conducted through each wire from the warmer to the colder stages in a
dilution refrigerator adds to its thermal load. However, a dilution refrigerator has
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a very limited cooling power of only a few Watts at 4 K while requiring ∼ 10 kW of
power to achieve it [29]. While superconducting wires with negligible heat load can
be used from the 4­K to the sub­1­K stage, the heat load can be up to ∼ 1mW/wire
for coaxial cables from room temperature to the 4­K stage [30]. Thus, connecting
each individual qubit with a wire to a room­temperature controller could potentially
impose a large heat load on the refrigerator, even exceeding the fridge cooling
power for a few hundred qubits.

Moreover, in order to achieve very low noise levels, as required to achieve a high
qubit fidelity, today’s setups typically take advantage of the reduced thermal noise at
cryogenic temperatures by employing signal attenuators inside the dilution refriger­
ator. Such attenuators reduce the noise power coming from the room­temperature
equipment, but require a larger signal power to be generated. Most of this power is
dissipated in the attenuators in the dilution refrigerator, and, depending on the sig­
nal requirements, the power dissipated in an attenuator can be significantly higher
(∼ 10mW) than the heat load of a wire. This further reduces the maximum num­
ber of wires with attenuators that can be placed inside the dilution refrigerator, and
consequently the number of qubits that can be supported1.

By using a cryogenic controller to generate the low­noise control signals, this
power dissipation can be eliminated, and significantly less interconnect to room tem­
perature will be required. However, the cryogenic controller will instead dissipate
power itself, and will likely not solve the problem of heat load on the refrigerator.

Wire latency
Since long wires are required through the sizeable dilution refrigerator, the delay
added by the wires to the round­trip time can easily be in the excess of 10 ns (2×1m
at 2/3 of the speed of light) in case the classical controller is located at room tem­
perature. Assuming typical qubit operation times around 50 ns [13, 15], the added
latency of the wiring could potentially be significant in a system where the con­
troller closes a feedback loop. An example of a quantum circuit requiring such a
constant feedback loop is the quantum error correction cycle. In each cycle, qubits
are read­out after four two­qubit operations, and afterward, a correcting qubit op­
eration is eventually applied depending on the measurement outcome [8], resulting
in a ∼ 300 ns cycle time. The latency due to the long wires and the latency of the
classical controller that processes the readout signals (Chapter 2) must therefore
be minimized, e.g. by moving the controller to cryogenic temperatures.

Compactness & reliability
As superconducting wires with negligible thermal conductance can be used between
the sub­1­K qubit temperature and the 4­K stage, it is easier to build complex wir­
ing between these two stages than between the 4­K stage and room­temperature
without exceeding the fridge cooling capability. Moreover, the interconnect between
the base temperature and the 4­K stage can possibly be eliminated in the future by

1Although the cooling power could improve in the future by, e.g., adopting custom­made refrigerators
[31], the power consumption of the system is also expected to increase to serve an increasing number
of qubits.
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employing ‘hot’ qubits [32, 33], i.e. qubits that can operate above 1K and even­
tually at the same temperature as the controller [30]. The resulting reduction in
bulky interconnect when moving the controller to cryogenic temperatures reduces
the complexity, size and cost of the system and, more importantly, increases the
reliability. Furthermore, solid­state qubits can potentially be co­integrated with
semiconductor­based control electronics, either on the same die or at least in the
same package, thus altogether eliminating any off­chip interconnect and further
enhancing the scalability [30]

1.3. Motivation and objectives
To support the scaling to millions of qubits, this dissertation will address the research
question ‘how to implement a scalable cryogenic electronic interface for quantum
computers?’. Its superior compactness and reliability, as discussed above, makes a
cryogenic controller one of the most practical choices for large­scale quantum com­
puters. Whether the power consumption of a cryogenic controller can be compliant
with the cooling capabilities of existing refrigerators and whether it is competit­
ive with respect to the heat load of the wires and attenuators that are otherwise
used, are among the questions that are further explored in this work. To be able
to answer such questions, in this dissertation, the design and experimental valid­
ation of a scalable cryogenic microwave signal generator for the control of > 100
single­electron spin qubits and transmons is described.

1.4. Challenges
Designing a scalable cryogenic electronic interface for quantum computers poses
several challenges, as discussed in the following sections.

1.4.1. Classical controller functionality and its temperature of
operation

The review of the state­of­the­art (Chapter 2) shows that several solid­state quan­
tum technologies are viable that can support the scaling to a large number of qubits,
each with different signal requirements and hence different implications for the
design of the electronic interface. Furthermore, a review of the control approaches
used today shows a consensus that tailor­made electronics are required to optim­
ize the size and cost of the control system, and to minimize controller latency.
However, proposals and implementations exist with different levels of integration
in terms of functionality and operating at different temperatures, e.g., controllers
with only multiplexing circuits operating at the qubit temperature versus full sig­
nal generators operating at 4 K. The lack of a general consensus in the research
community makes it unclear what the optimal controller temperature and scaling
strategy is.
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1.4.2. Cryogenic electronic technology
Several technologies could be used for the design of electronics at cryogenic tem­
peratures. Leveraging cryogenic operation, energy­efficient superconducting devices,
such as Rapid Single Flux Quantum (RSFQ)s or Superconducting Quantum Inter­
ference Device (SQUID)s, could be used. On the other hand, leveraging, decades
of advancements in the semiconductor industry, bipolar and field­effect transist­
ors could also be used. However, it is known that silicon Bipolar Junction Tran­
sistor (BJT)s and germanium BJTs have significantly degraded performance at 4 K
[34]. Therefore, today, Junction Field Effect Transistor (JFET)s, High­Electron­
Mobility Transistor (HEMT)s, and compound semiconductor (InP, SiGe and GaAs)
are mostly used for cryogenic operation below 4K, showing favorable noise, gain
and high­frequency behavior over regular Complementary Metal Oxide Semicon­
ductor (CMOS) at cryogenic temperatures [35–37]. However, CMOS technology
is currently the only option to allow the integration of billions of transistors on
a single­chip, i.e. showing Very Large Scale Integration (VLSI), as required for a
complex cryogenic controller capable of supporting millions of qubits, and can op­
erate at least down to ∼ 30mK [38]. For these reasons, this work will focus on the
development of cryogenic controllers for quantum processors using CMOS devices
operating at cryogenic temperatures, generally referred to as cryo­CMOS [22].

While CMOS devices work at cryogenic temperatures, their behavior is affected
and foundry models are no longer valid, making the design more challenging. For
instance, the threshold voltage increases at cryogenic temperatures, which could
give rise to headroom issues in an analog design [39]. While the increased threshold
voltage would slow down digital circuits, the concurrent mobility increase at cryo­
genic temperatures keeps the speed of digital circuits mostly unaffected [39, 40].
Unfortunately, device matching degrades at cryogenic temperatures. This affects
high­precision analog and mixed­signal circuits, such as Analog­to­Digital Converter
(ADC)s and Digital­to­Analog Converter (DAC)s [41]. However, noise from active
devices decreases at cryogenic temperatures, but not as much as expected from
the lower operating temperature [42]. The deviation of those parameters, and
many others, with respect to their room­temperature behavior create uncertainty
on whether standard circuit architectures and design techniques can be straightfor­
wardly applied to cryogenic CMOS circuits and on what changes must be considered.

1.4.3. Lack of specifications for qubit controllers
In order not to degrade qubit performance, the classical controller must provide
high­accuracy low­noise control signals, and the read­out must be very sensitive
and not induce any disturbance in the quantum processor, known as kickback, so
as not to hinder detection of the weak signals from the quantum processor without
altering the qubit states. However, a comprehensive analysis of the impact of
controller inaccuracies on the qubit fidelity is missing, and as a result, currently im­
plemented controllers use the best available electronics, as it is known to be good
enough. The use of high­performance instruments today results in the fidelity of
the quantum operations being limited by the quantum processor [43]. However,
as the performance of the quantum processor improves, the classical controller
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can become performance limiting. Consequently, it is crucial to understand how
the controller impacts the performance of the whole quantum computer in order to
derive the specifications required for designing a tailor­made controller (Chapter 3).

When operating the control electronics at cryogenic temperatures, the need for
accurate specifications is even more severe. As the available cooling power is lim­
ited, the power dissipated by the electronics must be minimized by optimally alloc­
ating the available power across the various components of the classical controller.
However, carrying out such optimization also demands a clear understanding of the
impact of each component on the performance of the quantum computer.

1.4.4. Unavailability of design tools
Appropriate verification methods and tools are required to enable a reliable design
flow for large­scale quantum computers spanning several technology domains (see
Fig. 1.2a). Thus, a methodology and the related tools for the co­design of classical
electronic and quantum systems are of paramount importance [24]. A co­simulation
platform is the essential backbone of a co­design toolset. Electrical circuit simulat­
ors, such as SPICE and Spectre, are well­accepted industry standards and, equival­
ently, for the simulation of quantum systems, Hamiltonian solvers, such as QuTiP
[44], are available. However, the actual interface between classical electronics and
the quantum processor has mostly remained unexplored, and, to the best of the
author’s knowledge, no tool was available supporting both the simulation of clas­
sical electronics and quantum systems until SPINE was developed by the author
(see Chapter 4).

1.5. Organization of the dissertation
This dissertation is organized as follows. Chapter 2 presents an overview of the
different quantum technologies that promise scaling to a large number of qubits
and their signal requirements. State­of­the­art electronic interfaces for quantum
processors, both at room temperature and cryogenic temperatures, are described
to create an understanding of the controller requirements and of the challenges
in scaling such a controller. Chapter 3 presents a comprehensive analysis of the
impact of the controller inaccuracies on the qubit fidelity to enable the design of a
tailor­made controller optimized for power consumption. It also presents example
specifications for high­fidelity qubit control, compares these requirements with what
is achieved with general­purpose room­temperature controllers, and assesses the
feasibility of a cryogenic controller meeting the same requirements. Chapter 4
proposes a co­design methodology, along with a toolset called SPINE (SPIN Emu­
lator) for the co­simulation of the electrical circuit and a quantum processor based
on single­electron spin qubits. By using this tool, designers can optimize their
circuits while ensuring qubit performance, and exhaustive verification of the en­
tire quantum computer can be performed. Chapter 5 presents an architecture for
high­fidelity multi­qubit control, and translates the signal specifications into system­
level requirements. Chapter 6 then discusses the implementation of this controller
in cryo­CMOS and presents its electrical performance at cryogenic temperatures,
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while Chapter 7 presents the results obtained in qubit control. A conclusion with
an outlook to the future follows in Chapter 8.





2
A Review of

Quantum/Electrical
Interfaces

D ue to the limited size of existing quantum processors, their electrical interfaces
are not yet the main limitation in the performance of quantum computers. How­

ever, they could soon become a significant bottleneck, as both the performance and
the complexity of quantum processors advance. This chapter addresses this con­
cern by discussing the challenges in designing a scalable electronic interface for
quantum processors. To that end, we discuss the requirements of such electron­
ics when employed in combination with quantum processors fabricated in different
qubit technologies (Section 2.1). Since we focus on the need for large­scale quan­
tum computation, the scope will be limited to the qubit technologies that today
promise large­scale integration, i.e., solid­state qubits requiring only purely elec­
trical control, such as spin qubits and superconducting qubits. An overview of how
state­ of­ the­ art electronic controllers handle the requirements dictated by the quan­
tum processor is given (Section 2.2). Then, the limitations in scaling up such state­
of­the­art implementations of the electronic interface are analyzed (Section 2.3),
and possible solutions to overcome those hurdles are reviewed (Section 2.4). Fi­
nally, the benefits offered by operating the electronic interface at cryogenic temper­
atures close to the low­temperature qubits are discussed. Although several signi­
ficant challenges must still be faced by researchers in the field of cryogenic control
for quantum processors, this chapter concludes that a cryogenic electronic inter­
face appears the viable solution to enable large­scale quantum computers able to
address world­changing computational problems (Section 2.5).

Parts of this chapter have been published in Microprocessors and Microsystems [27].
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2.1. Quantum Processor Requirements
DiVincenzo et al. [45] defined five criteria that a quantum processor must satisfy to
qualify for use in a quantum computer. In short, the quantum processor must be
scalable and contain well­characterized qubits (I) that can be initialized (II) and can
preserve their quantum state for a time1 𝑇∗2 sufficiently longer than the duration of
a quantum operation (III). Finally, it must be possible to operate on the qubits with
a universal set of quantum gates, i.e., both single­qubit and two­qubit operations,
(IV), and to read out the state of a qubit (V).

In the following, a brief overview of the implementation of the read­out, the
single­qubit and the two­qubit gates in different quantum technologies will be given.
As the state of a qubit can be represented geometrically as a point on a sphere
(Fig. 1.1) and single­qubit operations correspond to rotations along this sphere,
these operations will also be referred to as rotations in the following2, as commonly
done in the literature. Specific attention will be devoted to assess the perform­
ance of each technology in terms of coherence time and to analyze their potentials
and hurdles for scalability. The technologies under consideration are supercon­
ducting qubits (Fig. 2.1), specifically transmons, and spin qubits in semiconductors
(Fig. 2.2), specifically single­electron spin­qubits (in quantum dots or bound to
donors) and multiple­electron qubits, such as singlet­triplet qubits, exchange­only
qubits, and hybrid qubits. Typical values and control methods, as used in current
experiments, are reported, but these may shift in the future as the various quantum
technologies develop.

Figure 2.1: A typical transmon qubit, composed of a capacitor in parallel with a SQUID loop comprising
two Josephson junctions. A flux­bias line to tune the qubit frequency and the microwave cavities that
are used for control and read­out are also shown [46] (image reproduced from Ref. [47]).

1The coherence time is the characteristic time constant of the process of a qubit losing its proper quantum
behavior due to unwanted interactions with the environment.
2To satisfy DiVincenzo’s criteria, it is in general sufficient to be able to rotate the qubit state around two
axes, typically the X and Z axis.
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Figure 2.2: A typical semiconductor qubit: two quantum dots (dotted circles) are formed by a set of
metallic electrodes depleting the Two­Dimensional Electron Gas (2DEG); electrons can be loaded from
the reservoir connected by ohmic contacts (crossed squares); a Quantum Point Contact (QPC) for the
read­out and its current (𝐼QPC) is present on the right side (image reproduced from Ref. [48]).

2.1.1. Superconducting Qubits
Various superconducting­qubit implementations have been proposed based on en­
coding the quantum information in the charge, phase, or flux state of a supercon­
ducting resonator. However, the research community has generally converged to
the adoption of the transmon, a superconducting charge qubit with reduced sens­
itivity to charge noise, leading to improved coherence times [49–55], e.g., 𝑇∗2 ∼
18.7µs [55].

In a transmon, the qubit states are defined as the two lowest energy levels of a
non­linear resonator implemented using Josephson junctions in a loop shunted by
a capacitor (Fig. 2.1). A nearby current, called the flux bias, controls the magnetic
flux coupled to the loop formed by the Josephson junctions, thus allowing for the
qubit energy levels, and hence the qubit frequency, to be tuned externally. The flux­
bias lines are typically implemented as transmission lines to allow for rapid changes
of the qubit frequency.

Transmons can be fabricated as integrated circuits by depositing and pattern­
ing a superconducting film and integrating Josephson junctions on a solid­state
substrate, typically made out of silicon or sapphire. Control and read­out are per­
formed by coupling the qubit to microwave cavities on the same chip. Single­qubit
rotations that flip the qubit state (X­rotation) can be obtained by applying a mi­
crowave pulse with a frequency matching the qubit resonance frequency, typically
in the 4­6­GHz range [51, 54]. Microwave pulses with Gaussian envelopes and
in/quadrature­phase (I/Q) modulation adopting the Derivative Reduction by Adia­
batic Gate (DRAG) approach [56] are used to minimize leakage to higher energy
states of the resonator. Typical parameters for the Gaussian envelope of the in­
phase component are a 5­ns standard deviation and 20­ns total duration for a
π­rotation [54]. As an alternative to a Z­rotation in software [57], a single­qubit
rotation around the Z­axis can be obtained by temporarily detuning the qubit fre­
quency by adapting the flux bias [50].
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A two­qubit gate can be obtained between two qubits coupled to the same
microwave cavity. The cavity is off­resonance with both qubits during regular op­
eration, but, by detuning the qubit frequencies via their flux biases, the cavity
can couple to the qubits by virtual photon exchange [50]. In this way, by apply­
ing proper pulses to the flux­bias lines of the two qubits, either a SWAP gate or a
CPHASE gate can be implemented, depending on the qubit frequencies and whether
the flux bias is pulsed suddenly (typically 12 ns [54]) or quickly but adiabatically
(typically 40 ns [50, 51, 54]), respectively. Alternatively, a microwave­controlled
two­qubit CPHASE gate can be engineered [58, 59].

The qubit state is read out by probing the frequency response of a microwave
cavity coupled to the qubit. A frequency shift of the cavity resonance frequency
dependent on the qubit state can be observed in the measurement of the transmis­
sion coefficient of the cavity. The microwave excitation used for the measurement
has a typical frequency in the range of 7­8GHz with a duration of ∼ 1µs [54].

Superconducting qubits can be reliably fabricated nowadays, having led to quan­
tum processors containing up to 53 qubits, for the first time demonstrating quan­
tum supremacy [13]. However, the individual qubits are currently very large (in
the order of 0.1­1mm2 per qubit), which will hinder further scaling to thousands
and millions of qubits per quantum processor. Furthermore, superconducting qubits
have to operate at extremely low temperatures (typically < 100mK). The interested
reader is referred to Ref. [60] for more information on superconducting qubits.

2.1.2. Single­electron Semiconductor Qubits
Semiconductor qubits are significantly smaller than transmons, with a typical pitch
between neighboring qubits in the order of 100 nm, therefore representing a prom­
ising candidate for large­scale quantum processors. As charge qubits in semicon­
ductors show reduced coherence times due to their sensitivity to charge noise,
most research is currently focused on spin qubits, in which the quantum state is
encoded in the spin of one or more particles, such as nuclei and electrons, trapped
in a specific location in a semiconductor solid­state substrate. The decoherence of
spin qubits is typically limited by the interaction with nuclear spins of all the other
atoms in the substrate, which in turn can be minimized by using isotopically pur­
ified silicon [61]. As a major advantage, semiconductor qubits can be fabricated
using industry­standard CMOS fabrication processes [62], thus leveraging the very
large­scale integration (VLSI) and the yield and the reproducibility of the semicon­
ductor industry. More recently, Germanium, yielding faster transistors due to the
high hole mobility, has also demonstrated appealing properties for semiconductor
qubits [63]. An additional advantage of semiconductor qubits is that they can po­
tentially be operated at higher temperatures of ∼ 1K [30, 32, 33]. However, the
required small qubit pitch poses a challenge in routing all control lines individually.

The simplest spin qubit uses the spin of a single electron trapped in a quantum
dot [15, 61, 64–66] with the qubit states encoded in the spin­up and spin­down
states, as initially proposed by Loss and DiVincenzo [67]. A quantum dot hosting
single electrons can be created by a set of gate electrodes locally forming an island
in a 2DEG, as shown in Fig. 2.2. Coherence times of 𝑇∗2 = 1µs [15] and 𝑇∗2 = 120µs
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[61] can be achieved in natural silicon and isotopically purified silicon, respectively.
A large magnetic field in the order of one Tesla is required to obtain a suf­

ficiently large energy difference between the spin­up and spin­down states. The
energy splitting between those two states determines the resonant frequency of the
qubit. While such a magnetic field can be relatively easily generated and applied,
it becomes challenging when a field gradient is desired over many qubits on the
same chip to create addressibility [15, 65]. Single­qubit rotations across the X­axis
can be obtained by applying a varying magnetic field interacting with the magnetic
dipole of the electron. A current running in a transmission line nearby the qubit
can generate such a field [61]. Alternatively, by applying a microwave excitation to
a gate that is capacitively coupled to the quantum dot, the electron can be forced
to oscillate in a magnetic­field gradient generated by a local magnet [65]. The
required microwave frequency must match the energy difference between the two
spin states, and is typically in the range of 13­40GHz with gate times of 0.2­2 µs
for a π­rotation [15, 61, 65].

Tunnel barriers isolate electrons in neighboring quantum dots during regular
operation. For a two­qubit operation, the voltages coupled to the quantum dots or
the tunnel barriers can be adapted to allow interaction between two neighboring
electrons, thereby implementing either a SWAP gate or a CPHASE gate depending
on whether the pulses applied to the gates are sudden or adiabatic (analysis in
Section 3.4). The first demonstrations used exchange couplings around 3­10MHz
[15, 66], leading to pulse durations ∼ 100 ns.

Read­out is typically performed by converting information on the electron spin
into the position of the electron and sensing its charge. For this spin­to­charge con­
version, energy­selective tunneling to an electron reservoir [68] or Pauli­exclusion
tunneling to another dot [69] can be used. To detect the charge, either a charge
sensor, such as a QPC or Single­Electron Transistor (SET), or gate­based dispersive
read­out [70] can be employed. In both cases, the read­out involves measuring an
electrical impedance: for charge sensors, a variation of a few percents in a resist­
ive impedance (∼25 kΩ for QPCs, ∼ 100 kΩ for SETs); for gate­based read­out, a
variation of ≪ 1 fF on a capacitive impedance in the order of 1 pF.

Instead of trapping an electron in a quantum dot, an electron bound to a donor
in the semiconductor substrate can be used, e.g., the excess electron provided
by a phosphorous dopant atom in silicon [71–74]. While accurately placing the
donor atoms poses a fabrication challenge, such a system has the advantage that,
unlike quantum dots, all atoms are identical, thus allowing for reproducible behavior.
Additionally, the atom nuclear spin can be used as a quantum memory for the long­
term storage of a quantum state (𝑇2,nuc = 30 s has been demonstrated [74]). A
typical donor­based system shows coherence times of 𝑇∗2 = 55ns [71], and 𝑇∗2 =
160µs [74] in purified silicon. The operations on the donor­bound electron are
implemented in the same way as for the electron trapped in a quantum dot. While
the single­qubit operation times are similar, the qubit frequency in a donor system
is typically slightly higher, i.e., in the range of 30­50GHz [71, 72, 74]. Two­qubit
gates have not yet been published since they would require the donors to be placed
closer than 20 nm [30], which is currently hard to fabricate reproducibly, and could
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hinder the scaling up of the number of qubits.
State­of­the­art quantum processors based on single­electron spin­qubits are

currently limited to 2 qubits [15, 32]. The interested reader is referred to Ref. [75]
for more information on single­electron semiconductor qubits.

2.1.3. Multiple­electron Semiconductor Qubits
The main disadvantage of the single­electron spin­qubits discussed above is that
microwave signals are required for single­qubit operations and that these operations
are generally much slower than the two­qubit operations based on the exchange
interaction. As an alternative, it has been proposed to also use this much faster
exchange interaction for single­qubit rotations, but at the cost of requiring multiple
electrons to implement one qubit.

In the case of the singlet­triplet qubit, the singlet and triplet configurations of
two electrons distributed over two quantum dots are used as the basis states of the
qubit [76–82]. A coherence time of 𝑇∗2 = 10ns has been demonstrated in a GaAs
sample, which can be significantly boosted with, e.g., strong magnetic field gradi­
ents (𝑇∗2 = 700ns) [82] or pumping schemes to obtain dynamic nuclear polarization
[78]. Single­qubit rotations that flip the qubit state (X­rotations) are then imple­
mented by suddenly pulsing the voltage on the gates close to the quantum dots
(similar to two­qubit gates for single­electron spin­qubits), with typical π­rotations
of∼ 1 ns [77, 80]. Single­qubit rotations altering the phase of the qubit (Z­rotations)
rely on an ever­present magnetic field gradient between the two quantum dots that
continuously rotates the qubit. By timing the period between different operations,
the desired rotation can be obtained. This rotation is generally slower, e.g., 10×
slower in Ref. [80]. Two­qubit gates can be implemented by capacitively coupling
two pairs of quantum dots, each encoding a qubit, resulting in an operation time
below 1µs [80, 82]. The strength of this capacitive coupling is approximately pro­
portional to the exchange interaction in both qubits. Read­out of the quantum state
exploits the Pauli­exclusion principle to convert the quantum state encoded in the
spin into a different charge occupation in the quantum dots, which is consecutively
measured using a charge sensor.

A drawback of singlet­triplet qubits is that a magnetic field gradient is required
between the two quantum dots. The design can be simplified by adding a third
electron to represent a single qubit, as is the case for the exchange­only qubit and
the hybrid qubit.

In the exchange­only qubit, three quantum dots in a row, each containing a
single electron, are used to implement a single qubit [45, 83–87]. Single­qubit
rotations around two axes at a 120° angle can be obtained by using the pairwise
exchange interaction between the middle quantum dot and one of the outer quan­
tum dots. In Ref. [85], exchange operations with a tunable duration from 0.01µs
to 1 µs have been measured around both axes, while obtaining a coherence time of
𝑇∗2 = 2.3µs in purified silicon. Proposals exist to implement two­qubit gates using
only the exchange interactions between the quantum dots [45, 87].

In the hybrid qubit, the three electrons are placed in only two quantum dots,
thereby simplifying the gate geometries and fabrication [48, 88–92]. Single­qubit
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rotations around different axes are also obtained by suddenly pulsing the gates. In
this way, π­rotations in less than 100 ps have been demonstrated, and coherence
times of 𝑇∗2 ∼ 10 ns have been achieved [48]. For the two­qubit gates, it has been
shown that in theory fewer exchange­interactions are required between two double
quantum dots than in the case of the exchange­only qubit [88].

To date, the presented types of multiple­electron semiconductor qubits have
only been demonstrated in quantum processors containing a single qubit.

2.1.4. Controller specifications

Table 2.1: Summary of the typical signal specifications along with examples of the waveforms as required
to implement the various operations in different qubit technologies.

~ 6 GHz
 20 ns

Superconducting qubits
(Transmons)

Single-electron spin qubits
in a quantum dot

Single-electron spin qubits
in a donor system

Singlet-triplet qubit

Exchange-only qubit

Hybrid qubit

Technology T
2

* 1-Qubit gate 2-Qubit gate Qubit read-out DC-Biasing

 us

120 us

160 us

700 ns

2.3 us

< 10 ns

13-40
 GHz
~ 1 us

30-50
 GHz
~ 1 us

~ 1 ns

10 ns 
...1 us

~ 100 ps

12ns

40 ns

18.7

~ 100 ns

~ 100 ns

~ 1 us

7-8 GHz, ~ 1 us

Sequence of pulses
between different
quantum dots

Sequence of pulses
between different
quantum dots

flux-bias
current

gate voltage

gate voltage

gate voltage

gate voltage

gate voltage

Table 2.1 summarizes the electrical signals required for the different qubit tech­
nologies to drive the various gate operations and to be acquired for the read­out.
In general, it is sufficient for the electronic controller to generate electrical voltage
pulses in baseband, e.g., for single and two­qubit gates in singlet­triplet qubits, or
at microwave frequency, e.g., for single­qubit gates for transmons. Likewise, the
read­out electronics must demodulate pulses at baseband or microwave frequen­
cies. Typically, the fast voltage or microwave pulses are applied directly to a gate,
or to a 50­Ω load to prevent reflections in the interconnect. Additionally, but not
shown in Table 2.1, the electronics must bias the quantum hardware appropriately,
i.e., provide stable voltage bias for all gates in spin­based systems and provide ac­
curate current for the flux bias for transmons. These gates typically present a small
(< 1 pF) capacitive load to the controller, while the flux bias line is typically 50­Ω
terminated.
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On top of providing the required functionalities, the properties of the driving
signals must be tightly controlled, both in terms of accuracy in the frequency, the
amplitude, and the duration, and in terms of low electrical noise levels, in order not
to degrade the inherent fidelity of the qubits. As the fidelity achieved in current
qubit technologies is too low for algorithm execution, Quantum Error Correction
(QEC) ([8]) can be used to improve the fidelity by encoding the quantum state on
a larger number of physical qubits. QEC requires a minimum fidelity of the physical
qubits and employs continuous cycles of qubit measurement with feedback control.
Since feedback must be applied well within the qubit coherence timescale for QEC
to be effective, fast qubit measurements and low controller latency are required.
However, most state­of­the­art experiments do not apply QEC and feedback con­
trol, and, as a result, long measurement times (< 1ms) are typically used to allow
filtering of the noise and thereby increase the read­out fidelity in semiconductor
qubits. For this reason, Table 2.1 does not report measurement times for semicon­
ductor qubits, although QEC would ask for a read­out time in the order of 100 ns
­ 1 µs. The control fidelity is inherently limited by non­idealities in the quantum
processor but can be further limited by non­idealities in the applied control signals.

The effect of signal non­idealities can be either analytically evaluated (Chapter 3)
or simulated (Chapter 4). Surprisingly, the electrical requirements for each qubit
technology have not yet been systematically analyzed, resulting in quantum­computing
experimentalists to overdesign their electronic setups, as described in the following
section. In Chapter 3 a complete analysis of the electrical specification for single­
electron spin qubits is presented, which shows a methodology that can, in principle,
be adapted to any qubit technology.

2.2. Review of State­of­the­Art Controllers
In this section, we will show how state­of­the­art experimental setups generate the
control signals and acquire the read­out signals, as required by existing quantum
processors.

2.2.1. Superconducting Qubits
Figure 2.3 shows the experimental setup used in Ref. [54] to control a five­qubit
transmon chip. A flux­bias line for each transmon is biased with a Direct Current
(DC) current to set the frequency of the respective qubit.

For two­qubit gates, pulses on the flux lines are generated by an Arbitrary Wave­
form Generator (AWG) (here the 4­channel 1.2GS/s Tektronix AWG5014) and ad­
ded to the DC component via wideband 50­Ω bias­tees. For single­qubit gates, mi­
crowave signals need to be applied to the input port of the respective cavity. The
microwave carrier from a Vector Signal Generator (VSG) (here the Agilent E8257D)
can be I/Q modulated by an AWG to generate the required DRAG pulses, e.g., for
qubit 𝐷𝑏 in Fig. 2.3. Additionally, the AWG can also provide a Single­Sideband
(SSB) modulation to drive a qubit at a frequency different from the carrier frequency
provided by the VSG, as shown for all other qubits in Fig. 2.3.

The tones required for qubit read­out are generated in the same way, and all res­
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Figure 2.3: Example of the electrical interface typically used for superconducting transmon qubits [54].

ulting carriers are combined before entering the cryogenic refrigerator. However,
for the read­out, the carrier generated by the VSG is also fed into the acquisition
circuit to down­convert the signal received from the cavity. A Josephson Paramet­
ric Amplifier (JPA) [93] at base temperature and a cryogenic Low­Noise Amplifier
(LNA) [94] are used to improve the Signal­to­Noise Ratio (SNR) to allow for shorter
measurement times. The pump signal required by the JPA is provided by a VSG.
Additional gain stages are used at room temperature before down­converting the
signal and digitizing it using a high­speed ADC card. Additional demodulation and
signal processing are performed on a Personal Computer (PC).

In addition to the components described above, several attenuators and filters
are used at different temperature stages of the refrigerator both to minimize the
heat conducted through the cables (heat conductivity is generally proportional to
electrical conductivity for non­superconducting metals) to the cryogenic chamber
and to reduce the noise (to take advantage of the significantly lower thermal noise
at cryogenic temperatures). A more in­depth explanation can be found in 1.2.1.

2.2.2. Semiconductor Qubits
Due to the similarities in the different semiconductor qubit setups, we will only
consider a setup for single­electron spin qubits in quantum dots and note where
other implementations differ. Figure 2.4 shows the experimental setup used in Ref.
[15] to control a two­qubit single­electron spin­qubit chip.
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Figure 2.4: Example of the electrical interface typically used for single­electron spin qubits in quantum
dots (image adapted from Ref. [15]).

Similar to superconducting qubits, DC biasing of the quantum processor’s various
gates is required. While not shown in Fig. 2.4, all gates, including the top gates
and the ones for the SET charge sensor, are connected to the proper DC voltage
generator.

The microwave signals required for the single­qubit gates are again generated
by a VSG (the Keysight E8267D), which is modulated using an AWG (the Tektronix
5014C). Additional Pulse Modulation (PM) control is implemented to turn on the
microwave carrier generation only when required to minimize signal leakage during
idle periods.

The voltage pulses on the gates, as required for qubit initialization, read­out and
two­qubit gates, are provided by an AWG connected to the gate via a low­pass filter
and a bias­tee. The pulse generation of this AWG is controlled using an external
trigger provided by the master AWG that ensures proper synchronization.
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For multiple­electron spin qubits that leverage the high operation speeds offered
by the exchange interaction, the speed of an AWG might be insufficient to provide
pulses that are short enough or have sufficient timing resolution for accurate op­
erations. In that case, dedicated pulse generators can be used, e.g., the Agilent
81134A pulse pattern generator [48].

For the read­out, the impedance of either an SET (as in Fig. 2.4) or a QPC is mod­
ulated by the qubit state and can be directly read by measuring the device current
when biased at a fixed voltage (Fig. 2.4) [95, 96]. The applied signal conditioning
consists of (cryogenic) amplification and filtering before the signal is digitized. Un­
fortunately, the bandwidth and hence the speed of this measurement is limited by
capacitive parasitics due to the wiring connecting the quantum device to the amp­
lifiers. Alternatively, Radio Frequency (RF)­reflectometry is also commonly used to
increase the bandwidth of the charge­sensor impedance measurement [97, 98].
An example using this method is shown in Fig. 2.5 [99]. The nominal impedance
of the charge sensor is adapted to 50 Ω by a matching network closely connected
to the charge sensor. By sending an RF pulse and measuring the reflected power
steered by a directional coupler, changes in the impedance are monitored. Instead
of using a charge sensor, dispersive read­out of the quantum dot’s capacitance can
be used to detect changes in the dot occupation, which uses a setup similar to the
RF­reflectometry read­out discussed above [70].
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2.2.3. Controller Performance versus Signal Requirements
The use of general­purpose instruments, such as VSGs and AWGs, offers high flex­
ibility, wide tuning ranges, and fast prototyping. Hence, it is often preferred in re­
search laboratories working on qubit development, as the qubit requirements may
be evolving during experimentation. However, to obtain accurate quantum opera­
tions as required to perform any quantum algorithm, the instrument specifications
should be carefully evaluated. In Chapter 3, we will consider, as a representative
example, the generation of the microwave pulses in the setup of Fig. 2.4, which
uses the Tektronix 5014C AWG [100] and the Keysight E8267D VSG [101]. It is
found that the performance of the analyzed setup is sufficient to drive single­qubit
operations in an ideal quantum processor with a 99.9% fidelity. More in general,
it can be concluded that typically adopted general­purpose instruments are not
limiting the fidelity of state­of­the­art quantum computers, since solid­state semi­
conductor qubits with a single­qubit average gate fidelity exceeding 99.9% have
been only recently demonstrated [43]. While this situation is acceptable for cur­
rent developments focused on improving the performance of quantum processors,
the substantial performance margin in the electronic interface may not be tolerated
as the performance and the scale of quantum processors improve, as discussed in
Section 2.3.

2.3. Challenges in Scaling­up
State­of­the­art controllers for quantum processors described in Section 2.2 are well
suited for current qubit experiments but will show severe limitations when scaling
up to the thousands of qubits as required for any practical quantum computer.

First, the general­purpose instruments used in current experiments are expens­
ive, large, and power­hungry while only supporting a handful of qubits [15, 54].
Although this can be partially alleviated by sharing the hardware over multiple
qubits, e.g., as in Fig. 2.3 (more details in Section 2.4.2), this can induce crosstalk
effects between qubits, e.g., undesired phase shifts on unaddressed qubits [54,
102]. A more scalable solution is the adoption of tailor­made electronics ensuring
the required specifications and optimized for size, power, and cost. Multiple tailor­
made controllers that have already been employed will be further discussed in Sec­
tion 2.4.1. Tailor­made controllers can also be optimized for speed, thus avoiding
issues arising in feedback control due to general­purpose instruments generally be­
ing too slow. For instance, the Tektronix 5014C AWG (see Figs. 2.3 and 2.4) has a
delay longer than 500 ns between the arrival of a trigger and the generation of the
actual output signal [100].

Another limitation is that, at the moment, every qubit requires individual control
lines connecting the quantum processor in the refrigerator to the instruments at
room temperature, e.g., the flux­bias lines for transmons and the gates for spin
qubits. Since the number of lines that can physically fit in a dilution refrigerator
is limited, the wiring can become a severe bottleneck in scaling­up. Moreover,
more connections, especially between stages at different cryogenic temperatures,
cause the system to become more complex, more expensive, and less reliable.
Furthermore, the heat conducted through each line from the warmer stages to the
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colder ones, together with the power dissipated in the various signal attenuators,
adds to the thermal load of the dilution fridge, thus increasing the requirements
on its cooling power. Lastly, because of the size of the typical dilution fridge and
because of the large number of bulky instruments, the cables are long enough to
cause delays that cannot be neglected in every case. For instance, a 1­meter cable
results in a round­trip time of ∼ 10 ns, which can be comparable to the duration of
the quantum operations (Table 2.1).

In order to limit the wiring complexity, two main approaches (or a combination
of them) can be adopted [30, 103]: multiplexing the control and read­out signals
over a reduced set of wires (Section 2.4.2), and moving the electronic interface
closer to the qubits and operate it at cryogenic temperatures (Section 2.4.3).

2.4. Scalable Electronic Controller
2.4.1. Tailor­made room­temperature controllers
Recently, various tailor­made quantum­processor controllers have been developed
[9, 25, 26, 104–106], as urged by the demand for highly integrated and flexible
solutions for the rapidly evolving quantum processors. These solutions generally
use a reconfigurable Field­Programmable Gate Array (FPGA) at their core to maxim­
ize flexibility. Low delay is of utmost importance for quantum algorithms requiring
feedback control. Direct processing of the read­out and control signals in an FPGA
has a significant advantage in terms of latency compared to any software solution,
while keeping the flexibility of in­field programmability. Additionally, integrating the
full controller around an FPGA eases the synchronization of the various compon­
ents. A list of controllers and their capabilities is shown in Table 2.2. Moreover,
commercial general­purpose instruments are evolving to fulfill the needs of quan­
tum control, e.g., the Quantum Researchers Toolkit by Keysight offers a scalable
modular control platform with a latency below 150 ns [17] and Zurich Instruments’
series of HDAWGs a latency below 50ns [16].

Table 2.2: Comparison of tailor­made room­temperature controllers.

Controller Qin et al. [25] Fu et al. [9] Ryan et al. [26]

FPGA Virtex­7 Cyclone V Virtex­6
Host interface Universal Serial Bus (USB) 2.0 USB 1Gb Ethernet
Peripherals 2 × Time­to­Digital Converter (TDC) 2 × 200MS/s 8­bit ADC 2 × 1GS/s 12­bit ADC

12 × pulse generator 8 × marker outputs 2 × 1GS/s 16­bit DAC
Slave modules 1 DAC board 3 AWG modules up to 9 Arbitrary Pulse Sequencer (APS)2 modules
with each: 2 × 1GS/s 16­bit DAC 2 × 200MS/s 14­bit DAC 2 × 1.2GS/s 14­bit DAC

4 × marker outputs
Latency ­ 80 ns (AWG only) 428 ns (+ 110 ns cabling)

Controller Salathé et al. [104] Lin et al. [105] Ofek et al. [106]

FPGA Virtex­4 Xilinx Virtex­6
Host interface 1Gb Ethernet Peripheral Component Interconnect Express (PCIe)
Peripherals 1 × 100MS/s 14­bit ADC 2 × 1GS/s ADC

2 × 2GS/s 16­bit DAC 2 × 1GS/s DAC
Slave modules
with each:

Latency 283 ns (+ 69ns cabling) 200 ns
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All electronic interfaces employ an FPGA as the central controller and include
hardware for both the generation of signals and an ADC to digitize the read­out
signals. Such hardware can be either tailor­made and assembled on separate slave
boards or comprise general­purpose instruments as in the setups described in Sec­
tion 2.2. The read­out signals are processed in the FPGA. In general, this includes
signal demodulation, filtering, decimation, signal integration, and state discrimina­
tion. Special techniques can be used to reduce the latency, such as using frequency­
selective kernels to combine the demodulation, filtering, and integration in a single
processing stage [26], or using digital mixing and multiplier­less filters [104].

On the control side, additional functionality can be added on top of straightfor­
ward DACs, such as micro­operations [9]. The APS proposed in Ref. [26] provides
additional Direct Digital Synthesis/Synthesizer (DDS) to implement SSB modulation,
thus allowing multiple qubits to be controlled by a single VSG. Multiple Numerically
Controlled Oscillator (NCO)s are implemented in the FPGAs to control the frequency
offset and keep track of the qubit phase.

One common feature of the controllers in Table 2.2 is operation at room tem­
perature, resulting in additional latency due to long wiring. Furthermore, these
controllers still do not fully replace all required hardware for qubit interfacing, e.g.,
microwave signal generation is not included.

2.4.2. Multiplexing solutions
Multiplexing can help in reducing the number of wires but comes with additional
constraints as summarized in this section for time­division and frequency­division
multiplexing.

Time­divisionmultiplexing In Time­Division Multiple Access (TDMA), the same
line is alternately connected to different qubits through a switch. In the control ar­
chitecture proposed in Ref. [19], calibrated control waveforms are applied to a single
line (‘prime­line’) that is switched over multiple qubits depending on the addressing
information supplied by another set of lines (‘address­line’). The proposed switch
matrix is controlled by an FPGA operating at 4 K and placed at the base­temperature
stage of the dilution fridge (20mK). Switches can be implemented with either GaAs
HEMTs or a proposed capacitive switch. In addition to the basic on/off switching,
phase and amplitude modulation can also be implemented in the switch matrix by
tuning the impedance of each switch [19]. This allows for the generation of spe­
cific signals from a limited set of waveforms provided from room temperature, thus
representing the simplest example of a cryogenic electronic controller. Similarly,
a Vector Switch Matrix (VSM) operating at room temperature is proposed in Ref.
[107] to switch single­qubit­gate control pulses over multiple transmons. Addi­
tional electronics included with each switch enables the tuning of both the phase
and amplitude so that the signals to each qubit can be individually calibrated to
take into account qubit fabrication inhomogeneity. In order to further reduce the
number of lines, the address can be sent over a serial interface [103].

In Ref. [108], the addressing scheme is extended to a 2D array using word
and bit lines as in classical memories. A crossbar addressing scheme, similar to the
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use of word and bit lines, can theoretically also be directly used to control a large
grid of qubits without the need for additional devices like switches, as proposed
in Ref. [30, 109, 110]. While this is an effective method to reduce the amount of
interconnects, it requires a certain level of homogeneity in the qubit grid to obtain
sufficiently accurate operations. A proposal that attempts to tackle this problem is
given in Ref. [110].

Time­division multiplexing may require the terminals of the quantum devices
to remain floating for a given period. In order to keep such a terminal properly
biased, as required, e.g., for gates in spin qubits, a sample­and­hold capacitor can
be used to store the bias voltage at the gate and must be only periodically refreshed,
similar to a Dynamic Random Access Memory (DRAM) cell (Fig. 2.6) [108, 111–
114]. However, typically a relatively bulky capacitor in the order of 100 fF...10 pF
is required to achieve low enough voltage fluctuations, limited by either charge
quantization or sampling noise [30, 110].

While time­division multiplexing increases the scalability of the system, it strongly
limits the amount of parallelism in the execution of quantum gates. As a result, not
only the execution of the quantum algorithm becomes longer, but also the qubits will
be idle for extended periods during which decoherence takes place, as discussed
in detail in Ref. [103], thereby affecting qubit fidelity. Furthermore, such multi­
plexing often requires a switch for each terminal of the quantum device. For qubits
demanding a small pitch, such as spin qubits requiring ∼ 100 nm pitch between
quantum dots, integrating even a single switching device, i.e., a transistor, per
qubit will be extremely challenging, as the needed density for the switching devices
is higher than what is currently offered by the most advanced CMOS technologies
[115].
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Figure 2.6: Gate biasing using a local storage element and time division multiplexed access via word
and bit lines (image reproduced from Ref. [30]).

Frequency­divisionmultiplexing In Frequency­Division Multiple Access (FDMA),
different frequency bands on the same line are allocated for the simultaneous use
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of different sub­blocks. As each superconducting transmon can be designed and
tuned to a different resonance frequency at which it is sensitive (Section 2.1), fre­
quency multiplexing can be directly used for control. In Ref. [116] a proposal is
shown on how this can be leveraged to efficiently perform the surface code cycle
in a scalable fashion. In Fig. 2.3, the read­out of different transmons also uses a
different frequency band thanks to the use of different read­out resonators tuned
to different frequencies and coupled to the same on­chip transmission line [117].

Similarly, for single­qubit gates, single­electron spin qubits are only sensitive to
signals at a given frequency, which is determined by the externally applied magnetic
field. Frequency differences among neighboring qubits, as required for FDMA, can
be introduced using the Stark shift, i.e., by an electrical field provided with an extra
confinement gate [61, 66], or by generating magnetic­field gradients by integrating
on­chip micromagnets [15, 65, 118, 119]. For an RF­reflectometry­based read­out,
the use of FDMA is straightforward, thanks to matching networks tuned to different
frequencies [98], as shown in Fig. 2.5.

In order to limit the crosstalk between different channels, sufficient inter­channel
frequency spacing is required. In the case of qubit control, the crosstalk causes the
Alternating Current (AC)­Stark shift, i.e., the qubit frequency appears to shift in
the presence of signal power at a nearby frequency. As a result, either complex
pulse shaping is required [120], or the channels have to be time­multiplexed with
the addition of a phase correction for all idling qubits after each operation [54].
Because of practical limitations on the available spectrum, and the need for suffi­
cient channel spacing, a maximum number of channels of only 10­100 is expected
for frequency­multiplexed readout [121]. Besides crosstalk, the application of fre­
quency multiplexing in large­scale processors may be limited by the need for bulky
frequency­selective components, such as waveguide resonators for transmons and
matching networks in RF­reflectometry of spin qubits, although for the read­out
this may be alleviated by crossbar approaches [30].

2.4.3. Cryogenic Controllers
In order to further reduce the wiring complexity and latency, placing the electronic
controller close to the qubits, and hence operating it at cryogenic temperatures in­
side the dilution refrigerator, has been proposed [10, 20, 24, 30, 121–123]. Ideally,
the electronics should operate directly at base temperature next to the quantum
processor, as discussed in Section 1.2.1. However, as the cooling power of typ­
ical refrigerators is lower at colder temperatures [124], only limited functionality
could be implemented at sub­K temperatures. Some researchers anticipate that the
power dissipation of the electronics can be reduced to a level compatible with the
cooling power of existing refrigerators at sub­K temperatures, thanks to the optim­
ization of both the design and the microelectronic fabrication. Although Ref. [123]
estimates that ∼ 100 singlet­triplet qubits can be controlled by electronics fabric­
ated in a commercial 65­nm CMOS process operating at 100mK, most researchers
advocate for the bulk of the electronic interface to operate around 4K (Fig. 2.7), i.e.,
a temperature at which dilution refrigerators have significantly more cooling power
(up to a few Watt). However, while a controller at 4 K solves the problems related
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Figure 2.7: Compared to a state­of­the­art room­temperature electronic interface (left), implementing
the controller inside the dilution refrigerator (right) can significantly reduce the wiring complexity. The
wiring from the 4­K stage to the qubit stage can be further reduced using electronics with limited
complexity to implement some form of multiplexing near the qubits.

to the wiring to room temperature, interfacing to a quantum processor operating at
sub­K temperatures remains a challenge. Relatively high­power electronics could
be placed close to the quantum processor if thermally­isolating interconnect (such
as superconducting through­silicon vias [125]) could be employed to avoid heating
the qubits. Using superconducting wires between the 4­K electronics and the quan­
tum processor would drastically reduce the heat load on the sub­K stage [126, 127],
but would not alleviate complexity and reliability issues, which could otherwise be
circumvented by multiplexing at base temperature (Section 2.4.2). Alternatively,
preliminary studies promise the feasibility of some qubit technologies, spin qubits
more specifically, operating at higher temperatures [32, 33]. In that case, both
the quantum processor and its electronic interface could be placed at the same
temperature (1­4 K) [30].

Several electronic technologies have proven their functionality down to deep
cryogenic temperatures, and can hence be used to implement the controller. These
include JFET, HEMT, superconducting devices based on Josephson junctions (e.g.,
Single Flux Quantum (SFQ) logic [128]), compound semiconductors (e.g., GaAs)
and CMOS transistors [36, 37]. CMOS has shown functionality down to 30mK
[22, 38], and it is the most advanced among these technologies. Thanks to the
push of the semiconductor industry, CMOS offers an established design automation
infrastructure and the possibility to integrate billions of transistors on a single chip,
as would be required to interface millions of qubits. Consequently, it is generally
considered the most promising choice for the integration of a cryogenic electronic
interface for quantum processors.

Metal Oxide Semiconductor (MOS) transistors are fully functional at cryogenic
temperatures, but their performance is different with respect to their standard tem­
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perature range. Improvements appearing at cryogenic temperatures include in­
creased mobility, and hence larger maximum current, higher subthreshold slope,
lower leakage, and lower thermal noise [129, 130]. As a drawback, the threshold
voltage increases, thus leading to less voltage headroom, and flicker noise perform­
ance and device matching degrade [10, 131]. As a major difference with respect
to more mature CMOS technologies, advanced nanometer CMOS technologies are
not affected by critical cryogenic non­idealities, such as current kink or hysteresis
[129, 132]. However, accurate device modeling is required even for nanometer
CMOS technologies to enable the design of complex optimized cryogenic CMOS
(cryo­CMOS) circuits [22, 24, 129]. More information on the cryogenic behavior of
a nanometer CMOS technology, and the impact on circuit design, can be found in
Section 6.1.

Nevertheless, some commercial CMOS Integrated Circuit (IC)s are functional at
cryogenic temperatures, well below their target temperature range. Most notably,
some FPGAs remain fully functional down to 4 K with a marginal change in operating
speed [40], and even DRAM seems functional down to 80K [133]. The FPGAs
could form the basis of a highly reconfigurable cryogenic control platform [20],
similar to the current tailor­made controller at room temperature (Section 2.4.1).
The ability to program the device in the field can prevent expensive and time­
consuming warm­up/cool­down cycles of the dilution fridge during development.
In Ref. [40], the flexibility of a cryogenic FPGA platform has been demonstrated
with the implementation of an FPGA­based reconfigurable ADC.

While some commercial ICs can be directly used out of the box, the best per­
formance and highest level of integration can only be achieved by custom cryo­
CMOS designs. Several components required for the control and read­out of a quan­
tum processor have been designed and optimized for operation at cryogenic tem­
peratures. In Ref. [134], pulse generators for qubit control using either a mixed­
signal or a fully­digital implementation have been integrated in a 500­nm Silicon­
on­Sapphire (SOS) CMOS process. Both implementations can generate pulses with
variable duration down to 10 ns. In Ref. [135], a 6­bit DAC designed in the
same technology uses an analog calibration technique to overcome the increase
in device mismatch at 4 K. A smaller 4­bit implementation demonstrates a fast
rise time of 600 ps at 4.2K [135]. A 40­nm CMOS digitally controlled oscillator
for signal generation at cryogenic temperature has demonstrated state­of­the­art
phase­noise performance at 4 K while generating frequencies (5.5­7GHz) compat­
ible with transmon control [10]. An improved oscillator with automatic calibration to
achieve optimal phase noise performance at cryogenic temperatures is presented
in [136]. Moreover, the first quantum controller operating at 3 K and integrated
in 28­nm CMOS capable of modulating microwave signals for transmon control has
been demonstrated [137]. For the read­out, an LNA fabricated in a 500­nm SOS
CMOS process shows noise sufficiently low to measure the impedance of an SET in
a measurement time of only ∼ 520 ns [138]. Another LNA, integrated in a bulk 160­
nm CMOS technology for the use in an RF­reflectometry read­out achieves a gain of
57 dB and bandwidth of 500MHz at 4 K with an in­band noise figure of 0.29 dB (20K
noise temperature) [10, 139]. Parametric amplification using cryo­CMOS has been
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shown in [140], and a cryogenic integrated circulator for qubit read­out is presen­
ted in [141]. Lastly, voltage references, as required in a fully­integrated cryogenic
controller, have been demonstrated that work over the entire temperature range
from 4 to 300K [142, 143].

Besides these circuits, which are specifically designed for qubit control and read­
out, various circuits operating at cryogenic temperatures exist for applications ran­
ging from space missions to high­energy­physics but are out of the scope of this
review. Furthermore, while cryo­CMOS has many advantages, other technologies
show superior performance in terms of noise (e.g., SiGe) or power consumption
(e.g., SFQs) and could be a better alternative in some specific applications, e.g., for
the use in LNAs and FPGAs [128], respectively. The co­integration of a quantum
processor and its classical controller based on a non­CMOS cryogenic technology
has already been demonstrated for an SFQ­based controller [144].

2.5. Conclusions
While state­of­the­art setups are well capable of fulfilling the requirements set today
by the different quantum technologies, they will be subject to severe limitations
when quantum processors will scale up. By using tailor­made electronic control­
lers at room temperature, the cost, size, and power consumption can be reduced,
while also enabling optimization for low­latency feedback. However, to obtain a
truly scalable quantum computer, the interconnect complexity between the quan­
tum processor and the electronic interface must be drastically reduced. While mul­
tiplexing techniques are useful in this sense, they still present several stringent
drawbacks. For instance, in case of time­division multiplexing, operations can not
be performed in parallel, and care must be taken to prevent crosstalk in frequency­
multiplexed setups. On the contrary, the adoption of cryogenic electronics promises
the deployment of truly scalable controllers. These cryogenic controllers can be im­
plemented in standard CMOS technologies in order to exploit large­scale high­yield
fabrication capabilities, thus allowing the ultimate vision of co­integrating the elec­
tronic interface with the qubits on a single chip or package, or, at least, to operate
the electronics close to the quantum processor. Initial steps have already been
taken in this direction, thus paving the way to large­scale cryo­CMOS electronic
interfaces that will make the operation of future quantum computers addressing
real world­changing problems possible. However, in order to realize a complex
and power­efficient cryogenic electronic interface, such as Horse Ridge, a good
understanding of the impact of controller inaccuracies on the qubit fidelity, and
appropriate verification methods and tools are required.
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A s the performance of quantum processors improves, non­idealities in the clas­
sical controller can become the performance bottleneck for the whole quan­

tum computer. To prevent such limitation and to enable the design of tailor­made
controllers, this chapter presents a systematic study of the impact of the classical
electrical control signals on the qubit fidelity.

Analysis of the impact of the controller on the quantum computer’s performance
has been undertaken previously, but only for specific aspects of the control signals,
i.e., the effect of microwave phase noise [145, 146], or for treating the effects
of noise on qubit operations either theoretically [147–149] or experimentally [150,
151], e.g., to find sweet spots for the control [152–154]. To close this gap, the work
presented here aims to provide a comprehensive analysis of the effect of non­ideal
circuit blocks in the classical controller on the qubit fidelity for all possible operations,
i.e., single­qubit gates, two­qubit gates, and read­out1. This includes the effect of
signal inaccuracies in the frequency, voltage, and time domain, and covers static
and dynamic, systematic and random errors. Only with a full set of specifications
can potential bottlenecks be identified, and tailor­made electronics be designed.
Besides providing a general method for deriving the electronics specifications, the
specifications resulting from a case study targeting a 99.9% average gate fidelity are

Parts of this chapter have been published in Physical Review Applied [102].
1Initialization is assumed to be performed by relaxation or by read­out and will not be separately dis­
cussed.
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mapped onto existing room­temperature ICs to assess the feasibility of a practical
controller.

Although the proposed approach can be easily extended to any quantum tech­
nology, such as Nuclear Magnetic Resonance (NMR) [155, 156], ion traps [157,
158], superconducting qubits [159–161] or Nitrogen Vacancies (N­V) centers in
diamond [162], we focus on the specific case of single­electron spin qubits, since
this qubit technology offers promising prospects for large­scale quantum computing
(Sections 2.1.2 and 2.4.3). In addition, while the approach can be generalized to
other qubit types, the results obtained for the single­qubit gates can be general­
ized to any qubit system where single­qubit rotations are performed by applying a
signal with a frequency matching the energy­level spacing between the |0⟩ and |1⟩
states. Qubit systems with such single­qubit gates are e.g., NMR [155, 156], ion
traps [157, 158], N­V centers in diamond [162], and superconducting qubits [159–
161]. Similarly, the results obtained for the two­qubit gates can be generalized to
any qubit system that exploits the exchange gate.

This chapter is organized as follows: Section 3.1 describes the generic spin­qubit
quantum processor used for the following analysis; Section 3.2 introduces the meth­
ods for deriving the fidelity for the various operations; in Sections 3.3 to 3.5 the
electrical specifications required for single­qubit operations, two­qubit operations,
and qubit read­out are derived, respectively. Detailed derivations along with addi­
tional closed­form expressions can be found in Appendix A. A discussion regarding
the feasibility of these specifications using existing circuits follows in Section 3.6.
Conclusions are drawn in Section 3.7.

3.1. A System­Level View of a Quantum Computer
3.1.1. The quantum processor
A single­electron spin qubit encodes the quantum state in the spin state of a single
electron (Section 2.1.2). A generic model of a quantum processor based on single­
electron spin qubits is shown in Fig. 3.1, which captures all of the properties relevant
for the interaction with the controller. Moreover, although the figure illustrates a
linear array of quantum dots, it can be extended to more complex geometries,
such as a 2D grid of quantum dots, as shown in Refs. [30, 108, 109].

Quantum dots are formed using a set of gate electrodes that locally deplete a
2DEG on a semiconductor chip, e.g., a GaAs/AlGaAs heterojunction, a Si/SiGe het­
erojunction, or a Si­MOS structure [75, 163]. Due to the small size of the quantum
dot, the charge states become discrete with an energy­level spacing related to the
dot charging energy, thereby setting the required increase of the dot potential to
add an electron to the dot. The dot potential, and thereby the number of elec­
trons in the dot, is controlled by the plunger gate that capacitively couples to the
quantum dot. Without loss of generality for the analysis of the electrical control
signals, the following analysis assumes the availability of additional tunnel barrier
gates which form tunnel barriers between neighboring dots by controlling the width
of the depletion layer, thus allowing tunneling of electrons from and to the quantum
dot in a tunable way. Figure 3.1 shows non­overlapping gates as common in early



3.1. A System­Level View of a Quantum Computer

3

33

B(t) B(t) B(t)

QPCB0

ω0,q0 ω0,qNω0,q1

2DEG
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2DEG contact
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Figure 3.1: A generic model of a spin­qubit quantum processor comprising qubits encoded in the spin
of electrons trapped in quantum dots and a charge sensor (e.g., a QPC). The blue background indicates
the 2DEG where quantum dots, shown as red circles, are formed locally. Individual control over the dot
potentials and the tunnel barriers is assumed, using plunger gates (orange) and barrier gates (green),
respectively (other gates are shown in gray for completeness). Furthermore, each qubit can have a
unique resonance frequency (Larmor frequency, 𝜔0,q𝑖).

integration schemes [65, 77, 119], while, in order to create better tunability and
control, architectures now often include overlapping gates [61, 66, 164, 165]. The
analysis in this chapter covers both approaches.

An external static magnetic field B0 induces an energy difference between elec­
trons with spin up and spin down, called the Zeeman energy 𝐸z. Because of the
static magnetic field, when idle, the electron rotates around the Z­axis in the Bloch
sphere with Larmor frequency 𝜔0 = 𝛾e ⋅ |B0|, where 𝛾e is the gyromagnetic ratio
of the electron (𝛾e ≈ 28GHz/T in silicon). As indicated in Fig. 3.1, each qubit can
have a different Larmor frequency, which can be useful for two­qubit operations or
for multiplexing single­qubit operations (Section 2.4.2) [15, 61, 66] .

Single­qubit operations (Section 3.3) require the application of a varying mag­
netic field perpendicular to B0 and oscillating at the Larmor frequency. In the case
of Electron­Spin Resonance (ESR), such a field is generated by a varying current in
a nearby ESR­line [61, 66, 166]. Alternatively, the same effect can be obtained by
applying a varying electric field to the electron in a spatial magnetic field gradient,
as is the case for Electric Dipole Spin Resonance (EDSR) [62, 65, 118, 119]. In
that case, the electric field variations are generated by a voltage on a nearby gate,
e.g., through the plunger gate, without requiring an ESR­line. Although Fig. 3.1
shows an ESR line, the results of the analysis below are applicable to both ESR­
or EDSR­based operations, as explained in the following section. Two­qubit oper­
ations (Section 3.4) and qubit read­out (Section 3.5) can be performed by pulsing
the barrier and plunger gates.

The effect of crosstalk between different gates or the ESR­line is considered
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negligible or compensated for in the classical controller, and is not further discussed
here since it can be treated as a purely classical electrical effect.

Qubit read­out relies on a spin­to­charge conversion followed by the detection
of the eventual electron movement [163], using either a gate dispersive read­out
[70, 167] or an additional charge sensor. The latter is assumed in this chapter,
as it is more straightforward and more commonly used. The extension to gate­
based readout is left as future work. For such a charge sensor, different sensing
techniques can be used, e.g., a QPC [68, 96, 97] or a SET [168]. As an example,
Fig. 3.1 shows a QPC in close proximity to the quantum dots.

3.1.2. The classical electronic controller
The classical controller is responsible for generating the required electrical signals
to bias and control each gate and, in case, the ESR line, and for reading the state of
the charge sensor. The required electronics have been schematically summarized in
Fig. 3.2. The electronic components in the figure are placeholders for the respective
functionalities and are grouped by operation, i.e., single­qubit operation, two­qubit
operation, and read­out. Thus, they do not necessarily correspond to a physical
implementation as discussed in Section 2.2.

AWG

1-qubit gate

AWG

AWG

AWG

AWG

2-qubit
gate

readoutreadout

DC-bias

∫

sensor
read-out
circuit

ESR-line

Barrier G
ate

Plunger G
ate

DC-bias

A

(EDSR)

2-qubit
gate

Figure 3.2: The classical control electronics required for each line type (ESR line, plunger gate, and
barrier gate) of the quantum processor. AWGs are shown for the envelope and pulse generation.

When no operation is performed, each quantum dot must contain a single elec­
tron at the same dot potential, and the tunnel barriers must be tuned to ensure a
negligible coupling between neighboring dots (Section 3.4.2). Such conditions are
ensured by the use of DC­bias voltage generators, as shown in Fig. 3.2. An ideal
𝐿𝐶 bias­T is included in the figure to discriminate between purely DC biasing and
AC excitations.
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The oscillating magnetic field 𝐵(𝑡) required for single­qubit operations can be
generated by an oscillating current 𝐼(𝑡), following the relation 𝐵(𝑡) = 𝛼I ⋅𝐼(𝑡) (in the
case of ESR), or by an oscillating voltage 𝑉(𝑡), resulting in 𝐵(𝑡) = 𝛼V ⋅ 𝑉(𝑡) (in the
case of EDSR). The conversion factors 𝛼I and 𝛼V depend on many factors, such as
the exact geometry of the structures, and can be determined experimentally. Due
to this abstraction, the results shown in Section 3.3 are valid both in the case of ESR
and EDSR. The required microwave current or voltage is generated by modulating a
carrier from a Local Oscillator (LO) with an envelope produced by an AWG. Although
different hardware implementations are possible, this allows us, without loss of
generality, to split the carrier specifications, i.e., the LO specifications, from the
envelope specifications, i.e., the AWG specifications. In the case in which each qubit
has a unique Larmor frequency, a single control line can be used to control multiple
qubits independently via FDMA, i.e., frequency multiplexing, thus simplifying the
wiring (Sections 2.4.2 and 3.3.2).

The voltage pulses required for the two­qubit gates and the read­out are gener­
ated by AWGs. Distinct AWGs are assumed for the two­qubit gates and the read­out
since the specifications for such operations can be different.

Besides the presented control electronics, additional hardware is required to
process the signal from the charge sensor. The required hardware depends on the
employed read­out method, e.g., a direct measurement [96] or RF­reflectometry
[70, 97]. As an example, a direct read­out, requiring a read­out amplifier, is shown
in Fig. 3.2.

3.2. Methods
The evolution of the qubit state is evaluated by computing the system Hamiltonian
(𝐻𝑠𝑦𝑠), which is a function of the electrical signals applied by the classical controller,
and solving the related Schrödinger equation:

iℏ ⋅ 𝜕|𝜓⟩𝜕𝑡 = 𝐻𝑠𝑦𝑠 ⋅ |𝜓⟩. (3.1)

For static control signals, the Hamiltonian is time­independent and the unitary
operation describing the evolution after a time 𝑇 is trivially 𝑈 = e−i⋅𝐻𝑠𝑦𝑠⋅𝑇 (assuming
ℏ = 1).

For dynamic signals, such as for complex signal envelopes, the operation de­
scribed by the time­varying Hamiltonian 𝐻𝑠𝑦𝑠(𝑡) is approximated by the product of
time­independent components, leading to:

𝑈 ≈
0

∏
𝑛=𝑁

e−i⋅𝐻𝑠𝑦𝑠(𝑛⋅Δ𝑡)⋅Δ𝑡 , (3.2)

where Δ𝑡 is the time step, which must be chosen to be small enough for the required
accuracy of the approximation (more details in Section 4.2).

As a benchmark to evaluate how close 𝑈 is to the ideal operation 𝑈ideal as
it would be performed by an ideal controller, the process fidelity is computed as
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follows [169, 170]:

𝐹 = 1
𝑛2 ⋅ |Tr [𝑈

†
ideal ⋅ 𝑈]|

2
, (3.3)

for the 𝑛­dimensional complex Hilbert space (𝑛 = 2 for the single­qubit gate and
𝑛 = 4 for the two­qubit gate).

In the case of random dynamic errors, the ensemble average of the fidelity over
all realizations is evaluated, following Refs. [147, 148]. When treating random
noise, the noise spectrum is relevant, as the operation can be affected differently
by noise at different frequencies. The method presented in Refs. [147, 148] is used
to evaluate the expected process fidelity, and is outlined in Appendix A.

Detailed derivations of the analytical results presented in this chapter are col­
lected in Appendix A. The analytical results presented in the following are often the
result of a series expansion of the fidelity truncated at the second order, as clearly
stated in Appendix A. Since this dissertation is focused on high qubit fidelity (>
90%), higher­order processes can be neglected. All presented results have been
verified by numerical simulations of the Hamiltonian using an ad­hoc developed
simulation tool named SPINE (Chapter 4). Unless otherwise stated, all angles (𝜃,
𝜙 etc.) are in radians.

3.3. Signal Specifications for Single­Qubit Operations
In this section, the fidelity of a single­qubit operation in the presence of non­
idealities in the drive signal are first derived (Section 3.3.1). Next, the effects
of non­idealities that affect the qubit when it is idle are considered (Section 3.3.2).
Finally, example specifications for achieving a 99.9% fidelity for both an operation
and idle period are given in a case­study (Section 3.3.3).

3.3.1. Fidelity of a single­qubit operation
As explained in Section 3.1, the qubit rotates around the Z­axis due to the applied
external magnetic field. Using an LO tuned to a frequency equal to the qubit’s
Larmor frequency, the qubit phase can be tracked, and the qubit appears to be
stationary in the reference frame of the LO. In this rotating frame, Z­rotations by
an angle 𝜃Z can easily be obtained by instantaneously updating the LO’s phase in
software by an angle 𝜃Z [57, 155, 156]. For such a software­defined Z­rotation, only
the accuracy of the phase update of the LO matters, which is limited by the finite
resolution in the phase setting. A phase error Δ𝜙 = Δ𝜃Z (the difference between
the applied rotation angle and the intended rotation angle 𝜃Z) reduces the fidelity
of the Z­rotation as follows:

𝐹Z𝜙 = 1 −
1
4 ⋅ Δ𝜙

2. (3.4)

In the remainder of this section, we will focus on rotations around the X/Y­
axis that are obtained by applying a magnetic field 𝐵(𝑡) oscillating at the qubit
Larmor frequency 𝜔0 and with a specific phase, which is generated by applying
either a microwave current or a microwave voltage, as explained in Section 3.1.
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Table 3.1: The fidelity of a single­qubit operation for inaccuracies and noise in the electrical control
signals. In this table, 𝜃 is the intended rotation angle, ranging from −π to π; inaccuracies are denoted
by a Δ; noise Power Spectral Density (PSD)s by 𝑆(𝜔); qubit filter transfer functions by 𝐻(𝜔); and 𝜔min
denotes the lower limit of integration. Note that in the case of jitter, the full transfer function, with 𝑇clk
as the reference period, is given, as no Equivalent Noise Bandwidth (ENBW) is defined for a High­Pass
Filter (HPF).

Inaccuracy

C
ar
ri
er Frequency 1 − 1

2 ⋅ [1 − cos(𝜃)] ⋅ (Δ𝜔mw
𝜔R

)
2

Phase 1 − 1
2 ⋅ [1 − cos(𝜃)] ⋅ Δ𝜙2

En
ve
lo
pe Amplitude 1 − 1

4 ⋅ 𝜃
2 ⋅ (Δ𝜔R𝜔R

)
2

Duration 1 − 1
4 ⋅ 𝜃

2 ⋅ (Δ𝑇𝑇 )
2

Noise

C
ar
ri
er Frequency 1 − 1

π ∫
∞
𝜔min

𝑆mw(𝜔)
𝜔2R

⋅ |𝐻mw(𝜔)|
2 ⋅ d𝜔

Additive
1 − 1

π ∫
∞
𝜔min

𝑆add(𝜔−𝜔0)
𝜔2R

⋅ |𝐻add(𝜔)|
2 ⋅ d𝜔noise

En
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π ∫
∞
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𝑆R(𝜔)
𝜔2R

⋅ |𝐻R(𝜔)|
2 ⋅ d𝜔

Duration 1 − 1
π ∫

∞
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𝑆𝜙(𝜔) ⋅ |𝐻T(𝜔)|
2 ⋅ d𝜔

Noise filter properties
Type DC­gain |𝐻(0)|2 ENBW

C
ar
ri
er Frequency Low­Pass Filter (LPF)1

2 ⋅ [1 − cos(𝜃)] 𝜔R ⋅
π⋅|𝜃|

2⋅[1−cos(𝜃)]
Additive

LPF 1
4 ⋅ 𝜃

2 + 1
2 ⋅ [1 − cos(𝜃)] 𝜔R ⋅

2⋅π⋅𝜃
𝜃2+2⋅[1−cos(𝜃)]noise

En
ve
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pe Amplitude LPF 1

4 ⋅ 𝜃
2 𝜔R ⋅

π
|𝜃|

Duration HPF |𝐻T(𝜔)|
2 = 1

8 ⋅
𝜃2
π2 ⋅

𝑇2clk
𝑇2 ⋅ sin

2 (𝜔2 ⋅ 𝑇)
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The Hamiltonian describing a single electron under microwave excitation in the
laboratory frame is given by the following (ℏ = 1):

𝐻lab = −𝜔0 ⋅
𝜎z
2 + 𝛾e ⋅ 𝐵(𝑡) ⋅

𝜎x
2 , (3.5)

where, here and in the following, 𝜎x, 𝜎y, and 𝜎z are the Pauli matrices. The mi­
crowave magnetic field can be described as 𝐵(𝑡) = 2/𝛾e ⋅𝜔R(𝑡) ⋅cos(𝜔mw ⋅ 𝑡+𝜙). A
constant amplitude (𝜔R(𝑡) = 𝜔R), i.e., a rectangular envelope, is considered unless
stated otherwise. In the case of a rectangular envelope, 𝜔R is the Rabi frequency,
i.e., the rotation speed for the single­qubit gate. Note that for more complex en­
velopes, the resulting specifications for the control electronics can differ, as the
sensitivity to specific control parameters can be reduced when employing quantum
optimum control, such as Gradient Ascent Pulse Engineering (GRAPE) [171].

For single­qubit rotations, the rotation axis is affected by the matching of the
microwave frequency (𝜔mw) to the Larmor frequency (𝜔0) and by the phase of the
microwave signal (𝜙), i.e., the carrier signal. The rotation angle (𝜃 = 𝜔R ⋅ 𝑇), on
the other hand, is determined by the amplitude of the signal (𝜔R) and the duration
for which the microwave signal is applied (𝑇), i.e., the signal envelope.

Table 3.1 summarizes the effect of noise and inaccuracy on the fidelity of single­
qubit operations. Inaccuracies in the control signal are generally caused by finite
instrument resolution and drift2. In the case of envelope inaccuracies, the mi­
crowave amplitude (∝ 𝜔R) and duration (𝑇) of the signal together determine the
rotation angle (𝜃 = 𝜔R ⋅ 𝑇). Hence, any error in either one leads to an under­ or
over­rotation, thereby reducing the fidelity. In the case of frequency inaccuracies, a
better fidelity is achieved for larger Rabi frequencies, i.e., a larger microwave amp­
litude and a shorter pulse duration. However, a larger Rabi frequency ultimately
requires a sufficiently larger Larmor frequency3, and it is harder to reach the same
phase accuracy Δ𝜙 at higher LO frequencies.

Next, dynamic changes in the control signal can further limit the fidelity. In the
event that such a change occurs on a timescale larger than the operation time, it
can be considered a random static error. For a static but random error Δ for which
𝐹 = 1 − 𝑐 ⋅ Δ2, the expected fidelity simply follows as 𝐹 = 1 − 𝑐 ⋅ 𝜎2, if Δ follows a
Gaussian distribution with standard deviation 𝜎 and zero mean (see Appendix A).
Hence the equations for the inaccuracy as given in Table 3.1 apply.

In order to treat random noise with spectral content at frequencies higher than
the operating rate, the method presented in Refs. [147, 148] is adopted to compute
the expected operation fidelity as a function of the noise spectrum. The results for
dephasing noise are reproduced from Refs. [145, 147, 148] and are repeated here
for completeness, with additional analysis for different rotation angles. The fidel­
ity due to the various noise sources is summarized in Table 3.1, where generally
|𝐻(𝜔)|2 is the intrinsic qubit filter function, implying that the qubit has a different
sensitivity to noise at different frequencies. The amplitude responses of the in­
trinsic qubit filtering functions for frequency noise and amplitude noise are shown
2While it might be possible to calibrate for drift, this significantly increases the system’s complexity.
3Assuming that the Rotating Wave Approximation (RWA) (discussed in Appendix A) should be satisfied.
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in Figs. 3.3 to 3.5, with analytical formulas provided in Appendix A. These responses
have a LPF characteristic, and their properties, the DC gain and ENBW, are sum­
marized in Table 3.1 and highlighted in the plots as the brick wall approximation of
the filter4.
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Figure 3.3: The amplitude response of the intrinsic qubit filter for frequency noise for various rotation
angles 𝜃. The brick wall approximations are shown with dashed lines.

Note that for frequency noise, the ENBW is proportional to the Rabi frequency,
indicating that for faster operations, noise in a wider band affects the qubit. How­
ever, the lower limit of integration (𝜔min) is inversely proportional to the execution
time of the quantum algorithm5 and is, therefore, also related to the operation time.
In the case of white noise, a good approximation is obtained with 𝜔min = 0. Due
to the factor 1

𝜔2R
, it is advantageous to use the highest possible Rabi frequency. In

the presence of flicker noise, the same conclusion holds, as then a higher 𝜔min is
desirable. Finally, the same discussion holds in the case of amplitude noise. How­
ever, a higher tolerance for amplitude noise at larger Rabi frequencies, i.e., larger
amplitudes, simply means that the required signal­to­noise ratio (𝜔2R/𝜎2𝜔R) in the
qubit’s band of sensitivity is fixed.

The microwave frequency noise (𝑆𝜔(Δ𝜔)), as discussed before, is set by the
phase noise (𝑆𝜙(Δ𝜔)) of the LO generator and they can be related by 𝑆𝜔(Δ𝜔) =
Δ𝜔2 ⋅ 𝑆𝜙(Δ𝜔) at a frequency Δ𝜔 from the carrier 𝜔mw [145]. While the effect of
4The indicated ENBW is defined such that white noise integrated over this bandwidth results in the
same noise power as white noise integrated over the actual filter transfer function, and can be used to
simplify calculations in case the noise can be well approximated as white noise in the band of interest
[172] (see Appendix A).
5Note that some quantum algorithms, such as dynamical decoupling sequences or error correction codes,
can act as a high­pass filter for the noise, thereby setting 𝜔min.
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Figure 3.4: The amplitude response of the intrinsic qubit filter for wideband additive noise for various
rotation angles 𝜃. The brick wall approximations are shown with dashed lines.
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Figure 3.5: The amplitude response of the intrinsic qubit filter for amplitude noise for various rotation
angles 𝜃. The brick wall approximations are shown with dashed lines.
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Figure 3.6: A typical plot of (a) the phase noise and (b) the resulting frequency noise PSD of a Phase­
Locked Loop (PLL)­based frequency generator. The red line indicates the noise as measured by a phase
noise analyzer, whereas the blue line indicates the part of the noise that is actually phase noise. At high
offset frequencies, where the lines diverge, wideband additive noise shows up in the phase noise plot,
giving rise to a noise floor of around −150 dBc/Hz in this example.
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phase noise has already been extensively studied in Ref. [145], a more realistic
oscillator noise model, including both phase noise and wideband additive noise, is
adopted in this work. Derivation of the intrinsic qubit filtering function for each
noise contribution leads to an improved estimation of the fidelity that deviates from
Ref. [145], as elaborated in the following.

Consider, as an example, the typically reported plot for the phase noise of a
PLL­based frequency generator, as shown in Fig. 3.6 (cf. Ref. [172]). Appended
to this figure is a plot of the resulting frequency noise PSD. At low frequencies,
the phase noise is typically limited by the flicker noise of the reference clock (the
∼ 𝑓−3 part). In the plot of the frequency noise PSD, this has a 𝑓−1 roll­off, making it
important to maximize𝜔min, which could be resolved by using dynamical decoupling
schemes, as they introduce an additional high­pass filtering [147, 148, 173, 174].
The part of the phase­noise plot highlighted in red may be a source of concern
[145], as it results in a frequency noise increasing as 𝑓2 that exactly cancels the
roll­off of the intrinsic qubit filter (Fig. 3.3), thus resulting in a diverging integral
for the fidelity (Table 3.1) if no additional band­pass filtering is applied. However,
the noise highlighted in red, visible in the phase noise plot originates from thermal
noise added to the microwave signal by, e.g., the output driver of the microwave
signal generator [172, 175]. The additive noise, with generally a wide bandwidth,
is more accurately modeled in the applied microwave magnetic field as follows:

𝐵(𝑡) = 2𝜔R
𝛾e

⋅ cos(𝜔mw ⋅ 𝑡 + 𝜙 + 𝜙n(𝑡)) + 𝐵add(𝑡), (3.6)

where 𝐵add(𝑡) represents the additive noise with PSD 𝑆add(𝜔). The actual phase
noise 𝜙n(𝑡), indicated by the blue line in Fig. 3.6, is clearly band­limited by the
qubit filter function due to the absence of the 𝑓2 factor. The PSD of this additive
noise has the same frequency dependence as the PSD of the phase noise [176].
As a result, this noise is also filtered by the qubit, without the need for an external
filter to limit the far­out phase noise, as suggested by prior art [145]. The fidelity
of the qubit operation in the presence of this type of noise is given in Table 3.1.

Finally, the signal duration 𝑇 is also subject to random variations, i.e., jitter.
However, since the period cannot vary during the operation, the noise in the tim­
ing can be simply treated considering the period jitter as a quasi­static error. This
period jitter is determined by the single­sideband phase noise 𝑆𝜙(𝜔) of the refer­
ence clock (period 𝑇clk) used to set the duration [172, 177] (Table 3.1), following
a HPF characteristic with the corner frequency set by the duration 𝑇.

3.3.2. Specifications for the idle operation and qubit frequency
multiplexing

In a typical quantum algorithm, a qubit can be idle for a while, waiting for the
operations on other qubits to finish, before being operated on, e.g., due to lim­
itations in the hardware or data dependencies. This section discusses processes
that cause the state of the qubit to degrade during an idle period lasting 𝑇nop. The
loss of the quantum state due to interactions with other qubits will be discussed in
Section 3.4.2.
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A qubit will perform an undesired Z­rotation (related to 𝑇∗2) in the rotating frame
if the microwave frequency is not matched to the qubit’s Larmor frequency, even
when the driving tone is not applied to the qubit. Evaluating the fidelity of an
identity operation in the case of a frequency inaccuracy Δ𝜔mw leads to 𝐹Inop,mw =
1 − 1

4 ⋅ Δ𝜔
2
mw ⋅ 𝑇2nop, which can easily be more stringent than the requirement due

to a rotation (Table 3.1).
Besides Z­rotations, unintended X­ and Y­rotations of the qubit (related to 𝑇1)

are possible in the case in which power is present at the qubit’s Larmor frequency. In
general, a tone could be present at the qubit frequency, e.g., due to signal leakage
from the microwave source or non­linearities in the system leading to harmonic or
inter­modulation tones. The presence of a spurious tone that would give a Rabi
frequency of 𝜔spur will reduce the fidelity as follows: 𝐹Inop,spur = 1−

1
4 ⋅ 𝜔

2
spur ⋅ 𝑇2nop.

Besides a tone, residual thermal noise could be present on the driveline. Con­
sidering a noise signal with spectral density 𝑆Rn(𝜔), the fidelity is: 𝐹Inop,noise =
1 − 1

π ∫
∞
0 𝑆Rn(𝜔) ⋅ |𝐻n(𝜔)|2 ⋅ d𝜔, where

|𝐻n(𝜔)|2 = 2 ⋅
sin2 (𝑇nop2 ⋅ (𝜔 − 𝜔0))

(𝜔 − 𝜔0)2
, (3.7)

which indicates that the noise spectrum is filtered by a sinc­shaped band­pass filter
centered around 𝜔0, with the following brick wall approximation:

|𝐻n(𝜔)|2 ≈ {
𝑇2nop/2 |𝜔 − 𝜔0| ≤ π/𝑇nop
0 elsewhere. (3.8)

Lastly, multiple qubits sharing the same control line, i.e., a single ESR line or
control gates shorted together, can be controlled independently in the case in which
each qubit has a unique Larmor frequency, using FDMA (Section 2.4.2). However,
when rotating a qubit with Larmor frequency 𝜔0 by applying a microwave signal
at frequency 𝜔mw = 𝜔0, any unaddressed qubit on the same line with Larmor
frequency 𝜔0,other = 𝜔0+𝜔0,space will be affected. Similarly, even if not on the same
driveline, another qubit could be unintentionally driven due to parasitic coupling
such as capacitive or magnetic crosstalk.

An expression for the fidelity of the unaddressed qubit with respect to the ideal
identity operation is reported in Appendix A for a microwave pulse with a rectangular
envelope (Fig. 3.7a), and it is plotted in Fig. 3.7c, where we assume the same Rabi
frequency 𝜔R for both qubits. As expected, driving the qubit with a larger amplitude
(i.e., larger 𝜔R) results in a shorter pulse for a given rotation angle, thus leading to
a wider pulse bandwidth and, consequently, to crosstalk extending to qubits that
are further away in frequency.

Although the expectation may arise that reducing the pulse bandwidth by proper
engineering of the pulse envelope can lead to lower crosstalk, Fig. 3.7d shows
that also a Gaussian envelope (Fig. 3.7b) does not result in a much faster roll­
off. As the figure shows, the fidelity can be limited by unintended Z­rotations of the
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Figure 3.7: Qubit frequency multiplexing: the envelopes, achievable fidelity, and requirements in the
case of a rectangular envelope. (a) The rectangular envelope under consideration. (b) The Gaussian
envelope under consideration. (c) The infidelity of an identity operation (and the amount of X/Y rotation
and Z rotation) on a qubit spaced at 𝜔0,space from the carrier for a rectangular envelope, along with
the Fourier transform of the rectangular envelope. (d) The infidelity of an identity operation (and the
amount of X/Y rotation and Z rotation) on a qubit spaced at 𝜔0,space from the carrier for a Gaussian
envelope, obtained by numerical simulation, along with the Fourier transform of the Gaussian envelope.
(e) The frequency spacing required to achieve a certain fidelity at given relative signal strength 𝛽, for
a rectangular envelope. The upper bound (dashed lines) is given in Eq. (3.9). (f) The driving tone
attenuation 𝛽 required at a certain frequency spacing to achieve a given fidelity, for a rectangular
envelope. The lower bound (dashed lines) is given in Eq. (3.10).
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unaddressed qubit. However, by applying a simple correction for the Z­rotation, the
fidelity of the identity operation on the unaddressed qubit improves to the following:

𝐹IFDMA ≈ 1 −
𝛽2
𝛼2 ⋅ sin

2 (𝜃2𝛼) ≥ 1 −
𝛽2
𝛼2 , (3.9)

where 𝛼 = 𝜔0,space
𝜔R

and 𝛽 = 𝜔R,unaddressed
𝜔R

, and where, in general, the unaddressed
qubit can have a different Rabi frequency (𝜔R,unaddressed) at the same microwave
amplitude, e.g., due to a lower coupling to the drive signal. As expected, the fidelity
given by Eq. (3.9) is approximately proportional to the spectrum of the envelope of
the applied pulse (Fig. 3.7c). Consequently, reduction of the pulse bandwidth by
proper engineering of the pulse envelope is an effective solution if the unintended
Z­rotations are corrected, as shown in, e.g., Figs. 3.7b and 3.7d, where a Gaussian
envelope is employed.

A certain minimum frequency separation is necessary to achieve a target fidelity,
as shown in Fig. 3.7e for the rectangular envelope. The lower bound on the fidelity
as given in Eq. (3.9) is plotted as well, as the notches in the graph move depending
on 𝜃. Similarly, if the coupling of the microwave drive is due to parasitic effects and
is unwanted, a target fidelity for unaddressed qubits translates into a requirement
in the driving tone attenuation (Fig. 3.7f):

𝛽 = √1 − 𝐹corr ⋅
𝛼

|sin (𝜃2𝛼)|
≥ √1 − 𝐹corr ⋅

𝜔0,space
𝜔R

. (3.10)

Finally, FDMA has the potential to perform single­qubit gates on several qubits
at the same time, using a single driveline. In that case, it is not sufficient to apply a
compensating Z­rotation afterward, on another qubit, if that qubit is also performing
an operation. As the Z­rotation is obtained gradually when an off­resonance tone
is applied, the driving tone applied to perform the operation should be altered to
compensate for this Z­rotation (or AC Stark shift) during the operation. This requires
proper engineering of all the microwave pulses that are applied simultaneously [120,
155, 178–180]. An example of such pulses is given in Section 5.4.2.

3.3.3. Case study for a single­qubit operation
With the information provided in Section 3.3, precise specifications for the control
electronics can now be derived. Table 3.2 shows an example of how the total error
budget can be allocated over the electronics specification to achieve a 99.9% fidel­
ity for a π­rotation at a typical Rabi frequency of 1MHz (𝑇∗2 = 120µs). Assuming
an FDMA scheme, the same fidelity is targeted for preserving the state of the qubit
when not operating on it for a time equal to the operation time (𝑇nop = 𝑇). The ex­
ample considers the use of simple rectangular pulses, without any echo technique.

A Larmor frequency larger than 80MHz would be sufficient not to get impaired by
fast oscillating terms neglected by the RWA (see Appendix A). However, choosing
𝑓0 = 10GHz is more in line with values used in practice and allows for a large
qubit frequency spacing. A frequency spacing of 1GHz is selected, the same as
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will be considered in the case study of two­qubit operations (Section 3.4.3). Such
spacing is, however, approximately 10 times larger than required for minimizing the
crosstalk due to FDMA (Section 3.3.2). The example also shows the effect of the
frequency noise as expected from isotopically purified 28Si (with only an 800 ppm
concentration of 29Si), highlighting that its contribution to the infidelity is negligible
in this example.

The values provided for the microwave amplitude assume a qubit processor
based on EDSR, where an amplitude of 2mV (1.4mV rms) at the gate is required for
a Rabi frequency of 1MHz (close to the value reported in [65]). All specifications are
valid at the gate so that wiring attenuation and filtering might need to be factored
in to refer the specifications back to the electronics.

Following these specifications, the microwave envelope (amplitude and dura­
tion) can be generated by, e.g., an AWG with a sample rate of at least 150MS/s,
such that the sample time is less than 6.7 ns, resulting in a maximum inaccuracy
of 3.3 ns. Furthermore, the AWG should have a resolution of 8 bits, such that at a
full­scale swing of 4mV, the quantization step is sufficiently low. An Effective Num­
ber of Bits (ENOB) of only 6.5 bits is required to meet the noise requirement and
the specifications on the residual driving when not operating the qubit (‘off­spur’ in
Table 3.2).

The LO used for the up­conversion requires a frequency resolution of approxim­
ately 20 kHz (for the inaccuracy). Assuming a −20 dB/dec slope of the phase noise,
the single­side band phase noise at 1MHz from the carrier, ℒ(1MHz), needs to be
below −106 dBc/Hz. Furthermore, the LO’s phase inaccuracy needs to be below
0.64°.
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Table 3.2: Example specifications for the control electronics for single­qubit oper­
ations. The noise levels provided assume a white spectrum for the amplitude and
frequency noise (i.e., −20 dB/dec for the phase noise).

Value Infidelity contribution
to an operation to idling

Frequency
nominal 10GHz 0.64 × 10−9(a)
spacing 1GHz 1 × 10−6(b)
inaccuracy 11 kHz 125 × 10−6 308 × 10−6
oscillator noise 11 kHz rms 125 × 10−6 308 × 10−6
nuclear spin noise 1.9 kHz rms(c) 3.6 × 10−6 8.9 × 10−6
wideband noise 12 µV rms 125 × 10−6

Phase
inaccuracy 0.64° 125 × 10−6 31 × 10−6(d)

Amplitude
nominal 2mV
inaccuracy 14 µV 125 × 10−6
noise 14 µV rms 125 × 10−6
off­spur 19 µV(e) 217 × 10−6
off­noise 10 µV rms 125 × 10−6

Duration
nominal 500 ns
inaccuracy 3.6 ns 125 × 10−6
noise 3.6 ns rms 125 × 10−6

𝐹X,Y = 99.9% 𝐹I = 99.9%

Noise source ENBW Noise level

Frequency noise 2.5MHz ℒ(1MHz) = −106 dBc/Hz
Wideband additive noise 2.9MHz 7.1 nV/√Hz
Amplitude noise 1.0MHz 14 nV/√Hz, SNR = −40 dB
Amplitude off­noise 2.0MHz 7.1 nV/√Hz

(a) Due to the RWA.
(b) Due to leakage in FDMA­setup using rectangular envelopes.
(c) From [61], 𝑇∗2 = 120µs.
(d) FDMA Z­corrections limit the idling operation.
(e) Equivalent to −41 dBc.
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3.4. Signal Specifications for Two­Qubit Operations
In this section, the fidelity of a two­qubit operation in the presence of non­idealities
in the drive signal are first derived (Section 3.4.1). Next, effects of additional non­
idealities that affect the qubits when they are idle are considered (Section 3.4.2).
Finally, example specifications for achieving a 99.9% fidelity for both an operation
and an idle period are given in a case­study (Section 3.4.3).

3.4.1. Fidelity of a two­qubit operation
As stated in Section 3.1, by default, the tunnel coupling between the qubits is
negligible, and the qubits have the same potential, i.e., they are not detuned. By
increasing the tunnel coupling and/or by detuning the qubits, the qubit interaction
increases and a two­qubit gate can be obtained. In this system, by leveraging
this exchange interaction, a two­qubit exchange gate and a C­phase gate can be
implemented. With either of these gates and single­qubit operations, a universal
set is obtained.

Higher energy levels need to be modeled in the Hamiltonian to describe the
physical interactions required for the two­qubit gate. The analysis presented here
is limited to the interaction between two neighboring qubits, A and B, and to the
single­dot singlet states (|0, 2⟩ represents the singlet state in the right dot and |2, 0⟩
the singlet state in the left). In the basis Ψ = [|↑, ↑⟩ , |↑, ↓⟩ , |↓, ↑⟩ , |↓, ↓⟩ , |0, 2⟩ , |2, 0⟩],
the Hamiltonian of a double quantum dot is given by the following (ℏ = 1) [66,
181, 182]:

𝐻𝑠𝑦𝑠 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

−𝜔0 0 0 0 0 0
0 𝛿𝜔0

2 0 0 𝑡0 𝑡0
0 0 −𝛿𝜔02 0 −𝑡0 −𝑡0
0 0 0 𝜔0 0 0
0 𝑡0 −𝑡0 0 𝑈 − 𝜖 0
0 𝑡0 −𝑡0 0 0 𝑈 + 𝜖

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (3.11)

where 𝜔0 = (𝜔0,A +𝜔0,B)/2, 𝛿𝜔0 = 𝜔0,B −𝜔0,A, and 𝜔0,A and 𝜔0,B are the Larmor
frequencies of the two qubits. The charging energy (𝑈) is assumed to be the
same for both dots. The tunnel coupling between the quantum dots (𝑡0) has an
exponential relation to the voltage on the barrier gate, and the detuning energy (𝜖)
is controlled by the voltage difference on the plunger gates of the dots (𝑉d) via the
lever arm 𝛼 = Δ𝜖/Δ𝑉d.

An avoided crossing is observed in the energy level diagram for |𝜖| = 𝑈 and
𝑡0 > 0 (Fig. 3.8), which gives rise to eigenenergies that are different from the
case of two isolated dots (𝑡0 ∼ 0) for any detuning. This change of eigenenergy
and the corresponding eigenstate forms the basis of the two­qubit operations. An
investigation of the eigenenergies of the Hamiltonian in Eq. (3.11) reveals that the
total change in eigenenergy equals the following (ℏ = 1):

𝜔op = 4 ⋅ 𝑡20 ⋅
𝑈

𝑈2 − 𝜖2 . (3.12)

Note that the expression used here for 𝜔op derives directly from the Hamiltonian of
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Figure 3.8: The energy level diagram of the two­qubit system. An avoided crossing is visible for |𝜖| = 𝑈
when there is a finite tunnel coupling between the dots.

Eq. (3.11). However, experiments have reported 𝜔op as an exponential function of
detuning [183].

As 𝜔op describes the amount of exchange interaction, it directly sets the speed
of the two­qubit operation. A plot of 𝜔op versus the tunnel coupling and detuning
is shown in Fig. 3.9. In order to perform the two­qubit operation, a control pulse
must be applied to move the system away from the default point (negligible tunnel
coupling and no detuning) to the desired operating point, where there is sufficient
exchange interaction so that a two­qubit operation is performed. From Fig. 3.9, it
is clear that a fast gate can be obtained at finite detuning, becoming faster closer
to the avoided crossing, controlled by the detuning and/or the tunnel coupling. Al­
ternatively, operation at no detuning (the charge symmetry point [152]) is possible,
controlled by the tunnel coupling alone. Depending on whether the control para­
meter, the detuning and/or tunnel coupling, is changed adiabatically or diabatically,
a C­phase or exchange gate, or a mixture of the two, is obtained.

The C­Phase Gate
In the case in which the control parameter changes slowly, i.e., adiabatically, the
resulting operation, in the rotating frame, can be described by the following diagonal
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matrix:

𝑈cz(𝑡) =
⎡
⎢
⎢
⎣

1 0 0 0
0 e−i⋅𝜙Z,A 0 0
0 0 e−i⋅𝜙Z,B 0
0 0 0 1

⎤
⎥
⎥
⎦
, (3.13)

where 𝜙Z,A and 𝜙Z,B are the acquired phases in the rotating frame. Two additional
Z­rotations with angles 𝜙Z,A and 𝜙Z,B can be applied to the right and left qubit,
respectively, to obtain the C­phase gate with 𝜃cz = −(𝜙Z,A +𝜙Z,B) = 𝜔op ⋅ 𝑡. These
Z­rotations can easily be obtained by updating the software reference frame [155,
156], as described in Section 3.3.1. In the case in which 𝜃cz = π, a controlled­
Z operation is obtained. Interestingly, the total acquired phase (𝜙Z,A + 𝜙Z,B) is
independent of 𝛿𝜔0. However, when 𝛿𝜔0 = √2 ⋅ 𝑡0, 𝜙Z,A = 𝜙Z,B [66, 181, 182],
whereas for 𝛿𝜔0 = 0, 𝜙Z,A = 0.

The Exchange Gate
If, instead, the control parameter is changed rapidly, i.e., diabatically, and the Lar­
mor frequency difference is negligible (𝛿𝜔0 ≪ 𝜔op), the resulting operation, in the
rotating frame, is as follows:

𝑈J(𝑡) ≈
⎡
⎢
⎢
⎢
⎣

1 0 0 0
0 1+ei⋅𝜃J

2
1−ei⋅𝜃J
2 0

0 1−ei⋅𝜃J
2

1+ei⋅𝜃J
2 0

0 0 0 1

⎤
⎥
⎥
⎥
⎦

, (3.14)
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where 𝜃J = 𝜔op ⋅ 𝑡. In the case in which 𝜃J = π, a SWAP operation is obtained.
Note that since for an accurate exchange operation the Larmor frequency difference
should be sufficiently small, the possibility of using FDMA for single­qubit operations
(Section 3.3.2) is limited if the Larmor frequency cannot be dynamically changed.

Effect of non­idealities on the Exchange and C­phase Gate
From Eq. (3.11) it follows that the two­qubit operations are affected by the Larmor
frequencies (𝜔0,A, 𝜔0,B), the tunnel coupling (𝑡0), the charging energy (𝑈), and the
detuning (𝜖). Furthermore, the operation depends on the total duration (𝑇) for
which the two­qubit gate is active. The effect of errors, both static and dynamic,
on the fully electrically controlled parameters (𝑡0, 𝜖 and 𝑇) is analyzed in the sub­
sequent section. Detailed derivations of the formulas can be found in Appendix A.

The resulting fidelity in the case of control signal inaccuracies is summarized
in Table 3.3 for the exchange gate and the C­phase gate, both at zero detuning
and finite detuning. For the exchange gate, we assume that no Larmor frequency
difference between the qubits exists, since for such a gate 𝛿𝜔0 ≪ 𝜔op is required,
while for the C­phase gate, various scenarios are analyzed (𝛿𝜔0 = 0, 𝛿𝜔0 = 𝜔op
and 𝛿𝜔0 = √2 ⋅ 𝑡0). In the table, 𝑇 denotes the qubit gate operation time and
inaccuracies are shown with the prefix Δ. The table provides values for different
rotation angles (𝜃cz, 𝜃J). In the case of the C­phase gate, additional Z­rotations
might be required, which only have a minimal effect on the fidelity (Eq. (3.4)).

The error contributions have a quadratic relation with the infidelity except for
detuning errors for 𝜖 = 0, where a fourth­order dependence is found. This implies
improved robustness to detuning errors when operating at the charge symmetry
point (𝜖 = 0) [152, 153].

For low­frequency variations, i.e., those changing over a time­scale longer than
the operation time, the same approach as for single­qubit operations holds and the
expected fidelity follows the same equations as given in Table 3.3 when replacing
the inaccuracy, such as Δ𝜖, with the standard deviation of the variation (assuming
a Gaussian distribution). An exception is for detuning errors when operating at
the charge symmetry point [152, 153], because of the fourth­order dependence.
For a static but random error Δ for which 𝐹 = 1 − 𝑐 ⋅ Δ4, the expected fidelity is
𝐹 = 1− 3 ⋅ 𝑐 ⋅ 𝜎4, if Δ follows a Gaussian distribution with standard deviation 𝜎 and
zero mean (see Appendix A). Consequently, there is a 3× higher sensitivity to noise
than to static errors for the detuning.

For timing variations, only the total duration matters, and high­frequency noise
is filtered as described in Table 3.1. Moreover, similar to the single­qubit gate,
numerical simulations of the Hamiltonian have shown sensitivity to high­frequency
noise (> 𝜔op) only in a passband with a bandwidth that is inversely proportional
to the operation duration, for both the electrically controlled detuning energy and
tunnel coupling in the case of the two­qubit gate (see Appendix A). The quantum
state is, however, also affected by the noise around the frequencies correspond­
ing to the allowed energy transitions in a passband with similar bandwidth. Con­
sequently, it is essential that the high­frequency noise components in the signals
applied to the barrier gates and plunger gates are adequately filtered. However,
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Table 3.3: The fidelity in the case of control signal inaccuracies for various two­qubit operations.

Exchange C­phase
𝛿𝜔0 = 0 𝛿𝜔0 = 0

Rotation |𝜙Z,B| 𝜃cz

Duration 1 − 3
16 ⋅ 𝜃

2
J ⋅ (

Δ𝑇
𝑇 )

2
1 − 3

16 ⋅ 𝜃
2
cz ⋅ (

Δ𝑇
𝑇 )

2

Tunnel coupling 1 − 3
4 ⋅ 𝜃

2
J ⋅ (

Δ𝑡0
𝑡0
)
2

1 − 3
4 ⋅ 𝜃

2
cz ⋅ (

Δ𝑡0
𝑡0
)
2

Detuning (|𝜖| > 0) 1 − 3
4 ⋅ 𝜃

2
J ⋅ (

𝜖
𝑈

1−( 𝜖𝑈 )
2)

2

⋅ (Δ𝜖𝑈 )
2

1 − 3
4 ⋅ 𝜃

2
cz ⋅ (

𝜖
𝑈

1−( 𝜖𝑈 )
2)

2

⋅ (Δ𝜖𝑈 )
2

Detuning (𝜖 = 0) 1 − 3
16 ⋅ 𝜃

2
J ⋅ (

Δ𝜖
𝑈 )

4
1 − 3

16 ⋅ 𝜃
2
cz ⋅ (

Δ𝜖
𝑈 )

4

C­phase C­phase
𝛿𝜔0 = 𝜔op 𝛿𝜔0 = √2 ⋅ 𝑡0

Rotation |𝜙𝑍,𝐵|
𝜃cz
√2

𝜃cz
2

Duration 1 − 7−4√2
16 ⋅ 𝜃2cz ⋅ (

Δ𝑇
𝑇 )

2
1 − 1

16 ⋅ 𝜃
2
cz ⋅ (

Δ𝑇
𝑇 )

2

Tunnel coupling 1 − 1
2 ⋅ 𝜃

2
cz ⋅ (

Δ𝑡0
𝑡0
)
2

1 − 1
4 ⋅ 𝜃

2
cz ⋅ (

Δ𝑡0
𝑡0
)
2

Detuning (|𝜖| > 0) 1 − 1
2 ⋅ 𝜃

2
cz ⋅ (

𝜖
𝑈

1−( 𝜖𝑈 )
2)

2

⋅ (Δ𝜖𝑈 )
2

1 − 1
4 ⋅ 𝜃

2
cz ⋅ (

𝜖
𝑈

1−( 𝜖𝑈 )
2)

2

⋅ (Δ𝜖𝑈 )
2

Detuning (𝜖 = 0) 1 − 1
8 ⋅ 𝜃

2
cz ⋅ (

Δ𝜖
𝑈 )

4
1 − 1

16 ⋅ 𝜃
2
cz ⋅ (

Δ𝜖
𝑈 )

4
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since the exchange gate requires a diabatic change in the control parameter, only
limited filtering can be applied. Closed­from analytical expressions for these effects
have not been studied.

3.4.2. Specifications for the idle operation
Since, in practice, the tunnel coupling cannot be fully removed, the two­qubit op­
eration is never completely turned off. The interaction strength can, however, be
slowed down significantly, thus leading to a fidelity with respect to the ideal identity
operation for the exchange and C­phase gates as follows:

𝐹Inop,J =
⎧

⎨
⎩

1 − 3
16 ⋅ 𝜔

2
op,off ⋅ 𝑇2nop 𝛿𝜔0 = 0

1 − 7−4√2
16 ⋅ 𝜔2op,off ⋅ 𝑇2nop 𝛿𝜔0 = 𝜔op

1 − 1
16 ⋅ 𝜔

2
op,off ⋅ 𝑇2nop 𝛿𝜔0 = √2 ⋅ 𝑡0

, (3.15)

where 𝜔op,off is the reduced interaction strength during the time 𝑇nop when no
operation is applied.

Following Eq. (3.12), the interaction strength can be reduced by lowering the
tunnel coupling while not changing the detuning. A two­qubit operation performed
at finite detuning could also be controlled using only the detuning. However, as­
suming that the interaction is considered to be off at no detuning, the operation
might need to be performed at far detuning. As mentioned before, operating closer
to the avoided crossing reduces the tolerance to inaccuracies and noise in the de­
tuning (Table 3.3). Therefore, control over the tunnel coupling as a means to control
the two­qubit operation can relax the electrical specifications.

3.4.3. Case study for a two­qubit operation
Specifications for the control electronics responsible for the two­qubit operation can
now be derived using the results presented in Section 3.4. This example develops
on the example given in Section 3.3.3 and, for instance, assumes that the same
oscillator is used to keep the coherence with the qubits. Two examples will be given
here, one at no detuning and one at finite detuning. Both examples focus on the
C­phase gate operating at 𝛿𝜔0 = √2 ⋅ 𝑡0. This choice for the Larmor frequency
difference gives the most relaxed specifications for the control electronics, while
at smaller 𝛿𝜔0 the specifications can be up to √3 times more demanding (see
Table 3.3).

The Larmor frequency difference is chosen as 1GHz to achieve a two­qubit
operation speed of 𝜔op = 2MHz at no detuning, while maintaining 𝛿𝜔0 = √2 ⋅ 𝑡0
(Eq. (3.12)). Example specifications for this operation are given in Table 3.4. To
further increase the operating speed, an even higher qubit frequency spacing would
be required or 𝛿𝜔0 < √2 ⋅ 𝑡0. Alternatively, the operating speed can be enhanced
to, e.g., 20MHz, by operating the C­phase gate at finite detuning (Eq. (3.12)), as
shown in another example (Table 3.4). Both examples target a fidelity of 99.9% for
a C­phase gate with 𝜃cz = π. The examples also indicate the specifications required
for idling two qubits at 99.9% fidelity for a duration of 500 ns, the same as for the
example in Section 3.3.3.



3

54
3. Deriving the specifications for the electrical control of quantum

processors

For the charging energy and tunnel coupling, typical values are chosen. As the
relation to the gate voltage is device dependent, no values for the required electrical
specifications are given. Note that in either example, the tunnel coupling only has
to change by a factor of approximately 9 to turn the operation on or off. In the
case of operation at finite detuning, this assumes that no detuning is applied when
the operation is turned off.

The detuning energy is directly related to the voltage on the plunger gate via the
lever arm, for which a typical value of 𝛼 = 0.05 eV/V is assumed [65]. When oper­
ating at finite detuning, the detuning energy is chosen at 95% of the charging en­
ergy. Even though higher operating speeds can be obtained by moving even closer
to the avoided crossing, the electrical specifications become increasingly challen­
ging. When operating at the charge symmetry point, very large detuning errors
can be tolerated (at which point the approximations used to derive the expressions
in Table 3.3 do not hold any more). When operating at moderate detuning, the
error specification for the detuning is more than 100 times stricter. Moreover, as
the operation at finite detuning is faster with the same tunnel coupling, the signal
bandwidth must be larger, with a larger noise bandwidth. As a rough estimate, the
ENBW has been chosen as 5 times the operating speed in both examples, which
seems plausible as an adiabatic change is required (for the exchange gate, the situ­
ation might be worse). As a result, the maximum allowed noise spectral density,
assuming white noise, is much lower. For the given example, this results in a dif­
ference of almost 5 orders of magnitude in the noise power spectral density, due
to the difference in total tolerable integrated noise and ENBW.

In the example operation at finite detuning, the detuning control can be achieved
by an AWG running at a sample rate of 1GS/s for a maximum timing inaccuracy
of 0.5 ns. Assuming that the AWG has to cover a voltage range of −𝑈...𝑈 (where
𝑈 is the charging energy), it must have a 10­bit resolution to meet the accuracy
specification of the detuning energy.
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Table 3.4: Example specifications for the control electronics when operating a C­phase gate at no de­
tuning (top) and at finite detuning (bottom). The PSD values provided assume a white spectrum with
an ENBW of approximately 10MHz (𝜔op = 2MHz) when operating at no detuning and an ENBW of ap­
proximately 100MHz (𝜔op = 20MHz) at finite detuning. A nominal charging energy of 83mV (4.1meV,
1.0THz) is assumed.

Value Infidelity contribution
to an operation to idling

Frequency
spacing 1GHz
inaccuracy 11 kHz 77 × 10−6 308 × 10−6
oscillator noise 11 kHz rms 77 × 10−6 308 × 10−6
nuclear spin noise 1.9 kHz rms 2.2 × 10−6 8.9 × 10−6

Duration
nominal 250 ns
error 5.3 ns 281 × 10−6

Detuning energy
nominal 0mV (0 µeV, 0GHz)
error 12mV (0.60meV, 0.15THz) 281 × 10−6

𝜎 = 9.2mV rms
PSD = 2.9µV/√Hz

Tunnel coupling
nominal 0.71GHz (2.9µeV)
error 7.5MHz (31 neV) 281 × 10−6
off­value 78MHz (0.32µeV) 374 × 10−6

𝐹cz = 99.9% 𝐹I = 99.9%

Value Infidelity contribution
to an operation to idling

Frequency
spacing 1GHz
inaccuracy 11 kHz rms 0.8 × 10−6 308 × 10−6
oscillator noise 11 kHz rms 0.8 × 10−6 308 × 10−6
nuclear spin noise 1.9 kHz rms 0.02 × 10−6 8.9 × 10−6

Duration
nominal 25 ns
error 0.58 ns 333 × 10−6

Detuning energy
nominal 78mV (3.9meV, 0.95THz)
error 0.10mV (5.1µeV, 1.2GHz) 333 × 10−6

𝜎 = 0.10mV rms
PSD = 10nV/√Hz

Tunnel coupling
nominal 0.71GHz (2.9µeV)
error 8.2MHz (34 neV) 333 × 10−6
off­value 78MHz (0.32µeV) 374 × 10−6

𝐹cz = 99.9% 𝐹I = 99.9%
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3.5. Signal Specifications for Qubit Read­Out
In this section, the fidelity of qubit read­out is first derived (Section 3.5.1), followed
by a case­study presenting example specifications for achieving a 99.9% fidelity for
the read­out (Section 3.5.2).

3.5.1. Fidelity for qubit read­out
For the read­out of the quantum state, the Pauli spin­blockade read­out [69] is
analyzed, since it offers several advantages with respect to the other possible al­
ternative, i.e., the Elzerman read­out [68]: no electron reservoir is required next
to the quantum dot; and the Zeeman energy splitting does not have to be much
higher than the thermal energy, thus enabling operation at higher temperatures
and/or lower Larmor frequencies. As a drawback, the Pauli spin­blockade read­
out involves two quantum dots, where the measurement involves discrimination
between the singlet and triplet states.

Even though relaxation, which is quantified by the relaxation time 𝑇1, is an im­
portant limiting factor in qubit read­out, its effect is not considered in the following
analysis as all gates are assumed to be performed in a time significantly smaller than
𝑇1. Furthermore, the following analysis assumes that the spin­dependent charge
state resulting from a Pauli spin­blockade read­out is measured using a charge
sensor. As a result, the read­out fidelity is determined by various factors:

• 𝑃charge: the probability that the spin­state is correctly projected to the charge
state.

• 𝑃sense: the probability that the charge sensor correctly detects the charge
state.

• 𝑃detect: the probability that the read­out circuit correctly discriminates the
signal of the charge sensor.

The overall read­out fidelity is then:

𝐹read ≈ 𝑃charge ⋅ 𝑃sense ⋅ 𝑃detect. (3.16)

The probability 𝑃sense is limited by, e.g., interference on one of the charge­sensor
bias gates and charge noise in the substrate. As this depends highly on the type
of sensor employed and the sensor integration, this error contribution will not be
discussed further.

The quantum­dot control electronics limit 𝑃charge, while the read­out electronics
limit 𝑃detect, as discussed next.

Specifications for the electronics controlling the spin­to­charge conversion
For the analysis of the charge transfer in the Pauli spin­blockade read­out, the
Hamiltonian of Eq. (3.11) is extended with the lowest­energy triplet states (either
due to the valley splitting or the orbital energy splitting). Those states are spaced by
a singlet­triplet energy splitting 𝐸𝑆𝑇 from the singlet energy level (for the Hamilto­
nian, see Eq. (A.118)). A plot of the energy of the stationary states versus the
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detuning near the avoided crossing is shown in Fig. 3.10. For the following discus­
sion, only the |↓, ↓⟩ and |↓, ↑⟩ states, highlighted in Fig. 3.10 with dashed lines, need
to be considered.
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Eigenenergies vs Detuning

Figure 3.10: The energy of the stationary states versus the detuning near the avoided crossing. The
black dashed lines indicate the states where the left qubit was initially in the |↓⟩ state.

The Pauli spin­blockade read­out relies on 𝐸ST for the discrimination of the
single­dot singlet configuration from three possible single­dot triplet configurations.
The state of the right qubit, in a pair of neighboring qubits, can be measured as
follows. The left qubit is initialized in the |↓⟩ state. By detuning adiabatically to a
point between the singlet avoided crossing and the triplet avoided crossing (with
𝑡0 > 0), only the |↓, ↑⟩­state (at 𝜖 = 0) becomes a singlet, and both electrons will
move into the same dot. This charge movement can be measured using a charge
sensor. Based on the measurement result, it is then clear whether the qubits are
in the singlet or one of the three triplet configurations. This scenario is analyzed
here.

When starting from the |↓, ↓⟩­state, there is a small probability 𝑃(transfer| |↓, ↓⟩)
that both electrons will end up in the same dot. Similarly, starting from the |↓, ↑⟩­
state, there is a small probability 𝑃(no transfer| |↓, ↑⟩) that no charge will transfer.
The probability of a correct spin­to­charge conversion can be defined as follows:

𝑃charge = 1 − 𝑃(transfer| |↓, ↓⟩) − 𝑃(no transfer| |↓, ↑⟩). (3.17)

The analysis is again simplified by assuming an ideal adiabatic change in the de­
tuning energy. The results presented in this section are obtained from numerical
simulations of the Hamiltonian.
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Simulations show that the highest 𝑃charge is obtained by detuning to 𝜖 = 𝑈 +
𝐸ST
2 , i.e., equidistant between the singlet and triplet avoided crossings, as shown in

Fig. 3.11. The shape of the probability versus 𝜖−𝑈𝐸ST
plot is independent of the Larmor

frequency, assuming that 𝜔0 ≪ 𝐸ST. Although the shape remains the same, the
obtainable maximum 𝑃charge scales with the tunnel coupling and the singlet­triplet
energy splitting, as can be seen in Fig. 3.12. From this figure, an upper bound
for the tunnel coupling can be found, which must be maintained even with errors
caused by limitations in the control electronics.
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Figure 3.11: The error probability 1 − 𝑃charge, along with the individual error contributors, at various
points of detuning as simulated for various tunnel rates, Larmor frequencies, charging energies, and
singlet­triplet energy splittings (each varied over a decade; the resulting plots are overlapping). The
obtained probabilities are plotted relative to the optimum, i.e., the lowest error probability at 𝜖 = 𝑈+ 𝐸ST

2 ,
thereby showing the degradation when moving away from the optimum detuning.

Even though 𝑃charge is highly influenced by the achievable tunnel couplings and
singlet­triplet energy splittings in the system (Fig. 3.12), the detuning value has a
minor influence (provided that there is a sufficient singlet­triplet energy splitting),
since 1 − 𝑃charge is relatively flat around its minimum, as shown in Fig. 3.11. For
instance, for a twofold increase in 1 − 𝑃charge, the detuning must stay in the range
𝜖−𝑈
𝐸ST

≈ 0.5 ± 0.235. We can then conclude that a large singlet­triplet splitting is
desired to limit the influence of the control electronics on the read­out.

Specifications for the electronics processing the read­out signal
In this section, we will consider a direct read­out. A model of a typical read­out
chain analyzed here is shown in Fig. 3.13. For simplicity, the sensor is modeled as a
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Figure 3.12: The simulated probability 1 − 𝑃charge versus the singlet­triplet splitting, normalized to the
tunnel coupling at 𝜖 = 𝑈 + 𝐸ST

2 , while sweeping either the tunnel coupling or the singlet­triplet energy
splitting.

∫

Charge Sensor Read-out Circuit Signal Processing

0 or IS
in,s in,c Tread ½ IS

Figure 3.13: A model of the analyzed read­out chain, showing the sensor, the read­out electronics, and
the required signal processing for the measurement discrimination. Additional sources modeling the
noise are shown in gray.
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current source with a value of either 0 or 𝐼s, depending on the sensed charge. The
read­out fidelity is limited by the noise introduced by the sensor and by the read­
out circuit, indicated in Fig. 3.13 as 𝑖n,s and 𝑖n,c, respectively. Assuming the typical
matched­filter detection [184], i.e., integrating the signal current for a duration
𝑇read and comparing the result to a threshold, the probability of a correct meas­
urement under the presence of Gaussian­distributed noise is given by the following
(Fig. 3.14):

𝑃detect =
1 + erf(√SNR

8 )

2 , (3.18)

with

SNR = 𝐼2s

∫∞0 𝑆i(𝑓) ⋅ (
sin(π⋅𝑓⋅𝑇read)

π⋅𝑓 )
2
d𝑓
, (3.19)

where 𝑆𝑖(𝑓) is the PSD of the total noise 𝑖n = 𝑖n,s + 𝑖n,c. When the noise is white,
this simplifies to the following:

SNR = 𝐼2s
𝑆i ⋅ ENBW

, (3.20)

with effective noise bandwidth ENBW = 1/(2 ⋅ 𝑇read).
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Figure 3.14: A plot of 1 − 𝑃detect versus SNR (linear scale) in the case of Gaussian­distributed noise.
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3.5.2. Case study for qubit read­out
The example specifications presented in this section build on those presented in
Sections 3.3.3 and 3.4.3 and hence assume the same charging energy and lever
arm for the detuning control. For the singlet­triplet energy splitting, a typical value
of 𝐸ST = 50µeV is used. As a result, the optimum detuning is at 83.2mV. The
resulting specifications are summarized in Table 3.5 and assume equal contributions
from 𝑃charge, 𝑃sense, and 𝑃detect (Eq. (3.16)).

Following Fig. 3.12, to achieve the required 𝑃charge, the tunnel coupling must be
even lower than is required to turn off the two­qubit operation (see Section 3.4.3),
thereby extending the required tunnel coupling tuning range to approximately 18×.
In the example of Table 3.5, the detuning control can be achieved by an AWG
with a low sample rate, as the detuning must change adiabatically, and the read­
out generally takes a relatively long time. Assuming that the AWG has to cover a
voltage range from 0 to 2𝑈, it must have a 9­bit resolution to meet the accuracy
specification of the detuning energy (Fig. 3.11). As a result, the same circuitry as
used for the two­qubit operation (Section 3.4.3) could potentially be used.

In this example, 𝑃detect assumes a direct read­out of a QPC, following the num­
bers provided in [96] (𝐼s = 400 pA and 𝑖n,s = 57 fA/√Hz). Assuming that the read­
out circuit is designed to contribute about half the noise compared to the shot noise
limit of the QPC (𝑖n,c ≈ 𝑖n,s/2), an integration time of at least 𝑇read = 0.6µs is re­
quired to achieve an SNR of 46 for a 𝑃detect of 99.967% (for F = 99.9%, Eq. (3.16)).
For such short read­out times, the assumption of white noise is valid, and the effects
of qubit relaxation (𝑇1) could be negligible.
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Table 3.5: Example specifications for the control electronics. The PSD values provided assume a white
spectrum with an ENBW of approximately 1MHz for the detuning control and a measurement time of
𝑇read = 0.6µs. A nominal charging energy of 82.7mV (4.1meV, 1.0THz) is assumed, and a singlet­triplet
energy splitting of 1.0mV (50 µeV, 12GHz).

Value Infidelity contribution
to the read­out

Detuning energy
nominal 83.2mV (4.2meV, 1.0THz)
error 0.24mV (12 µeV, 2.8GHz) 167 × 10−6

𝜎 = 0.24mV rms
PSD = 0.24µV/√Hz

Tunnel coupling
nominal 39MHz (0.16µeV) 167 × 10−6

𝑃charge = 99.967%

Value Infidelity contribution
to the read­out

Charge sensor 333 × 10−6

𝑃sense = 99.967%

Value Infidelity contribution
to the read­out

Quantum Point Contact
signal 400 pA
noise 53 pA rms, PSD = 57 fA/√Hz 222 × 10−6
Readout Circuit
input­referred noise 26 pA rms, PSD = 28 fA/√Hz 111 × 10−6

𝑃detect = 99.967%

𝑃charge ⋅ 𝑃sense ⋅ 𝑃detect 𝐹 = 99.9%
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3.6. Discussion
Case studies targeting a 99.9% average gate fidelity have been presented in Sec­
tions 3.3.3, 3.4.3 and 3.5.2. This target fidelity is particularly relevant since the
minimum error rate to reach fault­tolerant quantum computing is around 99% for
a complete error correction cycle, thus requiring a single­operation fidelity above
99.9% for a typical cycle of ten operations [8]. Reaching a 99.9% fidelity for all op­
erations is currently an ambitious goal for all qubit platforms. However, our model
can be directly applied to analyze specifications for any given fidelity.

The derived electronic specifications can now be compared to the performance
achieved by state­of­the­art electronics. To this end, Table 3.6 summarizes the per­
formance of commonly used arbitrary waveform generators and microwave vector
sources [100, 101, 185–187].

Table 3.6: Specifications of commonly used AWGs and VSGs.

Tektronix Keysight Tabor
AWG5014C [100] M9330A [185] WX1282C [186]

Sample rate 1.2GS/s 1.25GS/s 1.25GS/s
Resolution 14 bit 15 bit 14 bit
Jitter 5.0 ps rms ­ ­
Output noise ­(a) −150 dBc/Hz ­
Spurious­
Free Dynamic
Range (SFDR)

< −56 dBc < −65 dBc < −44 dBc

Agilent R&S
E8267D [101] SMW200A [187]

Max. Output Frequency 44GHz 40GHz
Frequency Resolution 1mHz 1mHz
Phase Noise (100 kHz) < −100 dBc/Hz < −100 dBc/Hz
Wideband noise (10 dBm) < −141 dBc/Hz < −134 dBc/Hz

(a) Amplitude resolution: 1mV.

For the generation of the detuning control for two­qubit gates and read­out
and the microwave envelope for single­qubit gates, an AWG is required. We com­
pare the specifications of the Tektronix 5014C, as used in, e.g., [15, 65, 119], with
the specifications derived in the case study. This AWG achieves a sample rate of
1.2GS/s with 14­bit resolution, thereby providing enough resolution for the amp­
litude and duration of the microwave envelope (150MS/s and 8 bits). The worst­
case spurious­free dynamic range of −56 dBc is well below the required −41 dBc.
The specified random jitter of 5.0 ps rms is well below the required value of 3.6 ns rms.
Finally, the output noise level is not clearly specified but can be assumed to be not
much larger than the amplitude resolution of 1mV. In the case in which the AWG’s
output is attenuated by approximately 40 dB, this also meets the specifications. This
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AWG can also be used for detuning control in two­qubit gates. The sample rate is
high enough to meet the required timing resolution (> 1GS/s), and the resolution
is sufficiently high to reach the detuning requirements (a worst­case 0.10mV for
a < 100mV pulse) with a 20 dB attenuator. As the specifications for Pauli­spin
blockade read­out are found to be more relaxed, the same AWG again suffices.

Finally, for the generation of the microwave carrier for single­qubit gates, some
setups use the Agilent microwave VSG E8267D [15, 43, 61, 65, 66, 119], which has
a frequency resolution well below the requirements (1mHz versus approximately
20 kHz). The single­sided phase noise is also well below the required −106 dBc/Hz
at a 1MHz offset from the carrier (at the worst point, the E8267D achieves bet­
ter than −100 dBc/Hz at a 100 kHz offset). The broadband noise is specified as
63 nV/√Hz (−141 dBc/Hz at 10 dBm output power) and therefore at least 20 dB
attenuation is required to meet the specification of 7.1 nV/√Hz.

It can be concluded that typically adopted instruments are capable of supporting
a 99.9% fidelity. However, for the currently used instrumentation, the specifica­
tions on the amplitude noise and wideband additive noise are the most stringent
and consequently require the use of attenuators to reduce the noise reaching the
quantum devices. Moreover, these instruments are bulky, consume several Watts
of power, and cannot directly be operated at cryogenic temperatures, therefore
hindering scalability.

Fully integrated CMOS circuits operating at cryogenic temperatures can be ad­
opted to tackle this problem [10, 19–24]. In order to assess the feasibility of such a
solution, the power consumption of the required circuit blocks will be estimated by
using room­temperature CMOS circuits as a reference. This is valid since cryogenic
CMOS circuits are expected to show significantly less noise for the same power
budget, as shown in refs [10, 23]. As a result, the estimates given here likely over­
estimate the required power consumption. Furthermore, we assume a 50­Ω load
for each circuit, which may not be the case for a fully integrated controller.

The core component determining the specifications of an AWG is its DAC. The
10­bit 500MS/s DAC presented in [188] meets the specifications for the microwave
envelope generation at a power consumption of 24mW. For detuning control, the
DAC specifications are stricter but can be met by the 12­bit 1.6GS/s DAC presented
in [189], with a power consumption of 40mW. Although for the tunnel barrier the
specifications will depend highly on the gate structure, a similar DAC is assumed to
be sufficient.

The core component of a microwave carrier generator, the PLL, is also available
as a CMOS circuit operating over the required frequency range (9.2 ­ 12.7GHz)
at a power consumption of around 13mW [190]. Its phase noise performance is
slightly worse than required. However, with operation at cryogenic temperatures,
the thermal noise contribution is expected to improve, although perhaps not linearly
with temperature [42].

In a linear qubit array, one DAC is required for the barrier gate and one for
the plunger gate for each qubit. This leads to an estimated power of 80mW per
qubit. For the microwave signals, the envelope DAC and PLL together consume
approximately 40mW. Without any form of multiplexing, this indicates a power
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consumption of 120mW/qubit. For a state­of­the­art dilution refrigerator with a
cooling power of a few watts at 4 K, this suggests a maximum of a few tens of
qubits when operating the classical controller at 4 K.

However, the power consumption of the DACs controlling the barrier gates and
plunger gates could be highly reduced if it is not being limited to a 50­Ω system.
To get a sufficient signal swing, in [189], a 16­mA current is delivered to a 50­
Ω load, thereby setting a lower bound to the power consumption. A much lower
current would be required for a higher impedance, or even for a lower swing as
acceptable in this application, in which power consumption is ultimately limited by
the speed or noise requirement. Furthermore, the same fast DAC can be used
to generate frequency multiplexed microwave envelopes. With a sample rate of
1.6GS/s, a bandwidth of roughly 640MHz is available [189]. This can be used to
drive 64 qubits with a Rabi frequency of 1MHz spaced by 10MHz using, e.g., a
Gaussian envelope (Fig. 3.7d). The combined power of the fast DAC and PLL, i.e.,
53mW, is then shared over 64 qubits, thus resulting in a power consumption below
1mW/qubit. For the read­out, on the other hand, cryogenic CMOS circuits have
already been proposed that can achieve a power consumption < 1mW/qubit [10,
23].

In summary, a cryogenic CMOS controller for a large­scale quantum processor
appears to be feasible for a target fidelity of 99.9%. However, for minimum power
consumption, the trade­offs in the electronics design must be systematically invest­
igated. The analysis proposed in this chapter provides the foundations for such
optimization and will help electronics designers to build a functional controller.

3.7. Conclusion
In this chapter, the effect of non­idealities in the classical controller for a quantum
processor have been analyzed. A comprehensive approach is proposed, by covering
the effect of both static and dynamic errors on all quantum operations, i.e., single­
qubit gates, two­qubit gates, and read­out. The presented approach can be used
to analyze the performance of a quantum processor in any qubit technology.

The results of this analysis allow to quantify the impact of the controller on the
performance of the quantum computer as a whole. This is required to ensure that
the controller does not become the performance bottleneck as the qubit perform­
ance keeps improving. Moreover, a full set of electrical specifications targeting a
given qubit fidelity can be derived by applying the presented results. The avail­
ability of these specifications enables the design of the next­generation controllers
tailor­made for a target quantum processor and optimized for performance, power,
cost, and size, so as to improve the scalability of the quantum computer.

As future controllers will need to operate physically close to the quantum pro­
cessor, i.e., at cryogenic temperatures where the cooling power is limited, the power
optimization of the controller will be critical in enabling large­scale quantum com­
puting. With the results obtained in this chapter, the trade­offs between qubit
fidelity and power spent in the controller can be analyzed, representing the found­
ation for such a power optimization. A practical example of this optimization aimed
at the design of a cryo­CMOS microwave driver for single­qubit operations will be
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described in Chapter 5.



4
A toolset for qubit/electronic
co­simulation and co­design

T he generic architecture of a large­scale quantum computer was introduced in
Chapter 1 and Fig. 1.2a, and comprises the actual quantum processor, the

quantum­to­classical interface, and the upper layers that ensure proper algorithm
execution by controlling the electronic hardware [9]. For such large­scale quantum
computers spanning several technology domains, appropriate verification methods
and tools are required to enable a reliable design flow. Thus, a methodology and
related tools for the co­design of the classical electronic interface and the quantum
devices are of paramount importance [24], and their introduction is urged by the
fast pace at which larger quantum processors are currently being developed [13,
14].

Previous works focused on the upper layers of the quantum computer stack,
from the quantum algorithm layer to the quantum execution layers [193], and even
down to the micro­architecture [9]. For the layers below, electrical circuit simulat­
ors, such as SPICE and Spectre, are well­accepted industry standards. Equivalently,
for the simulation of quantum systems, Hamiltonian solvers, such as QuTiP [44], are
available. However, the actual interface between classical electronics and the quan­
tum processor has mostly remained unexplored, and, to the best of the authors’
knowledge, no tool is available supporting the simulation of classical electronics and
quantum systems together.

In this chapter, a co­design methodology is proposed, along with a toolset called
SPINE (SPIN Emulator) for the co­simulation of classical electronic circuits and a
quantum processor based on single­electron spin qubits (details in Appendix B).
Using this tool, circuit designs can be optimized while ensuring qubit performance,

Parts of this chapter have been published at DATE [191] and IWASI [192].
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Define quantum processor and control

Extract signal specifications

Define initial control architecture

Co-optimize electronics and qubits

Co-design electronics and qubits

System-level verification

Hamiltonian

solver

Circuit

simulator

SPINE

Toolset

Figure 4.1: Outline of the proposed classical electronic/quantum system co­design methodology along
with the tools used in every step.

and exhaustive verification of qubit operations can be performed, although restric­
ted to quantum processors with limited complexity.

The chapter is organized as follows: Section 4.1 introduces the proposed co­
design methodology; Section 4.2 discusses the simulation of a quantum system
and the implementation of the proposed toolset; design examples are given in Sec­
tion 4.3; possible future developments are discussed in Section 4.4 and conclusions
are drawn in Section 4.5.

4.1. Co­design Methodology
The proposed methodology for the co­design of the classical electronic interface
and of the quantum system is summarized in Fig. 4.1. Every step of this process is
aided by the introduced toolset, as exemplified in Section 4.3.

The design starts with an underlying qubit technology (e.g. spin qubits) and
control methods (e.g. operations driven by the exchange interaction or microwave
signals). Next, specifications for the control and read­out signals need to be ex­
tracted using qubit simulations such that the desired performance of the quantum
processor is obtained (Section 4.3.1). Based on these results, trade­offs between
qubit performance and performance of the control electronics, e.g., power and area,
can be identified. With this information, an initial architecture can be defined, and
an error budget for the different circuit blocks can be drafted. For the chosen con­
trol architecture, further co­optimization of the electronics and the qubits can be
performed, e.g., optimizing the number of qubits that can be frequency multiplexed
over a single electronic channel (Section 4.3.2). Finally, the classical electronics and
the quantum processor can be fully designed, and a system­level verification of the
final design can be performed (Section 4.3.3).
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4.2. Toolset Implementation
The SPINE toolset focuses on qubits in solid­state quantum dots, where the quan­
tum information is encoded in the spin state of a single electron (Appendix B).
However, the toolset can be directly extended to other qubit technologies.

4.2.1. Simulation of Quantum Physics
Before diving into the implementation of SPINE, the simulation of quantum systems
is reviewed. The quantum state |𝜓⟩ (Chapter 1) is evolved by multiplication with a
unitary matrix 𝑈 representing the quantum operation:

|𝜓𝑖+1⟩ = 𝑈 ⋅ |𝜓𝑖⟩, (4.1)

where 𝜓𝑖 is the quantum state after operation number 𝑖.
In the case of quantum algorithm simulators, 𝑈 represents one ideal quantum

gate, i.e., a simple operation on the qubit, as required for the execution of the quan­
tum algorithm. To find the link between the desired quantum operation (described
by 𝑈) and the physical behavior of the actual quantum processor, the evolution of
the quantum state is found by solving the Schrödinger equation given a Hamiltonian
𝐻 describing the physical system:

iℏ ⋅ 𝜕|𝜓⟩𝜕𝑡 = 𝐻 ⋅ |𝜓⟩, (4.2)

where ℏ is Planck’s constant. In general, the Hamiltonian is time­dependent and
depends on classical signals applied to the quantum processor. For instance, for
an isolated single­electron spin qubit, under the excitation of a microwave current
𝑖mw(𝑡) (ESR, Chapter 3):

𝐻 = ℏ
2 ⋅ [

−𝜔0 𝛼 ⋅ 𝑖mw(𝑡)
𝛼 ⋅ 𝑖mw(𝑡) 𝜔0 ] , (4.3)

where 𝛼 is a constant coefficient that can be determined experimentally, and 𝜔0
is the precession frequency, i.e., the rotation speed of the electron spin. Finding
the exact solution of the Schrödinger equation for an arbitrary current 𝑖mw(𝑡) is not
trivial, and numerical simulations are used instead. For every simulation time step,
the Hamiltonian parameters are considered to be piecewise constant (Fig. 4.2), and
a solution to the Schrödinger equation can be found:

𝑈(𝑡𝑖) = e−i/ℏ⋅𝐻(𝑡𝑖)⋅d𝑡 , (4.4)

where 𝑈(𝑡𝑖) is the quantum operation for the Hamiltonian 𝐻(𝑡𝑖) valid at time step
𝑡𝑖 for a duration d𝑡. For the time step d𝑡, an oversampling of the signal by a factor
of 10 has been found to give accurate results for this system.

The overall quantum operation is then found by combining the results from all
𝑁 time steps:

𝑈 =
0

∏
𝑛=𝑁

𝑈(𝑡𝑛) (4.5)
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Figure 4.2: All signals are considered piecewise constant in a numerical simulation of the quantum
physical system.

For a physical system, the states |0⟩ and |1⟩ represent the energy levels of the
system, e.g., in case of a single­electron spin qubit, the energy level of a spin­down
electron (|↓⟩ = |1⟩) or a spin­up electron (|↑⟩ = |0⟩). More energy levels could be
required to describe all physical effects. For instance, the interaction between 2
spin qubits is mediated by a higher energy level, i.e., the singlet state [66]. The
quantum state is updated to incorporate these extra energy levels:

|𝜓⟩ = 𝛼↑↑ ⋅ |↑↑⟩ + 𝛼↑↓ ⋅ |↑↓⟩ + 𝛼↓↑ ⋅ |↓↑⟩ + 𝛼↓↓ ⋅ |↓↓⟩ + 𝛼20 ⋅ |𝑆20⟩ + 𝛼02 ⋅ |𝑆02⟩ (4.6)

where |𝑆20⟩ and |𝑆02⟩ represent the two possible singlet states and 𝛼𝑖 the probability
amplitudes, restricted to |𝛼↑↑|2 + |𝛼↑↓|2 + |𝛼↓↑|2 + |𝛼↓↓|2 + |𝛼20|2 + |𝛼02|2 = 1. In
this case, for the quantum algorithm, the basis used in the quantum computation
is |00⟩ = |↑↑⟩, |01⟩ = |↑↓⟩, |10⟩ = |↓↑⟩, |11⟩ = |↓↓⟩. Instead of 4­dimensional vectors
and matrices, as would be minimally required for 2 qubits, a simulation of the full
6­dimensional quantum state vectors and a 6×6 Hamiltonian is required (Eq. (4.6)).

Thus, it is clear that to simulate a system with more energy levels, or more
qubits, the size of the vectors and matrices rapidly grows. Together with the many
time steps required for an accurate simulation (Eq. (4.5)), this highlights the chal­
lenge of accurately simulating quantum physics.

4.2.2. Hamiltonian Simulations
Following the proposed co­design methodology, quantum simulations are required
at various steps that do not necessarily entail the co­simulation of the electronics
and quantum physics. For such simulations, a generic Hamiltonian simulator based
on Eqs. (4.1), (4.4) and (4.5) can be used, which is also integrated with SPINE
(Section 4.2.3).

In this dissertation, Hamiltonian simulations are implemented both in MATLAB
and C++. The optimized C++ implementation (with and without multi­threading)
uses the Intel® Math Kernel Library (MKL). To benchmark these Hamiltonian sim­
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Figure 4.3: The performance of the Hamiltonian simulators in MATLAB and C++. For C++, both imple­
mentations with and without multi­threading have been tested.

ulators, an 𝑁­qubit system with singlet states included (𝑁 electrons in 𝑁 quantum
dots) has been simulated, with a finite tunnel coupling between each pair of quan­
tum dots. The results obtained on an Intel® Core™ i7­4700HQ with 8.0GB Double
Data Rate (DDR)3 Random Access Memory (RAM) are shown in Fig. 4.31. It can be
seen that the computation time scales with the size of the Hamiltonian under simu­
lation. For small qubit systems, the C++ implementation is up to ∼35 times faster,
and for larger systems almost twice as fast2. On our system, a 7­qubit Hamiltonian
is the limit, showing a peak memory usage of 2.5GB in MATLAB and 1.0GB for
the C++ implementation. However, as every qubit operation requires thousands
of simulation steps (Section 4.3), simulations may need to be limited in practice to
even fewer qubits to avoid excessive simulation times.

4.2.3. SPINE
For the co­simulation of the classical electronics and the quantum system, SPINE
was developed. As advanced electrical circuit simulators use quasi­static time­
domain solvers, they provide a favorable environment for the inclusion of a time­
discrete Hamiltonian simulation. Using Cadence® as a framework, the quantum
physical system is included in the electrical simulation as a module that takes as in­
put the control signals for the quantum system and outputs the quantum operation
𝑈 (Figs. 4.4 and 4.5), from which the state probabilities or fidelity can be computed.
1The results shown for a single qubit system use the analytical solution available for Eq. (4.4).
2MATLAB uses multi­threading.
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Figure 4.4: Two modules, each emulating one single­electron spin qubit, have been instantiated as a
verilog­A module in the electrical circuit simulator; the two qubits are uncoupled and cannot be en­
tangled.

Figure 4.5: A system of two coupled single­electron spin qubits is included as a verilog­A module in the
electrical circuit simulator.
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Since many circuit simulators support Verilog­A, this language is employed for
the implementation of our module. The quantum state is updated during every time
step of the electrical simulation, following Eqs. (4.4) and (4.5). Different modules
have been written for the different Hamiltonians, as required for a different number
of qubits or energy levels. In SPINE, only modules emulating either one single­
electron spin qubit (Fig. 4.4) or a system of two coupled single­electron spin qubits
(Fig. 4.5) are currently available, but this can be easily expanded in the future.

The inputs to the Verilog­A blocks are the electrical signals applied to the quan­
tum processor (Figs. 4.4 and 4.5; signal, signal_a, signal_b are the mi­
crowave signals for single qubit operations, e is the detuning of the quantum dots
and t0 the tunnel coupling between two neighboring dots) and init to reset the
operation to the identity matrix. The resulting complex operation 𝑈, which can be
used to calculate the operation fidelity, is available at the output with separated
real (Ureal<>) and imaginary (Uimag<>) parts in row­major order. Parameters
of the physical system are set as a module parameter when instantiating the mod­
ule in the circuit schematic (Figs. 4.4 and 4.5; Ec is the charging energy of the
quantum dot, f0 the spin precession frequency, fR the rotation frequency at 1­V
RF­signal, beta the tunnel coupling at 1 V and alpha the detuning energy at 1 V).

Due to the inclusion of the Hamiltonian simulation in the circuit simulation, the
time­step control of a transient simulation is managed by the circuit simulator, which
relaxes the time step when tolerable for simulating the electrical circuit with the
desired accuracy. This speeds up both the circuit simulation and the Hamiltonian
simulation while also recording and taking into account in the quantum simulation
events occurring on a very short timescale, such as glitches. On top of this, a
maximum time step is set by the Verilog­A module to ensure accurate simulation
of the quantum physics by preventing the circuit simulator from relaxing the time
step too much.

4.3. Design Examples
4.3.1. Optimization of Power Consumption
As mentioned before, a major concern in scaling quantum computers is the power
consumption required by the control electronics. A reduction of the power con­
sumption can be obtained at the cost of the quality of the signal being generated
for qubit control, or more errors during qubit read­out. Quantum simulations con­
sidering signal non­idealities are required in order to assess the minimum signal
quality that can ensure a tolerable error rate in the quantum processor.

As an example, we will consider the control signal required to perform a single­
qubit operation for single­electron spin qubits (Hamiltonian in Eq. (4.3)). The mi­
crowave control signal 𝑖mw(𝑡) can display several signal non­idealities that reduce
the qubit operation fidelity (Chapter 3). Once the effect of each of these errors
on the qubit fidelity can be quantified, a larger error budget can be allocated to
the sources of error that require more power in the electrical circuit to be mitig­
ated, thereby optimizing the total power consumption while ensuring a certain qubit
fidelity.
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Figure 4.6: The simulated fidelity for an inaccuracy in the microwave amplitude.

As an example, we will focus on deriving the effect of inaccuracies in the mi­
crowave amplitude. First, simulations of the quantum system have been performed
for control signals with different amounts of amplitude errors Δ𝐴 on an otherwise
ideal signal with amplitude 𝐴, as shown in Fig. 4.6. From this plot, the required
signal specifications can be derived when the tolerable qubit infidelity is known.
For specific cases, these requirements can also be derived analytically (Chapter 3)
[145].

Based on the signal specifications found using these initial simulations and on
proper budgeting of the various errors, control circuits can be designed meeting the
desired specifications and can be validated using a co­simulation of the electronics
and the physical system. As an example, Fig. 4.7a shows an output driver circuit
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Figure 4.7: (a) An example output driver circuit. (b) The simulated gain versus frequency.
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Figure 4.8: The signal applied to the qubit, shown in the frequency domain (red: the unoptimized signal;
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designed in a standard CMOS technology that can be used to apply the microwave
signal to the qubit processor. Due to circuit non­idealities, this circuit has a gain
lower than unity (Fig. 4.7b), resulting in an amplitude inaccuracy and a reduced
control fidelity. The fidelity obtained using a co­simulation of this electrical circuit
in Cadence equipped with SPINE is plotted in Fig. 4.6, which is in good agreement
with the results obtained from the Hamiltonian simulation. To illustrate the strength
of this co­simulation setup, several simulations have been run with transient noise
enabled, and the resulting fidelity of each simulation run is plotted. As expected,
the noise further degrades the fidelity, but as it is a dynamic error, each operation
has a slightly different fidelity. With this setup, the effect of actual device noise,
which consists of different noise types (e.g. flicker noise and thermal noise), can
easily be verified.

4.3.2. Finding Optimal Control Waveform
FDMA of qubits can be used to reduce the wiring to the quantum processor, as
discussed in Section 2.4.2. In FDMA, each qubit can be tuned to respond to a
different microwave frequency, allowing each qubit to be independently addressed
using a single driveline. However, a qubit is also sensitive to energy at a frequency
close­by its individual frequency, thus, ultimately, the required bandwidth of the
control signal is set by how closely the qubits can be spaced in frequency. As
covering a larger bandwidth requires more power in the control electronics, an
optimization of the signal bandwidth is required.

By optimizing the signal applied to the qubits using a Hamiltonian simulator,
this crosstalk effect can be minimized and partially compensated. Following the
procedure outlined in [120] for only 2 qubits, as an example, a more elaborate
signal optimization has been applied to the simultaneous X­rotation of 16 otherwise
uncoupled qubits in 120 ns, starting from a Gaussian envelope. The obtained results
are summarized in Fig. 4.8. For the unoptimized signal, the fidelity can be as low as
98%, whereas this improves to > 99.95% for all qubits when using the optimized
signal, therefore allowing much closer spacing of the qubits, and thus a lower signal
bandwidth.
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4.3.3. System­Level Verification
To show the power of the proposed toolset for the verification of the quantum
computer, a full system containing a high­level description of the quantum com­
puter’s controller, Verilog­A models of the DACs and an analog mixer circuit has
been integrated together with SPINE (Fig. 4.9). The performance was verified by
simulating a small quantum algorithm consisting of 4 gates, see Fig. 4.10. It can
be seen that in response to the controller, the DACs generate the required in­phase
and quadrature­phase signals for the mixer, and the analog circuit performs the
required upconversion. In response to this signal, the qubit performs the expected
rotations, finally achieving a 99.98% chance of success (𝑃 = |𝑈11|2).

4.4. Future perspectives
A first step has been made towards the co­simulation of classical electronics and
quantum devices. The proposed toolset is used throughout all the proposed co­
design methodology and is, in fact, used in the design of a complex cryogenic
integrated circuit for the control of spin qubits (Chapter 5). The toolset is used to
evaluate the effect of signal non­idealities, both dynamic, e.g. noise, and static,
i.e. inaccuracies, in the various control signals required for performing operations
on single or multiple qubits.

However, there are still some opportunities for the design automation community
to enhance this toolset. For instance, tremendous speed­ups are required to enable
the simulation of larger qubit systems, e.g., to facilitate the inclusion of higher levels
of the quantum computer stack for system­level verification. Next, modules can
be added for the simulation of quantum systems in other technologies (examples
in Chapter 2), and the modules can be enhanced to include quantum processor
readout, e.g. with changing electrical properties depending on the qubit state,
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Figure 4.10: Result of the full system simulation, from top to bottom: the voltage at the output of the
DACs, the I­ and Q­signals, driving the mixer, along with a description of the quantum gate; the voltage
at the output of the mixer, driving the qubit; and finally the qubit spin­up probability assuming the qubit
was initialized to spin­up (and is not subject to decoherence and relaxation).
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which can be the basis for designing readout circuitry.

4.5. Conclusion
A tailor­made electronic interface for quantum processors is required to enable the
scaling of a quantum computer to the size required for any practical application. Co­
designing the classical electronics and the quantum processor is essential to obtain
a complete system that meets the required performance under practical constraints,
such as cost, size, power, and reliability. In this chapter, a co­design methodology
and the related toolset that meets such demand have been proposed, and it has
been demonstrated, via practical examples, how such methodology can be applied
to co­optimize, co­design, and verify the classical electronic/quantum system. This
represents the first fundamental step towards a full co­design platform. The true
effectiveness of the proposed approach is verified through the design of a complex
cryo­CMOS integrated circuit for the control of spin qubits presented in Chapter 5.



5
System design of a qubit

microwave generator

I n order to design custom electronics for the control of large scale quantum pro­
cessors based on solid­state qubits, such as transmons and spin qubits, circuit

specifications need to be estimated/simulated to produce a power­efficient design.
This is especially indispensable for circuits operating at cryogenic temperatures,
due to limited cooling power of the dilution refrigerator.

In this chapter, we address this by proposing the systematic design of the elec­
tronic controller for single­qubit operations, employing frequency multiplexing to
reduce interconnects and power consumption. The architecture and specifications
of a power­efficient qubit control system are presented, to achieve a single­qubit
gate fidelity up to 99.99% by complying with the signal specifications for qubit
control, outlined in Chapter 3 and verified using SPINE (Chapter 4).

In the following, Section 5.1 presents the requirements for the qubit control sys­
tem. Section 5.2 discusses the trade­offs between possible generator architectures
and describes the chosen system architecture. In Section 5.3, the specifications for
the different architectural sub­blocks are determined to assess the feasibility of the
system. Finally, Section 5.4 demonstrates the flexibility of the design for various
applications, and a conclusion follows in Section 5.5.

5.1. Requirements
The main focus of this work is on single­electron spin qubits, since they are very
promising both in terms of scaling opportunities and co­integration with CMOS elec­
tronics [30], and a co­simulation platform is readily available (Chapter 4). Since the

Parts of this chapter have been published in IEEE Transactions on Circuits and Systems I: Regular Papers
[194].
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control signals required by spin qubits and transmons are very similar, we will also
describe the minor changes required to ensure compatibility with transmons.

5.1.1. System Specifications
In a single­electron spin qubit, information is encoded in the spin of a single electron
hosted in a quantum dot. Microwave pulses are required to perform single­qubit
gates (Section 2.1.2)1. Importantly, the phase of the microwave signal needs to
remain coherent with the phase of the qubit, which implies keeping a coherent
phase for the whole duration of the quantum algorithm, even over different pulses,
as changing the relative phase results in a rotation along a different axis. The qubit
frequency is typically 12­40GHz with a microwave­pulse duration in the order of
1 µs, and, to achieve a typical Rabi frequency of 1MHz, a power of ∼ −45 dBm
is usually required at the quantum processor (Section 2.1.2). For future systems,
it is desirable to operate at lower qubit frequencies to ease electronic design and
higher Rabi frequencies to be less affected by decoherence [32]. Hence, the system
presented here will be designed for an output frequency range of 5­20GHz, and
Rabi frequencies in the range of 1­10MHz, with a maximum rotation angle of π
along the X­ or Y­axis. This sets the nominal duration of a π­rotation to 50­500 ns.
The required output power for spin qubits ranges then from −45 dBm to −25 dBm
for the selected Rabi frequency range. However, as attenuators (e.g., with 6 dB
loss) are typically employed before the qubits to reduce the heat injected into the
quantum processor, and the sensitivity of the qubit can easily vary by ±50%, the
required output power range is extended to −48 dBm­−16 dBm (50mV p).

As discussed in Section 2.4.2, frequency multiplexing can reduce the amount
of interconnects and potentially make the control electronics more area and power
efficient. However, pulse shaping techniques must be used to minimize spectral
leakage, generally known as cross­talk, to other qubits, and unintended Z­rotations
caused by the AC­Stark shift must be corrected (Section 3.3.2). Current experi­
ments on single­electron spin­qubits typically do not use frequency multiplexing,
and hence, rectangular envelopes for the microwave pulses are allowed [15, 61].
However, for our system, more complex pulse shaping, e.g. Gaussian envelopes,
are necessary to support frequency multiplexing (Section 3.3.2). Moreover, for flex­
ibility, it is desirable to program any envelope, with support of I/Q­modulation for
the benefit of having X­ and Y­rotations.

Since modern CMOS processes allow processing of extremely wide bandwidths,
we aim at the maximum feasible bandwidth to maximize the number of qubits that
can be served. Figure 5.1 shows the number of qubits that can be multiplexed in
a 1GHz bandwidth for different microwave pulse envelopes when assuming uni­
formly distributed qubit frequencies, a π­rotation at the maximum supported Rabi
frequency of 10MHz, and Z­corrections to compensate for the AC­Stark shift (de­
rived from the results presented in Chapter 3). Less than 5 qubits can be served at
a 99.9% fidelity with a rectangular envelope. By employing Gaussian pulses, this

1Two­qubit operations, qubit initialization and qubit readout typically require unmodulated pulses to be
applied to the quantum processor (see Section 2.1.2), and are here assumed to be generated by other
control electronics and are therefore outside the scope of this chapter.
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Figure 5.1: The number of qubits that can be allocated in a 1GHz band when driving with different
envelopes and the required Z­correction, each performing a π­rotation in 50 ns.

can be significantly improved, resulting in ∼40 qubits operating at a 99.99% fidelity
in a 2GHz bandwidth. Equivalently, to support 40 qubits while using rectangular
envelopes, 8 systems each supporting 5 qubits over an individual output are re­
quired. While generating Gaussian envelopes comes with some added complexity,
this is believed to be more power efficient and scalable than having 8 systems with
individual drive lines. For the system discussed here, 32 qubits are targeted in a
2GHz bandwidth, since this number allows for easy binary addressing of the qubits
(32 = 25), and for a theoretical fidelity > 99.999%.

Even though frequency multiplexing allows for operating on multiple qubits sim­
ultaneously, the system will be optimized assuming sequential execution of the
operations on the different qubits, as more complicated measures than a simple
Z­correction are required when operating on multiple frequency­multiplexed qubits
concurrently [120]. However, as a scalable solution is desired, the chosen system
architecture should support the simultaneous excitation of multiple qubits.

The fidelity of single­qubit operations is typically above 99% for single­electron
spin­qubits [43]. For fault­tolerant quantum computing, a minimum qubit fidelity,
typically around 99.9%, is required when using error­correction techniques [8]. In
order not to limit the performance of the whole quantum computer, the proposed
electronic interface targets a fidelity of 99.99% for a π­rotation performed on a
spin­qubit, when taking into account only the errors due to the electronic interface
and assuming a perfect qubit. Considering frequency multiplexing, the system will
be designed such that both the addressed qubit achieves a 99.99% fidelity for the
targeted π­rotation (which generally gives the lowest fidelity, see Section 3.3) while
the idle qubits reach a 99.99% for the identity, or idle, operation.
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Table 5.1: The requirements of the multi­qubit control system.

Qubit technology Focus on single­electron spin­qubits,
support transmons

Qubit frequency range 5GHz to 20GHz
Qubit Rabi frequency range 1MHz to 10MHz
Output power range −60 dBm to −16 dBm
FDMA, bandwidth 2GHz
FDMA, number of qubits 32
FDMA, parallel operations Supported
Operation, maximum angle π
Operation, duration Specifications guaranteed from 50ns to 500 ns
Operation, modulation I/Q­modulation with any envelope (nominally

Gaussian for FDMA, rectangular otherwise)
Fidelity, addressed qubit 99.99% for a π­rotation on a spin­qubit
Fidelity, idle qubit 99.99% for identity operation
Power consumption Minimum

5.1.2. Extending to Transmons

The control of transmons is very similar to spin qubits, but there are a few key
differences that could affect the system specifications (Chapter 2). The qubit fre­
quency is typically around 6GHz for transmons, and microwave pulses as short as
20 ns are used with a signal power of < −60 dBm. Hence, the duration and out­
put power specifications are extended to include this. Additionally, pulse shaping
(DRAG) is typically used to minimize spectral leakage to higher energy levels of the
same qubit. This specific pulse requires I/Q modulation, which is already suppor­
ted to allow X­ and Y­rotations seamlessly. Finally, as state­of­the­art transmons
typically achieve fidelities not better than 99.99% [51], the control system should
still not limit the achievable fidelity.

5.1.3. Summary

A summary of the discussed specifications is given in Table 5.1.

Following the methods presented in Chapter 3, preliminary signal specifications
can be estimated for performing a π­rotation on the addressed spin qubit with either
a Rabi frequency of 1 or 10MHz and a rectangular envelope, see Table 5.2. Equal
error contributions are assumed, and the value given for the amplitude inaccuracy
assumes a peak amplitude of 50mV p, which corresponds to the maximum required
output power. These preliminary specifications will be used to assess the feasib­
ility of different proposed architectures. Most notably, a high SFDR is required,
as spurious tones could interfere with the idle qubits in a frequency multiplexing
scheme.
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Table 5.2: Example specifications for achieving a 99.99% fidelity for a π­rotation

Rabi frequency: 1.0 10 MHz
Addressed qubit:
Phase imbalance 0.20 0.20 °
Frequency inaccuracy 3.5 35 kHz
Frequency noise 3.5 35 kHz rms
Duration inaccuracy 1.1 0.11 ns
Timing jitter 1.1 0.11 ns rms
Amplitude inaccuracy 0.011 0.11 mV
Amplitude noise 50 50 dB SNR
Wideband additive noise 5.6 18 nV/√Hz
Idle qubit:
SFDR 44 44 dB

5.2. System Architecture
Based on the signal requirements for qubit control (Table 5.2), the feasibility of
several architectures is discussed, and the chosen architecture is presented in this
section.

5.2.1. Analog/RF Section
The most straightforward design of the analog/RF front­end consists of a DAC oper­
ating at 40GS/s (Fig. 5.2(a)), but such a design has a very high power consumption
due to its large data bandwidth [195]. Instead, a more power efficient Multiple­
Return­to­Zero (MRZ) DAC exploiting higher Nyquist zones capable of synthesizing
frequencies up to 20GHz can be used [196] (Fig. 5.2(b)). In such a design, the
output frequency band (centered around 𝑁 ⋅ 𝑓𝑠), is directly coupled to the band­
width, reducing the flexibility as desired when targeting various qubit technologies.
Moreover, the output spectrum is corrupted by DAC replicas, which would require a
high­order filter to remove. To overcome these concerns, several low­speed DACs
along with I/Q mixers (Fig. 5.2(c)), can be used to generate envelopes at distinct
frequencies [197]. Such a solution is power/area inefficient for multi­qubit con­
trol, as an LO signal per qubit is required, which additionally comes with its own
set of design challenges such as frequency pulling. Instead, a DAC at 4GS/s and
a single mixer can be used for controlling multiple qubits from a single RF cable
(Fig. 5.2(d)) in a Double­Sideband (DSB) modulation scheme. Moving instead to
SSB modulation, the same bandwidth can be achieved with half the DAC sampling
frequency. Such SSB modulation can be achieved either by filtering (Fig. 5.2(e)),
or by using a modulator with I/Q DAC and mixer (Fig. 5.2(f)). The latter can more
easily achieve an Image Rejection Ratio (IRR) > 44 dB for output frequencies close
to the carrier (as required by the SFDR specification), by removing the need for
filters with a very high order. Note that the architecture in Fig. 5.2(f) still requires
a reconstruction filter as alias frequencies may fall in the upconverted 2GHz output
band when the signal bandwidth is comparable to the carrier frequency, as will be
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Figure 5.2: Possible transmitter architectures: (a) Very high­speed DAC, (b) MRZ DAC, (c) low­speed
DAC with mixer, (d) high­speed DAC with a mixer (e) SSB modulation with bandpass filters for the
sidebands, (f) High­speed DAC with reconstruction filter and I/Q mixer.

shown in Section 5.3 (Fig. 5.5). This prevents the use of a more efficient mixing
DAC [198] that lacks a reconstruction filter.

5.2.2. Digital Signal Synthesis
A digital back­end is required to generate multiple SSB­modulated tones with such
a front­end design. This work assumes the availability of a reprogrammable on­
chip memory that is used to store calibrated waveforms for each of the desired
qubit rotations. A qubit algorithm is then executed by playing the various stored
waveforms in the desired order. The most straightforward approach is to store all
possible combinations of qubit instructions in an Static Random Access Memory
(SRAM) (Fig. 5.3(a)). The required memory of such an SRAM can be estimated
as SRAMmem = 𝑁 × 𝑓s × 𝑡pulse × 𝑚𝑛, where 𝑁 and 𝑓s are the number of bits and
the sampling frequency of the DAC, respectively, 𝑡pulse is the pulse duration, 𝑚 the
number of possible instructions per qubit and 𝑛 the number of qubits. Assuming
an 8­bit DAC operating at 2.5GS/s to address 32 qubits and a maximum pulse
duration of 500 ns, it would require an impractically large memory of 3.7×1019 bits,
considering merely 3 instructions per qubit. Moreover, since qubits require coherent
control, intermittent sequential operations on any qubit demand keeping track of the
phase of all qubits. Consequently, an individual reference clock would be required
for each qubit.

To reduce the required memory, an alternative approach is to store only the
amplitude information in the SRAM, which can modulate the amplitude of a sinus­
oidal waveform with a programmable phase (Fig. 5.3(b)). Following the same scen­
ario, less than 1­Mb SRAM is required (scaling as 𝑚 × 𝑛 instead of 𝑚𝑛). To update
the phase for each qubit and ensure coherent control, sine and cosine waveforms
scaled by appropriate coefficients can be combined to generate the required phase
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offset. However, this adds an overhead of 2 multipliers per qubit running at the full
sampling speed. A more power­efficient approach is to use an NCO, i.e. a phase
accumulator running at 𝑓s, for each qubit to generate both the required frequency
and phase offset [199], with the added advantage that the NCO can keep track
of the phase of individual qubits, thus allowing coherent operation [26]. In such
a system, the phase accumulator’s step size, Frequency Tuning Word (FTW), sets
the NCO’s frequency (𝑓out = FTW × 𝑓s/2𝑁, where 𝑁 is the number of bits in the
phase accumulator). The phase output of the NCO is fed into a sine Look­Up Table
(LUT) to generate the corresponding sinewave value, which is then multiplied with
an envelope (stored in the SRAM) to obtain the necessary modulated signal, as
shown in Fig. 5.3(c).

5.2.3. Final Architecture
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Figure 5.4: Block diagram of the proposed controller.

Considering the above­mentioned trade­offs, a digitally intensive architecture
based on DDS with digital modulation, as shown in Fig. 5.4, has been selected.
Such architecture benefits from the scaling advantage of advanced CMOS techno­
logy nodes in terms of speed and power efficiency and offers the flexibility and
robustness of digital signal processing.



5

86 5. System design of a qubit microwave generator

Multiple NCOs (one per qubit) are used to keep track of the phase evolution
of the qubits. However, the NCO outputs are time­multiplexed to allow operation
on one qubit at a time to reduce system complexity, as mentioned in Section 5.1.
The multiplexed output is fed into LUTs to generate the sinusoidal signals, which
are then modulated by the envelope memory (ENV_I, ENV_Q) for various gate
operations and pulse shaping [57, 200], providing flexibility in qubit control.

Because of the stringent IRR requirement of 44 dB (originating from SFDR) cor­
responding to a maximum phase and gain imbalance of 0.3° and 0.1 dB, respect­
ively, an I/Q digital correction network is required to compensate for analog I/Q
mismatch. Moreover, a DC offset correction is added to cancel the LO feed­through
to the output.

Finally, the same transmitter as in Fig. 5.2(f), comprising I/Q DACs, reconstruc­
tion filter, and an I/Q mixer, translate its digital input to the RF band. The only
required analog input is then a quadrature LO signal to drive the mixer.

5.3. Circuit Specifications
When increasing the signal’s dynamic range, the rate at which the power con­
sumption increases is much lower in a digital circuit than in its analog counterpart,
especially in nanometer CMOS technologies [201]. Therefore, the error budget for
the digital section is set an order of magnitude tighter than the target fidelity, i.e.,
it is set to a 99.999% fidelity, so as to contribute negligibly to the target fidelity of
the controller.

To this purpose, a MATLAB simulation model of the entire system is developed,
comprising an accurate representation of the digital section (including quantization
and rounding effects), an ideal model of every analog block, and a model of the
32­qubit quantum processor (32 individual uncoupled qubits, Chapter 4).

The following calculations are based on a rectangular envelope, while the sim­
ulations consider both a rectangular and Gaussian envelope. Moreover, as the
specifications are typically stricter when operating at a Rabi frequency of 10MHz,
this will be the default assumption, unless otherwise specified. Besides that, the
lowest output frequency band of 5­7GHz will be used in the simulations as this band
suffers more from sampling replicas. When simulating the idle qubits, any Z­error
is ignored, as these can be corrected in software [155].

The design strategy is as follows. First, the sample rate is chosen (Section 5.3.1),
which then allows for the selection of an appropriate reconstruction filter (Sec­
tion 5.3.2). Next, the effects of a limited bit length in each digital block on the
targeted and idle qubits are individually simulated while keeping the other blocks
ideal, i.e., not quantized (Section 5.3.3). The results of this sensitivity analysis are
used to select the number of bits required in each block to achieve the targeted fidel­
ity. The final digital system, including all non­idealities, which are simultaneously
accounted for, is simulated in a final verification step (Section 5.3.4). Finally, in
Section 5.3.5, the specifications of analog blocks can be readily derived from the
requirements in Table 5.2.
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5.3.1. Sample rate
Due to the chosen I/Q­modulation architecture, there is individual control over the
upper and lower sidebands of the upconverted signal. For the required 1­GHz side­
band (for a 2­GHz bandwidth), it is sufficient to run the DACs at a sample rate of
2GS/s to fulfill the Nyquist criteria. However, considering the inherent Zero­Order
Hold (ZOH) operation of DACs, the ­3­dB bandwidth of a DAC is roughly 40% of the
sample rate. Hence, in this design, a sample rate of 2.5GHz is chosen, thus resulting
in a timing resolution of 400 ps for the microwave envelopes2. The shortest oper­
ation of 20 ns is then supported (50 points), while the longest operation (500 ns)
sets a minimum memory of, e.g., 160 kS, assuming four instructions for each of the
32 qubits.

5.3.2. Reconstruction filter
The lowest qubit frequency of 5GHz is achieved using a carrier frequency of 6GHz
and the 1GHz sideband. A sketch of the output spectrum for this condition is
shown in Fig. 5.5. The negative frequencies are shown for clarity to illustrate that
negative sampling replicas fold back to positive frequencies and eventually fall back
close to an in­band qubit. Since the ZOH suppression of the replicas corresponds to
a worst­case SFDR of 21 dB, an additional attenuation of at least 33 dB is required
at 11GHz to achieve an SFDR better than 54 dB, as required for 99.999% fidelity
(10 dB more than Table 5.2 for a 10× smaller error). Since a second­order filter is
at least required, a 2nd order Chebyshev­I with 3­dB passband ripple and a 1.8­GHz
corner frequency was chosen. The combination of the ZOH and reconstruction filter
provides an SFDR better than 58 dB in all cases, resulting in a simulated fidelity of
the idle qubit of > 99.9996%.

In addition, the chosen filter improves the in­band flatness to 0.14 dB over the
full 2­GHz data band. While this is not a strict requirement, this removes the need
to predistort the envelopes. As a result, a qubit driven at 5.1GHz with a rectangular
envelope can achieve a fidelity of 99.999 95% without any predistortion in an oth­
erwise ideal system. In comparison, a 3rd­order Butterworth filter with a 1.7­GHz
corner frequency has an in­band flatness of 2.6 dB, which results in a fidelity of only
99.998% for a non­predistorted rectangular envelope. This is an important result,
as it shows that, with proper design, one does not have to pre­distort the envelope
to achieve the intended performance.

5.3.3. Digital blocks
Number of NCO accumulator bits
The number of bits in the accumulator register 𝑏acc (see Fig. 5.4) sets the frequency
resolution 𝑓res of the numerically controlled oscillator according to [199]:

𝑓res =
𝑓clk
2𝑏acc . (5.1)

2The specified duration inaccuracy cannot be guaranteed with a 400­ps timestep. However, as the total
rotation angle is set by both the duration and amplitude, such an under/over­rotation error can be
corrected by using the amplitude instead (Chapter 3).
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Figure 5.5: Output spectrum assuming an output tone around 5GHz, a carrier frequency of 6GHz, a
sample rate of 2.5GHz for an ideal sampler, and no reconstruction filter.

This results in a maximum frequency error Δ𝑓 = 𝑓res/2, which results in a theoretical
infidelity of

1 − 𝐹 = (Δ𝑓𝑓R
)
2
= ( 1

2𝑏acc+1
𝑓clk
𝑓R
)
2
, (5.2)

when performing a π­rotation using a rectangular envelope (Chapter 3). This result,
along with the simulated fidelity in the case of both a rectangular and Gaussian
envelope is shown in Fig. 5.6. In the simulation, the target qubit frequency is
chosen such that the frequency error is maximized. As the Gaussian envelope has
a longer duration, a larger frequency error is accumulated. At least 16 accumulator
bits are required to achieve a 99.999% fidelity3.

Number of LUT entries
For a more efficient design, the minimum number of entries (2𝑏lut) should be used
in the sine/cosine lookup table. However, as this requires the number of bits out
of the accumulator (𝑏acc) to be reduced to the number of LUT address bits (𝑏lut),
a periodic error would appear, and, as a result, the spectrum will show spurious
tones. While the spectrum depends on the generated frequency (see Fig. 5.7a),
the spurs are associated with a limited SFDR equal to [199]:

SFDR = 6𝑏lut dB. (5.3)

3At very small frequency errors, the simulated infidelity deviates from the expected infidelity, as the
practical reconstruction filter limits the achievable fidelity.
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Figure 5.6: Infidelity of a π­rotation as a function of the NCO accumulator number of bits. Eq. (5.2),
valid for rectangular envelopes, is plotted as the theoretically expected fidelity.

As such a spurious tone can be at the frequency of an idle qubit, its infidelity is
expected to increase to (Chapter 3):

1 − 𝐹 = 𝜃2
4 ⋅ 10−SFDR/10 ≈ 𝜃2

4𝑏lut+1 . (5.4)

The above theoretical bound is compared to simulations in Fig. 5.8. As the effects
of Gaussian and rectangular envelopes are similar, only the results of the Gaussian
envelope are presented. Different target frequencies have been simulated, and, in
each condition, an idle qubit is considered at the frequency of the largest spur. For
the accumulator output bit reduction, both truncation and rounding are considered.
Eq. (5.4) well predicts the fidelity of the idle qubit, both for rounding and truncation.
In the case of rounding, the idle­qubit fidelity requires at least 9 bits for a 99.999%
fidelity. In the case of truncation, the targeted qubit is affected more, and at least
10 bits are required. When targeting a certain fidelity, the required 𝑏lut is one bit
less when rounding the accumulator output. Note that, saving 1 bit, is significant
as it halves the number of entries required in the LUT.

Number of LUT data bits
A finite number of data bits in the sine/cosine lookup table (𝑏data) results in a quant­
ization error. Generally, such a quantization error can be modeled as white noise
spread over the full Nyquist bandwidth 𝑓s/2 with associated Signal­to­Quantization­
Noise Ratio (SQNR) of [202]:

SQNR = 4𝑏data ⋅ 32 . (5.5)
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Figure 5.7: Depending on the choice of 𝑓out, the spectrum will either show (a) spurious tones when
𝑓out = 𝑓𝑠/𝑁 (with an integer 𝑁, e.g. 𝑁 = 5 in the plot) due to the repetitive behavior of errors, or (b) a
white spectrum when 𝑓out is not an integer sub­multiple of 𝑓𝑠 as the periodic behavior of the errors is
disturbed.
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Since the qubit is only sensitive to noise in a bandwidth ENBW = 𝑓R ⋅
π
𝜃 due to the

intrinsic noise filtering of the qubit (see Section 3.3, also for a general treatment of
a qubit’s response to noise), the expected infidelity for the driven qubit is given by:

1 − 𝐹 = 𝜃2
4 ⋅ 1

SQNR
⋅ ENBW

BW
= π𝜃
3 ⋅ 𝑓R𝑓s

⋅ 1
4𝑏data . (5.6)

This quantization noise affects both the targeted and idle qubits. For certain
output frequencies, however, quantization noise is more tonal (similar to Fig. 5.7a),
and the spur could be at the frequency of an idle qubit. To capture these different



5.3. Circuit Specifications

5

91

cases, again, different offset frequencies are used when determining the number
of LUT entries, and a victim qubit is simulated at the frequency of the highest spur.
In Fig. 5.9, only the simulated fidelity for an offset frequency of 450MHz is shown
for clarity, as the spectrum shows many spurious tones resulting in significant tones
affecting the qubit more than expected from the white­noise model. The simulations
with the various offset frequencies show that at least 8 data bits are required for a
99.999% fidelity.
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Figure 5.9: The simulated infidelity when reducing the number of data bits in the LUT when using a
Gaussian envelope for an offset frequency of 450MHz. The theoretically expected fidelity due to the
spur and noise are given by Eqs. (5.4) and (5.6), respectively.

Number of envelope bits
A limited number of bits used for the envelope in the I/Q­modulation (𝑏env, signed)
causes an error in the pulse amplitude. For a rectangular envelope, the maximum
amplitude inaccuracy is

Δ𝐴
𝐴 = 1

2𝑏env , (5.7)

leading to an infidelity of (Chapter 3):

1 − 𝐹 = 𝜃2
4 ⋅ (Δ𝐴𝐴 )

2
= 𝜃2
4𝑏env+1 . (5.8)

While the amplitude could be different for a rectangular envelope due to quantiza­
tion noise, the shape of the envelope is unaffected. This is not the case for e.g., a
Gaussian envelope, where quantization leads to distortion of the envelope, affecting
the signal spectrum.
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A simulation is performed by setting the qubit properties such that the ideal
driving amplitude for a rectangular envelope is in­between two quantization levels.
Although the effect of the quantization noise on another qubit may be relevant
for a Gaussian envelope, and it is hence simulated as well, the results in Fig. 5.10
indicate that such an effect is negligible. The simulated fidelity follows the prediction
of Eq. (5.8), resulting in a minimum of 9 bits for a fidelity of 99.999%.

3 4 5 6 7 8 9 10 11 12

Envelope bits

10-8

10-6

10-4

10-2

100

1-
F

Simulation - Rectangular envelope, target qubit
Simulation - Gaussian envelope, target qubit
Simulation - Gaussian envelope, victim qubit
Theory

Figure 5.10: The simulated infidelity versus the number of envelope bits when using a rectangular or
Gaussian envelope for an offset frequency of 500MHz.

Number of bits in the correction network
The tolerable phase imbalance (𝜙) and gain imbalance (𝜖) follow from the required
image rejection ratio [203]:

IRR ≈ 4
𝜖2 + 𝜙2 . (5.9)

For an SFDR of 54 dB, to achieve a fidelity of 99.999% due to the image spur (see
Section 3.3.2), the maximum gain imbalance and the maximum phase imbalance
are 0.4% (0.035 dB) and 0.32°, respectively.

A correction network is added to compensate for inaccuracies in the analog
blocks (see Fig. 5.4). In this correction network, the coefficients 𝛼I, 𝛼Q, 𝛽I and 𝛽Q
are unsigned fractions of 𝑏frac bits4.

A gain imbalance can be compensated for by lowering either 𝛼I or 𝛼Q, and for a
maximum error of 0.4%, at least 7 bits are required (Δ𝐴𝐴 = 1

2𝑏frac+1 ). However, since
the relation is non­linear for phase imbalance, both the 𝛼 and 𝛽 coefficients need
4In case different corrections are required at different frequencies, these coefficients could be selected
based on the selected NCO.
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to be adapted. As it is difficult to predict the worst­case scenario, a system­level
simulation is performed where any phase imbalance from −25° to 25° is introduced
and subsequently corrected using a finite number of bits. The situation of the worst­
case IRR is further considered when simulating the system along with the quantum
processor. The results of this simulation, when using a Gaussian envelope, are
shown in Fig. 5.11.

It can be clearly seen that the fidelity of the qubit at the image frequency equals
the fidelity as expected from the spur power (Eq. (5.4)). Besides the victim qubit,
the targeted qubit seems affected in the same way. From this simulation, it follows
that at least 9 fractional bits in the fixed­point number are required to achieve a
fidelity of 99.999%.

3 4 5 6 7 8 9
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1-
F

Gaussian, f = 500.0 MHz

Simulation - Target qubit
Simulation - Victim qubit
Theory

Figure 5.11: The simulated infidelity when reducing the number of fractional bits in the fixed­point
number in the I/Q­correction network. Each simulation is performed at the worst­case phase imbalance
and uses a Gaussian envelope to drive a qubit at an offset frequency of 500MHz. The victim qubit
is placed at the image frequency of −500MHz and its fidelity is estimated from the simulated SFDR
following Eq. (5.4).

5.3.4. Total digital system
To summarize, for a 99.999% fidelity, it was found that at least a 16­bit accumu­
lator is required, of which the 9 most­significant bits, after rounding, are used to
index the LUT holding 8­bit values. Moreover, both the envelope and I/Q­correction
network require a 9­bit resolution. In the sensitivity analysis, only part of the digital
datapath under investigation was quantized, and hence all multiplier outputs were
not quantized. As an initial estimate for the entire digital system, these minimum
specifications were used, and all multiplier outputs were truncated to 9 bits, as at
least 9 bits were found necessary for the envelope. Reducing the number of mul­
tiplier output bits is critical to save power and to find the minimum number of bits
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required for the DAC.
A full system simulation was done, where, on each qubit, a Gaussian­shaped

microwave pulse was applied to perform a π­rotation at a 10MHz Rabi frequency.
The operating frequencies of the 32 qubits are evenly spaced over the available
2GHz band. Furthermore, the system was again simulated with the worst DC and
I/Q errors. The fidelity of the performed rotation is recorded, as well as the fidelity
of all unaddressed qubits, including an additional one placed at the highest spectral
spur.

The fidelity of the resulting system was limited to ∼ 99.996% by the unad­
dressed qubit at the image frequency when truncating the multiplier outputs. After
implementing rounding in the multipliers of the I/Q correction network, to reduce
the effect of quantization, the fidelity improved to ∼ 99.998%, limited by the un­
addressed qubit at the highest spectral spur. When increasing the number of LUT
entry bits (𝑏lut) by 1, we are at the edge of achieving the desired fidelity. The res­
ult of this simulation is shown in Fig. 5.12. Finally, the number of accumulator bits
(𝑏acc) is increased to 19 to ensure the required frequency accuracy when operating
at the lowest Rabi frequency of 1MHz. A summary of the specifications is given in
Table 5.3.

1 4 8 12 16 20 24 28 32

Qubit

10-7

10-6

10-5

10-4

1-
F

Fidelity of addressed qubit
Fidelity of unaddressed qubit at the spur
Fidelity of worst unaddressed qubit

Figure 5.12: The simulated infidelity of the digital system with specifications in Table 5.3.

5.3.5. Analog blocks
The coarse specifications for a 99.99% fidelity (100 ppm infidelity) in Table 5.2 as­
sume an equal contribution from the different errors (∼ 10 ppm each), with the
previously discussed digital system contributing another ∼ 10 ppm to the infidelity.
While the assumption of equal error contribution is useful for drafting initial spe­
cifications, the trade­offs between these specifications are analyzed in this section
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Table 5.3: Specifications for the digital system.

Number of accumulator bits 19 bits
Number of LUT entries 10 bits (after rounding)
Number of LUT data bits 8 bits
Number of envelope bits 9 bits
Result of envelope multiplication 9 bits (after truncation)
Number of bits in the correction network 9 bits
Result of I/Q correction multiplication 9 bits (after rounding)
Envelope memory ∼ 100 kS

in order to budget the different errors for feasibility.
As long as the digital clock frequency and analog gain are stable enough, the

pulse amplitude, generated frequency, I/Q phase imbalance, and duration can be
guaranteed by the digital section. Following Table 5.2, a variable gain of 44 dB with
a stability of 0.22% is required from the analog circuit. The frequency accuracy
of 3.5 kHz (for a 1­MHz Rabi frequency and a 20­GHz output) requires a 0.18 ppm
frequency stability. Such stability can be achieved by a crystal oscillator [204], and
easily satisfies the required duration accuracy of 0.11 ns/50 ns = 0.22%. Hence,
the duration inaccuracy will hardly contribute to the infidelity.

Assuming that the same frequency generator is used to derive the clock and the
LO, the tolerable frequency noise (𝜎f) can be translated to the required clock jitter
(𝜎t) as

𝜎t =
1
2π

1
𝑓0
√𝑓b𝑓a

𝜎f
𝑓b
, (5.10)

where 𝑓0 is the clock frequency and a phase noise profile of a narrowband PLL with
∼ 1/𝑓2 over the frequency range of interest from 𝑓a to 𝑓b (𝑓a ≪ 𝑓b) is assumed.
A qubit is only sensitive to noise in a bandwidth of 𝑓b = 𝑓R ⋅

π2
4 for a π­rotation

at a Rabi frequency of 𝑓R (Chapter 3). For the case of a 1­MHz Rabi oscillation
(𝜎f = 3.5 kHz rms) and a 2.5­GHz clock, this requires an absolute jitter of 𝜎t < 0.9 ps
(𝑓a = 𝑓b/100 for a total duration of ∼ 100 quantum operations). Consequently, the
timing jitter requirement of 0.11 ns rms is well satisfied, and this error source will
hardly contribute to the infidelity. Achieving such a frequency noise is, however,
not trivial; assuming the same phase noise profile, a single­sideband phase noise
of −116 dBc/Hz is required at a 1MHz offset from the carrier.

As the maximum output swing of −16 dBm (50mV p) can be directly generated
by the DAC (and lower output powers by attenuation at the output), no gain is
assumed in the following stages; thus, each stage contributes equally to the noise5

and distortion. As a representation of those blocks, a single­stage CMOS class­
A resistive­loaded common­source amplifier, that can serve as the 50­Ω output
driver6, is analyzed in the following.

5The DAC quantization noise is already accounted for in the digital specifications.
6The same noise analysis is also valid for, e.g., a current­steering DAC.
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The maximum Root Mean Square (RMS) output voltage of such an amplifier is
given by

𝑉out =
𝐼d ⋅ 𝑅L
√2

, (5.11)

and the RMS output noise voltage by

𝑣n = √4 ⋅ 𝑘B ⋅ 𝑇 ⋅ 𝛾 ⋅ 𝑔m ⋅ BW ⋅ 𝑅L, (5.12)

where 𝐼d is the bias current, 𝑅L is the load resistance, 𝑘B is Boltzmann’s constant,
𝑇 the temperature, 𝛾 ∼ 2 is the excess noise factor for sub­micron devices, and 𝑔m
the device transconductance. The SNR follows as

SNR = 𝑉2out
𝑣2n

= 𝐼d
8 ⋅ 𝑘B ⋅ 𝑇 ⋅ 𝛾 ⋅ (

𝑔m
𝐼d
) ⋅ BW

. (5.13)

Assuming 𝑇 = 300K, a transistor overdrive voltage where (𝑔m𝐼d ) = 10V−1, and

the bandwidth for which the qubit is sensitive to amplitude noise BW = 𝑓R (for
a π­rotation, Chapter 3), it is found that a bias current 𝐼d > 0.66µA is required to
achieve the 50­dB SNR requirement with a 10­MHz Rabi frequency. Note that this is
easily satisfied as 𝐼d > 1mA is required to obtain the desired output voltage swing
over a 50­Ω load.

Assuming a CMOS single­ended amplifier, and an ideal square law device, the
2nd­order distortion is given by [203]

HD2 = 1
4 ⋅

𝑉in
𝑉gs − 𝑉T

, (5.14)

where 𝑉in is the input voltage, 𝑉gs is the gate­to­source voltage, and 𝑉T is the device
threshold voltage. Given the requirement of HD2 < −44 dB, and assuming no gain
(𝑉in,max = 50mV p), an unrealistic overdrive voltage 𝑉gs − 𝑉T > 2V is required. In
order not to be limited by HD2, a differential circuit topology can be considered with
a 3rd­order distortion of [203]

HD3 = 1
18 [

𝑉out,p
(𝑉gs − 𝑉T) ⋅ 𝑔m ⋅ 𝑅L

]
2
, (5.15)

where 𝑉out,p is the peak amplitude. Achieving HD3 < −44 dB requires an overdrive
𝑉gs − 𝑉T > 0.15V (assuming the gain 𝑔m ⋅ 𝑅L = 1). For a device in saturation,

𝑉gs − 𝑉T = 2 ⋅ (𝑔m𝐼d )
−1
. With a 𝑔m of 1

50Ω
, a bias current larger than 1.5mA is

required7. Finally, an SFDR < −44 dB requires a DAC with an ENOB of 7.
To summarize, the proposed design requirements are specified in Table 5.4. Of

these requirements, the reference clock stability and LO frequency noise require­
ments appear most stringent. As the duration accuracy, timing jitter, and amplitude
7In case of simultaneous excitation of multiple qubits (Section 5.4.2), an IM3 = 3 HD3 < −44 dB is
required to meet the SFDR specification and, consequently, a bias current larger than 2.6mA.
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Table 5.4: Specifications for the analog system.

Clock sample rate (𝑓s) 2.5GHz
Reference clock stability 0.18 ppm
Clock jitter 0.9 ps rms
LO frequency range 6­19GHz
LO phase noise −116 dBc/Hz at 1MHz offset
DAC Resolution 9 bit
DAC ENOB 7 bit
Reconstruction filter 2nd­order Chebyshev­I at 1.8GHz
Analog gain stability 0.22%
Analog gain control 44 dB
SNR 50dB (𝐼d > 0.66µA)
HD3 −44 dB (𝐼d > 1.5mA)

noise specifications of Table 5.2 are most easily satisfied, their error contribution
can be reduced to relax the specifications on the more stringent ones to save power.
However, the SFDR, as specified in Table 5.2, is not part of any error budgeting as it
is the only error source considered affecting idle qubits, and hence this specification
cannot be relaxed.

5.3.6. Power consumption estimate
While an accurate estimation of the power consumption requires knowledge of the
exact digital and analog circuit implementation, in this section, an estimate is given
based on the previously found specifications and implementation examples found
in the literature.

A direct digital synthesizer with similar specifications (9­bit amplitude, 2­GHz
clock, and 55­dB SFDR), has been implemented in 55­nm CMOS while consum­
ing 25mW in the 32­bit NCO and 37mW in the phase­to­amplitude conversion
[205]. Considering our system with 32 19­bit NCOs operating at 2.5GHz and a
single phase­to­amplitude conversion block, a power consumption of 640mW is
expected. Similarly, in 65­nm CMOS, a 10­bit multiplier operating at 2.5GHz con­
sumes 14mW [206], and hence an additional 112mW is expected in our digital
modulation and I/Q correction network (8 multipliers), bringing the total digital
power consumption to ∼ 750mW. Based on the study presented in [207], a power
consumption of ∼ 160mW is expected in a 22­nm CMOS node, with 80% of the
power consumed in the NCOs, i.e., 4mW per NCO. For a design with a single NCO,
instead of 32, a total power consumption of 36mW is expected.

As found from the analog specifications, a single­transistor bias current of 1.5mA
is required to meet the linearity requirement if the entire circuit consists of a single
stage. However, a more realistic implementation consists of at least 2 stages con­
tributing to the distortion, e.g., current­steering DACs driving a 50­Ω passive recon­
struction filter which in turn drives a double­balanced I/Q mixer driving the 50­Ω
output load. Considering a 2­stage implementation, a single­transistor bias current
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of 1.5mA ⋅ √2 = 2.1mA is required8. As there are 2 stages, each differential, with
I/Q, a total current of at least 17mA is required (17mW with a 1­V supply).

As about 36mW is expected for the digital section in case of a single NCO and
further reduction in digital power is promised when going to a more advanced CMOS
node, the power consumption is well­balanced between the analog and digital sec­
tion, with another 4mW required for every NCO, i.e., qubit, that is added.

5.4. Application Example
Compared to state­of­the­art controllers based on general­purpose instruments or
tailor­made controllers employing FPGAs (see Sections 2.2 and 2.4.1), the presen­
ted solution offers the highest number of frequency multiplexed control channels
and is maximally tailored to the quantum processor requirements allowing for a
reduced power consumption. Implementing the proposed controller as a CMOS
System on Chip (SoC) will reduce its form factor, potentially enabling operating
this power­efficient controller physically close to the qubits. The advantages of
such a digital­intensive microwave signal generator can be observed by considering
application examples for qubit control, as illustrated in this section.

5.4.1. Qubit Tune­Up
Besides the intended application of performing single­qubit operations, the control
architecture can, for example, be used to tune­up the qubit processor. Part of this
tune­up protocol is to find the qubit resonance frequency. The adiabatic fast pas­
sage technique uses a frequency chirp to sweep the microwave frequency across the
spin resonance frequencies of multiple qubits in an FDMA setup, thereby smoothly
rotating all spins whose resonant frequencies lie within the range [208]. Gener­
ating such a chirp pulse using the system architecture presented in this chapter
can be readily implemented using the following waveform for the in­phase (𝐼) and
quadrature­phase (𝑄) part of the envelope:

𝜙[𝑛] = 2𝜋 ⋅ 𝑓max − 𝑓min

𝑓s
⋅
𝑛−1

∑
𝑖=0

( 𝑖𝑁 −
1
2) (5.16)

𝐼[𝑛] = 𝐴 ⋅ sin(𝜙[𝑛]) (5.17)
𝑄[𝑛] = 𝐴 ⋅ cos(𝜙[𝑛]), (5.18)

for envelope samples 𝑛 = 1 to 𝑁, resulting in a chirp from frequency 𝑓min to 𝑓max
using 𝑁 samples (total chirp time 𝑇chirp = 𝑁/𝑓s) and amplitude 𝐴.

As an example, a binary search for the qubit frequency is shown in Fig. 5.13
using the designed system. Multiple frequency chirps are used over a frequency
band that is halved every cycle of the search, narrowing down on the actual qubit
frequency indicated by the black dashed line. Only if the frequency chirp contains
the frequency corresponding to the qubit frequency, the qubit will perform a ro­
tation. In the first chirp, the frequency is swept over the Lower Sideband (LSB)

8Each stage requires a 6 dB stricter HD3 of −50 dB[203].
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Figure 5.13: Binary search for the qubit resonance frequency using multiple frequency chirps. Top: the
in­phase and quadrature­phase envelopes used in the different cycles of the search. Bottom­left: the
resulting spectra of the frequency chirps. Bottom­right: the start/stop/center frequency in every cycle
of the search protocol, along with the simulated probability of finding the qubit in the excited state after
performing the chirp, which determines the next chirp frequency band.

from 5 to 6GHz, and it is observed whether the qubit rotates or not. In case the
qubit rotates, the qubit resonance frequency is in the LSB, and the search continues
there; otherwise, the search continues in the Upper Sideband (USB). In order to
keep the power spectral density the same when the frequency band is halved, the
signal amplitude is gradually reduced with each step.

In the presented example (Section 5.4.1), a linear frequency sweep is imple­
mented. However, any other profile can be implemented as well, which could be
more efficient in determining the qubit resonance frequency [208]. Thanks to the
high­speed DACs and digital back­end that allows modulation over the full data
bandwidth, such frequency chirp can be easily implemented in the presented sys­
tem.

Besides the qubit resonance frequency, the required pulse duration and amp­
litude should be determined during tune­up to calibrate the rotation angle. This is
typically done by performing a Rabi oscillation where either the pulse duration or
amplitude is incremented in small steps, and the resulting rotation angle is meas­
ured by fitting the measured Rabi oscillation to a cosine. Due to the option to
program any pulse envelope, the pulse duration and/or amplitude can easily be
varied to perform such a Rabi oscillation and finalize the calibration of the qubit
operation.
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Figure 5.14: Simplified block diagram of the system for the case of 2 simultaneous excitation channels.

5.4.2. Multi­Qubit Simultaneous Excitation
As stated previously, the system is optimized by assuming sequential execution of
operations on different qubits. However, the chosen system architecture supports
the excitation of multiple qubits simultaneously when having a digital modulator
and correction network for each channel (Fig. 5.14). The required DAC resolution
increases to:

𝑏dac = 9 + log2 (𝑁ch) , (5.19)

where 𝑁ch is the number of simultaneous channels. For the following example, the
simulation model is adapted to allow for the simultaneous excitation of 2 qubits
with a 10­bit DAC.

When simultaneously exciting 2 qubits using standard Gaussian envelopes (Fig. 5.16,
amplitude modulation only), the fidelity is limited when the qubits are close in fre­
quency due to the AC­Stark shift [120] 9 (Fig. 5.15). This effect shifts the resonance
frequency of the qubit when an off­resonance pulse is applied. To account for this
frequency shift and to compensate for its effect, phase modulation must be added
besides the Gaussian amplitude modulation [120], as shown in Fig. 5.16 (top). The
resulting in­phase and quadrature­phase components that are used for the digital
modulation are shown in Fig. 5.16 (bottom). With these compensated Gaussian
envelopes, a high fidelity can be achieved for 2 qubits spaced closely in frequency
while being driven simultaneously in the presented control system (Fig. 5.15).

Thanks to the digital­intensive back­end that allows individual I/Q modulation
for each channel, simultaneous excitation of multiple qubits is easily implemented
in the presented system.

5.5. Conclusion
Deriving the system specifications of the classical electronic controller for qubits
and determining the optimal error budget are crucial in designing power­efficient
circuits. To meet these specifications, design trade­offs between several system
architectures have been compared in this chapter, resulting in the proposal of an
efficient architecture exploiting frequency multiplexing for multi­qubit control. Co­
simulation of the proposed electronic system and the qubits was used to assess
the effect of non­idealities of each circuit block on qubit fidelity. Based on such

9Moreover, additional spurious tones can be present due to intermodulation distortion affecting the
performance of other qubits.
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analysis, the design specifications of each block have been determined to achieve
the required gate fidelity while optimizing power consumption. Finally, the effect­
iveness and flexibility of such a system have been shown by demonstrating relevant
practical applications, such as qubit tune­up and simultaneous qubit excitation. As
a result of the proposed design methodology, we have obtained the blueprint for
a power­efficient integrated electronic controller to realize single­qubit operations
for practical large­scale quantum computers.



6
The design of Horse Ridge

C ryogenic circuits must be developed to achieve the goal of co­integrating qubits
and control electronics on the same die or package, ultimately operating at the

same temperature. A cryo­CMOS pulse modulator for the control of a single trans­
mon qubit has previously been demonstrated [137]. As a first step towards a more
scalable cryogenic electronic interface for a large­scale quantum processor, this
chapter demonstrates a single­chip cryo­CMOS controller (operating at 3 K) optim­
ized for controlling 128 qubits (operating at 20mK). The controller minimizes the
interface to room­temperature equipment, thanks to the use of multiple cryogenic
controllers employing frequency multiplexing that share a single interface to room
temperature, as shown in Fig. 6.1.

In this chapter, the focus is on the design of this controller, named Horse Ridge,
in Intel 22 nm FinField­Effect Transistor (FET) (22FFL) technology and its electrical
characterization. Measurement results of Horse Ridge with qubits are presented in
Chapter 7. In Section 6.1 the challenges in designing a scalable cryogenic controller
are discussed. Section 6.2 describes the system­level architecture of the controller,
and is followed by an in­depth discussion on the design of the digital (Section 6.3)
and analog & RF (Section 6.4) circuitry. Measurements describing the electrical per­
formance of the controller while operating at cryogenic temperatures are presented
in Section 6.5 and conclusions follow in Section 6.6.

6.1. Challenges
Designing a cryogenic controller for large­scale quantum computing comes with
several challenges.

As extensively discussed in Chapter 3, qubits require highly accurate and low­
noise microwave control signals to ensure high­fidelity single­qubit operations (cf. Table 3.2).

Parts of this chapter have been published at ISSCC [209] and in IEEE Journal of Solid­State Circuits
[210].
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Figure 6.1: Current state­of­the­art controller and the proposed cryogenic controller employing fre­
quency multiplexing and a shared interface to room­temperature equipment.

Besides that, accurate control of the phase of the microwave signal with respect
to the qubit’s phase is essential to perform coherent qubit operations, i.e. rotations
around a well­controlled axis, over the entire duration of the quantum algorithm.

Furthermore, as discussed in Section 1.2.1, the cooling power available at cryo­
genic temperatures in typically employed dilution refrigerators is strictly limited, thus
complicating the integration of a large number of high­performance microwave sig­
nal generators. In this work, the focus is on the design of a controller operating at
3 K, because of the higher available cooling power. This does not restrict a future
co­integration with qubits at the same temperature as the electronics, since ‘hot’
qubits operating at temperatures above 1K have recently been demonstrated and
are likely to evolve further in the next few years [32, 211, 212].

While cryo­CMOS circuits have been shown to operate down to 30mK [38], the
device characteristics are different at cryogenic temperatures, and no mature mod­
els were available at the time of design to accurately predict the behavior of passive
and active devices at cryogenic temperatures. Consequently, the circuits need to
be designed for robustness against these variations and additional tuning circuitry
is required. For instance, a higher threshold voltage is expected for CMOS transist­
ors at cryogenic temperatures, limiting the stacking of transistors in analog circuits
[39], unless a supply voltage higher than the nominal is adopted, probably at the
cost of reduced reliability, based on the limited research available on cryo­CMOS re­
liability [213]. As an example, Fig. 6.2 demonstrates the expected change in 𝑔m/𝐼d­
efficiency and linearity of an N­Ch Metal Oxide Semiconductor (NMOS) transistor
over temperature. The intrinsic gain is enhanced at cryogenic temperatures, in line
with what is reported for other CMOS technologies [39]. It has been shown that
device matching degrades at cryogenic temperatures [214]. This directly impacts
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Figure 6.2: Simulated (a) 𝑔m/𝐼D, (b) IIP3 & (c) 𝑔m/𝐼D × IIP3 at 300K and 5K for the adopted 22­nm
FinFET CMOS technology (because of confidentiality reasons the scale has been omitted). The 5K
simulation models were developed from preliminary device characterization performed at 5 K instead of
3 K due to limitations in the probe station temperature control, and are expected to be valid from 3K to
20K, as demonstrated in [41] for another CMOS node.

the linearity of ADCs and DACs, and leads to increased offset in differential amp­
lifiers. On the contrary, carrier mobility increases, offering higher driving currents
[39], and thermal noise is lower, potentially allowing a lower power consumption.
However, the noise power spectral density does not scale linearly with temperature
and is only expected to be approximately 10× lower at 3 K as compared to 300K
[42]. Some devices are not strongly affected by the cryogenic operation, e.g. the
thin film resistors used in this work show negligible change at 5 K compared to
300K. The capacitance of metal­oxide­metal capacitors and the inductance of on­
chip inductors are expected to slightly change at cryogenic temperatures (due to
dielectric change and skin­depth change resp.), while the inductor quality factor
can double (due to conductivity change and lower substrate loss) [215].

Finally, relocating the controller physically closer to the qubits is advantageous
for scaling only if a limited number of control lines from room temperature are
required. Hence, all or part of the quantum algorithm execution controller needs
to be co­integrated at cryogenic temperatures. To ensure a power­efficient design
for such a complex SoC with algorithm capabilities, this design leverages the use of
qubit FDMA (Section 2.4.2) [15] to obtain a power­efficient multi­qubit controller.
However, employing FDMA introduces several additional challenges. Firstly, the
required data bandwidth scales with the number of qubits and the qubit operation
speed, ultimately requiring a data bandwidth in the order of 1GHz. To pack more
qubits in the available frequency spectrum, pulse shaping needs to be applied to
optimize the spectral content of the microwave pulses. Moreover, a high SFDR is
required to ensure that no power is delivered to the qubits that are not addressed at
a given time, and a mechanism should be incorporated to efficiently track the phase
of all qubits to ensure coherent operations. In addition, phase­corrections must be
applied to all qubits nearby in frequency after every operation to compensate for
the AC­Stark shift in a frequency multiplexing scheme [155].
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Figure 6.3: Architecture of the controller employing direct digital synthesis in the digital back­end
and single­sideband modulation in the analog front­end. The power supply domains are indicated in
green, and use the following nominal supply voltages at 3 K unless otherwise stated: VDD_D = 0.7V,
VDD_D_SRAM = 0.7V, VDD_A_MS = 1.0V, VDD_A = 1.0V, VDD_A_PA = 1.0V.

6.2. System architecture & Specifications
The proposed controller contains 4 transmitters, each designed following the meth­
odology presented in Chapter 5 to achieve a 99.99% fidelity for controlling 32
frequency­multiplexed single­electron spin qubits or transmons in the frequency
range from 5GHz to 20GHz. In order to drive X­ or Y­rotations on a single qubit1

in a frequency­multiplexing setup, power needs to be applied only at the frequency
of the qubit that needs to perform an operation, with the amount of power setting
the speed of the operation, or Rabi frequency (𝑓R). To avoid addressing the wrong
qubit in a frequency multiplexing scheme, pulse shaping and sufficient qubit fre­
quency spacing are required. It can be shown that a 2GHz output data bandwidth
is required to achieve the target fidelity for 32 frequency multiplexed qubits with an
operation speed up to 𝑓R = 10MHz, as a channel spacing larger than 5𝑓R is required
(Section 3.3.2).

As discussed in Chapter 5, the architecture employing SSB modulation in the
analog front­end and DDS in the digital back­end, as shown in Fig. 6.3, is the most
suitable for multiple reasons. Such a system requires only a single LO, setting
the desired output frequency band, while supporting multiple qubits at different
frequencies in the 2GHz output band, thanks to the DDS containing NCOs to keep
track of the phase of each qubit. To realize a highly­linear RF transmitters with low
output power, operating up to 20GHz, MRZ DAC topologies are typically preferred
over a standard RF DAC architecture [196]. However, in comparison, a generic SSB
architecture offers the widest data bandwidth, as required to control many qubits,
and more flexibility in the choice of the output frequency band independently from
the data bandwidth so as to efficiently address different qubit types.

The specifications for the digital back­end and analog front­end to achieve the
desired fidelity of 99.99% are summarized in Table 6.1. The 44­dB output power
range is dictated by the support of different qubit types, the desired operating speed
from 1MHz to 10MHz, and the expected variability between different quantum pro­
cessors. In order to also support transmons, the targeted output frequency range
was extended to include 5GHz to 9GHz, a range typically used in transmon­based

1Z­rotations are obtained by updating the tracked phase.
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quantum processors (see Chapter 2). The output power has also been made con­
trollable over a vast range as transmons generally require a lower output power.
Finally, baseband polar modulation was added to support the generation of com­
plex envelopes, such as DRAG pulses, which are typically employed in high­fidelity
transmon control [56]. The wide output power range, output frequency range, and
the support for polar modulation of the envelopes ensure the compatibility with
both spin qubits and transmons.

Table 6.1: The requirements of the multi­qubit control system, and the specifications for achieving a
99.99% fidelity for a π­rotation.

Sy
st
em

Qubit technology Single­electron spin­qubits
Transmons

Qubit frequency range 5GHz to 20GHz
Data bandwidth 2GHz
Number of qubits 32
Parallel operations Max. 2 simultaneously
Qubit Rabi frequency range 1MHz to 10MHz
Output power range −60 dBm to −16 dBm
Analog gain control 44 dB
Pulse duration Specifications guaranteed from

50ns to 500 ns
Pulse modulation Polar modulation with any envelope
Number of RF­outputs 1 for 32 qubits
Number of high­speed inputs 4 for SPI at ∼1 kb/s
Power consumption minimize

D
ig
it
al

Clock frequency 2.5GHz
acrshortsnr 54 dB
SFDR 54 dB
NCO frequency 22 bit resolution
LUT address 10 bits (after rounding)
LUT data 8 bit resolution
Envelope amplitude 8 bit resolution
Envelope phase 10 bit resolution
Correction network (𝛼, 𝛽, 𝛾) 9 bit resolution

A
na

lo
g

Reference clock stability 0.18 ppm
Clock jitter 0.9 ps rms
LO frequency 6GHz to 14GHz
LO phase noise −116 dBc/Hz at 1MHz offset
Phase imbalance 0.20°
DAC Resolution 10 bit
Reconstruction filter > 33 dB attenuation > 11GHz

with < 1 dB inband ripple < 1GHz
Analog front­end SNR 50 dB in 10MHz bandwidth
Analog front­end Third­order Harmonic Distortion (HD3) −44 dB

The digital back­end is designed for the 10× higher fidelity of 99.999%, in order
to relax the analog specifications, and to achieve a proper balance between the
expected analog and digital power consumption as shown in Section 5.3.6. Con­
sequently, the number of bits in the data path are optimized to obtain an SFDR and
SNR of 54 dB, as required to achieve this higher fidelity. The number of bits in the
NCO is chosen to ensure a frequency inaccuracy lower than the frequency noise of
state­of­the­art qubits, i.e. 1.9 kHz rms, determined by the nuclear spin noise in iso­
topically purified silicon [61]. As shown in Section 5.3, with an electronics/quantum
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co­simulation of the system considering only the finite number of bits in the digital
circuitry, the desired fidelity is obtained for all qubits.

The specifications for the analog front­end are derived following the results
presented in Section 3.3 under the assumption of equal error contributions from
the different error sources. A reconstruction filter is required to sufficiently attenu­
ate the DAC replicas that can fall in­band after upconversion. Additionally, sufficient
in­band flatness should be achieved in order to ease qubit control by removing the
need for pre­distorting the microwave pulses.

6.3. Digital Circuit Design
The digital back­end comprises a controller for algorithm execution and for memory
management, and a digital signal­generation unit. The signal­generation unit em­
ploys a DDS, but, unlike the quadrature modulation as presented in 5.2, polar mod­
ulation is adopted to reduce the power consumption by saving two multipliers and
an adder. The coefficients used in the I/Q calibration network are selected based on
the active qubit channel, i.e. based on the output frequency band, to compensate
for the frequency­dependent phase and gain imbalances in the analog circuit. The
entire DDS block is replicated to allow for the simultaneous excitation of 2 qubits
(Fig. 6.3).

As the two signal­generation units require an input data rate of (8 bit+ 10 bit) ⋅
2.5GHz ⋅ 2 = 90Gb/s, a quantum algorithm execution controller has been integ­
rated, comprising an envelope memory containing the desired pulse envelopes, an
instruction table for each qubit referencing the envelopes, and an instruction list
containing the sequence of instructions to be executed (Fig. 6.4). Since a pulse
of 500 ns, or 1250 samples at 2.5GHz, is required for the lowest operating speed
of 1MHz and the largest rotation angle of 𝜋, 2560 samples are available per qubit
in the envelope memory (40960 samples shared over 16 qubits). The envelopes
can be efficiently reused for rotations around different axes, as the axis, and the
respective phase shift, are defined in the instruction table, which has 8 entries per
qubit to define the instructions. This is expected to be sufficient, as a typical instruc­
tion set will contain a limited set of rotations, e.g. a 𝜋, 𝜋/2, and 𝜋/4, around the
X and Y axis. Moreover, the controller automatically performs the qubit Z­rotations
required to compensate for the AC­Stark shift in a frequency multiplexing scheme
[120], by applying a phase shift defined from a programmable Z­correction table
to all NCOs after each generated pulse. Thanks to this level of digital integration,
the external data rate is lowered to ≈ 1 kb/s using the instruction list during the
quantum algorithm execution.

The external interface consists of an Serial Peripheral Interface (SPI) interface
for programming the various internal memories and triggering the start of the al­
gorithm execution, and a dedicated 150Mb/s shift register to quickly trigger the
execution of a single quantum instruction, as often as every ≈ 75 ns. As an altern­
ative to the execution of the pre­programmed instruction list (see Fig. 6.4), this
operation mode allows for fast feedback and conditional branching in the quantum
algorithm execution.

Since a cryogenic model of the standard­cell library was not available at the



6.4. Analog & RF Circuit Design

6

109

Instruction lists

Qubit 1, instr. 1
Qubit 8, instr. 4
Qubit 20, instr. 5
Qubit 6, instr. 2 
Qubit 31, instr. 7

Qubit 12, instr. 3

...

0
1
2
3
4
5
6
7

32 x 8 instructions

start address stop address axis
0 999
0 999
1000 1499
1000 1499
1500 1999

2500 2999
2000 2499

3000 3125

X
Y
X
-Y
X
Y
X
X

2 x 2048 entries
Instruction tables Envelope memory

0
1
2
3

40959

0
255
255
255

0

0
0
0
0

0

address amplitude phase0
1
2
3
4

2047
e.g. RX(π/4)

... ... ... ...

2 x 40960 points

External
trigger

Modulators
90 Gb/s~35 Mb/s

~8 Mb/s~1 kb/s

e.g. Gaussian envelope

Figure 6.4: Memory organization of the integrated controller comprising instruction lists, instruction
tables and envelope memories to gradually reduce the data rate, while finally providing the required
10­bit phase and 8­bit amplitude information to the modulator (Fig. 6.3.

time of design to close timing for synthesis and Automated Place­and­Route (APR),
derating factors were implemented to extrapolate the timing behavior at 3 K from
the room­temperature models of the standard cell library. The derating factor for
the delay of sequential gates is extracted by comparing the simulated oscillation
frequency of a 9­inverter ring oscillator at room temperature (using the stand­
ard foundry device models) and at 5 K (using a preliminary cryogenic DC device
model). Similarly, the derating factors for set­up and hold times are extracted by
transistor­level simulations of a standard D Flip Flop. A common derating factor
of ∼1.3 is determined for all cases, implying about 30% reduction in gate delay
and set­up/hold times. Using such derating factor for gate delays for synthesis and
APR results in effective timing slacks at 5 K for both min and max delay, i.e. timing
margins for hold and set­up violations, equal or greater than the values targeted
for room temperature. Interconnect delay should also be scaled accordingly when
using room temperature models to predict 5 K behavior. From transistor meas­
urement de­embedding data, it is evident that interconnect capacitance does not
change significantly at 5 K, while resistance is reduced by about 50%. A 0.5× derat­
ing factor is therefore used for the room temperature extracted resistances during
APR to model 5 K interconnect delays.

The SoC is implemented as a digital­on­top system with 4 transmitters sharing
one common Input/Output (I/O) block. Timing is resolved at 2.5GHz, with the
SRAMs for the envelope memory operating at 1.25GHz with 2× time­interleaving.
The SRAM supply voltage can be controlled independently to ensure correct oper­
ation in the presence of an increased threshold voltage at cryogenic temperatures.
Standard digital­circuit design­optimization techniques, such as pipelining and time
interleaving, along with the aforementioned derating, were used to resolve timing
at 2.5GHz.

6.4. Analog & RF Circuit Design
A current­mode design is adopted for the analog baseband, as the baseband cir­
cuitry requires a fairly high bandwidth and linearity (> 44 dB) and the RF mixer
(see Section 6.4.4) requires an input current, thereby preventing transconductance
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non­linearity. The baseband circuitry comprises a current­steering DAC, a current­
mode gm­C reconstruction filter, and a current­mirror­based Variable Gain Amplifier
(VGA) feeding the mixer. The filter is discussed first, as it sets the required base­
band signal swing to achieve the desired dynamic range while obtaining the lowest
power consumption.

6.4.1. Reconstruction Filter
A 2nd­order Chebyshev­I filter with 1.8GHz cut­off frequency is chosen as it meets
the stopband requirement, while its peaking results in the required improved inband
flatness near the end of the passband by compensating for the DAC zero­order­hold
filter response 2. A passive implementation of such a filter, as desirable for low noise,
distortion and power consumption, would require a prohibitively large inductor of
a few nH, limiting future scaling of the controller. Instead, an active current­mode
gm­C filter implementation (structure in Fig. 6.5a) is considered [216]. Due to the
cross­coupled transistor pair, the impedance at the output is effectively negative and
the equivalent single­sided circuit of Fig. 6.5b is obtained, from which the transfer
function 𝐻(𝑠) and input impedance 𝑍in(𝑠) follow as

𝐻(𝑠) = 1
1 + 2 𝐶B𝑔m 𝑠 + 4

𝐶A𝐶B
𝑔2m

𝑠2
(6.1)

𝑍in(𝑠) = 𝐻(𝑠) ⋅ 2
𝐶B
𝑔2m
𝑠, (6.2)

assuming the same transconductance 𝑔m for all transistors. The transfer function
and input impedance of the designed filter are plotted in Fig. 6.5. The ratios 𝐶A/𝑔m
and 𝐶B/𝑔m set the transfer function and are therefore fixed by the desired filter
response.

The linearity of such a filter is limited by the 3rd­order distortion in the transcon­
ductance of the transistor, which leads to a non­linear modulation of the capacitor
voltage resulting in non­linear components in the capacitor current, and hence in
the output current. Therefore, the transistors are biased at an overdrive 𝑉gt,opt cor­
responding to the first peak in the IIP3 plot (Fig. 6.2b) at both 3 K and 300K as
guaranteed by the tunable filter bias current. A high intrinsic gain is also obtained,
ensuring an accurate filter transfer function.

For a given linearity, and hence a fixed overdrive 𝑉gt,opt, the maximum signal
current swing scales proportionally to the bias current 𝐼bias. This assumes that the
filter components are scaled appropriately to maintain the filter transfer function,
i.e. by scaling 𝐶A,B ∝ 𝐼bias and the transistor width ∝ 𝐼bias so that 𝑔m ∝ 𝐼bias.
The current noise of the filter is dominated by the bias current sources, which
scales ∝ √𝐼bias. Consequently, the dynamic range of the filter increases by 3 dB
when doubling the bias current (𝐼bias), and the minimum bias current to achieve
the required dynamic range can be found. Moreover, the required bias current is
expected to be ∼ 10× lower at 3 K than at 300K, as the transistor linearity is not
2The residual phase response does not limit the fidelity
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Figure 6.5: a) The structure of the 2nd­order active current­mode gm­C filter implementation, b) its
equivalent small­signal single­sided circuit, where the capacitance is effectively negated due to the
cross­coupled transistors, c) schematic of the final folded circuit with tunable capacitors, and d) the
transfer function [Eq. (6.1)] and input impedance of the filter [Eq. (6.2)].

expected to change significantly over temperature, while the thermal noise power is
expected to be ∼ 10× lower at 3 K compared to 300K. As it is impractical to design
the circuit to work over a decade in bias current change, the minimum bias current
is chosen for achieving the desired dynamic range only at 3 K, and the resulting
bias and signal current is used over the entire temperature range from 3 to 300K,
with a lower expected dynamic range at 300K 3.

Due to the peaking of the filter transfer function, and the DAC sampling replica
in the 2nd Nyquist zone, the peak signal swing is about 1.67× higher than the
amplitude of the fundamental near the end of the band, requiring a larger bias
current for the same linearity. Moreover, as the structure of Fig. 6.5a requires the
stacking of four transistors, and as the threshold voltage is expected to increase at
3 K, the structure is folded, resulting in a 4× higher power consumption. The final
circuit is shown in Fig. 6.5c. The capacitors are tunable (𝐶A from 50% to 125%
and 𝐶B from 75% to 200% of their nominal value, respectively) to account for
the DAC output capacitance and changes in the transfer characteristic at cryogenic
temperatures, as the transistor transconductance is expected to increase at 3 K
(see Fig. 6.2a). The optimal differential input current of the filter to achieve the
required dynamic range at 3 K is 125 µA p, and is used at both 3 K and 300K as
guaranteed by the on­chip bias current generator (Section 6.4.6). The single­ended
input impedance [Eq. (6.2)] peaks to a worst­case 60Ω around the corner frequency
at 300K (Fig. 6.5).

6.4.2. Digital­to­Analog Converter
From the system specifications and the filter design, it follows that a 10­bit current­
steering DAC is required, with a unit current of 125 µA/210 = 122 nA from a P­Ch
Metal Oxide Semiconductor (PMOS) current source. Due to the significant overdrive
voltage to reduce the effect of threshold­voltage mismatch and noise, a low 𝑔m/𝐼d ∼
3Along with 3 K operation, the controller has been designed to operate at 300K for convenient circuit
validation and debugging.
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5V−1 is expected at 3 K. Moreover, assuming, a typical device noise excess factor
𝛾 ∼ 2 for short­channel devices and a pessimistic junction temperature 𝑇 = 30K
when operating at 3 K, the integrated noise in a 10MHz bandwidth is:

𝑖n,rms = √4𝑘𝑇𝛾 (
𝑔m
𝐼d
) 𝐼dBW ⋅ NEF ⋅ 𝑁 ≈ 6.4 nArms (6.3)

for the total DAC with 𝑁 = 210 current sources, and a circuit noise excess factor
NEF = 2 to account for the noise from the bias current sources at the DAC output
(Fig. 6.6, top left). This corresponds to an expected peak SNR of 77 dB for a single
tone, making the noise contributed by the DAC negligible.

The DAC is segmented in 5­bit unary and 5­bit binary sections as a trade­off
between Differential Non­Linearity (DNL) and decoder complexity, see Fig. 6.6. A
unit current source matching of 0.5% is targeted to achieve a 99.7% yield for
0.5 Least Significant Bit/Byte (LSB) Integral Non­Linearity (INL) [217]. To account
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for the expected increase in mismatch at cryogenic temperatures [41], the area
of the current sources is doubled. A Monte Carlo simulation shows about 3 dB
loss in SFDR due to current source mismatch at 3 K, achieving ∼ 56 dB SFDR for
a single tone (half the DAC swing). Another important source of distortion is the
code­dependent output impedance, leading to [218]:

HD3 = (|𝑍L|𝑁4|𝑍o|
)
2

(6.4)

where 𝑍o is the output impedance of the unit current source, and 𝑍L is the load
impedance, i.e., the input impedance of the filter (𝑍L,max = 60Ω). Note that scaling
the filter to obtain the desired dynamic range does not affect the achievable HD3
of the DAC, since, while 𝑍L decreases for a larger filter, a larger DAC unit current
is required, lowering 𝑍o accordingly, leaving the ratio

|𝑍L|
|𝑍o|

constant. For the stricter
two­tone IM3 requirement of 56 dB, |𝑍o| > 290 kΩ, equivalent to 0.55 fF at 1GHz,
is required. Consequently, bleed currents are used to lower the effective switching
impedance [218], see Fig. 6.64.

Due to the very small DAC unit current and constraints in transistor size, there
are settling issues. This is resolved by switching the combined current of 3, 4 or 5
current sources using a single switching pair with current bleeding and cascoding.
The currents for the two least significant bits are obtained by subtraction of larger
currents (i.e. 4 LSB ­ 3 LSB = 1 LSB and 5 LSB ­ 3 LSB = 2 LSB) at the output.
As the switches are still implemented using minimum size devices, the switch glitch
energy is minimized, and a single switch driver can drive up to 4 switches. The
switch driver consists of two latches, with the last stage supplied from the analog
supply, and with a back­to­back inverter at the output for improved symmetrical
switching. For the thermometer decoder, the standard row­column decoder [218]
has been extended to a 3D row­column­block decoder, as it only requires trivial
2­bit thermometer decoders, and reduces the number of lines routed differentially
(for minimum crosstalk) to the switch drivers (Fig. 6.6). Although the 3D decoder
is slightly slower due to the increased number of stacked transistors, it is not a
limiting factor for the required sample rate in the adopted technology.

6.4.3. Variable Gain Amplifier
The variable gain amplifier is implemented as a tunable current mirror. An additional
output branch feeding a buffer is added to monitor the baseband output signal
(𝐼out,test in Fig. 6.7). The filter output current is ∼15× smaller than required by
the mixer to generate the maximum required output voltage. Hence, the circuit in
Fig. 6.7 is used to provide a 4­bit tunable gain up to 15×. As the filter bias current
is much higher than the mixer bias current, part of it is sunk at the filter output,
while maintaining sufficient VGA linearity, and the residual excess bias current is
removed at the VGA output (i.e. the mixer bleed current in Section 6.4.4). Both of
these current­bleeding sources are tunable to ensure optimal performance at 3 K.
4As the bleed current is about the same as the unit current, the SNR is degraded, but still significantly
higher than required.
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Figure 6.7: The schematic of the variable gain amplifier, based on a current mirror [219].

Due to the reduced bias current in the VGA, and the significantly large output
transistor, achieving the required linearity over the full bandwidth is difficult, but it
is ensured by adding a single­stage amplifier (PMOS differential pair with current­
mirror load) that increases the loop gain and delivers the non­linear current required
on the large mirror gate capacitance (as a result of the non­linear gate voltage in
response to a linear input current). Finally, to reduce the LO signal leaking back, a
500Ω thin­film resistor is added in the current mirror, providing first­order filtering.

6.4.4. Mixer
Figure 6.8a shows the schematic of the dual­frequency­band mixer. The funda­
mental and third harmonic output current (obtained by hard switching) of the mixer
are used to extend the operating frequency range compared to a traditional double­
balanced Gilbert cell I/Q mixer. Cascode devices are added at the output of the
switching devices to steer the output current into either a resistive load for the
lower frequency band (OL), i.e. 2­15GHz, or an inter­stage matching transformer
for the higher frequency band (OH), i.e. 15­20GHz.

Lower frequency band
The required bandwidth (15GHz), and the parasitic capacitance of the output driver,
mixer, and their interconnection sets a maximum limit on the load resistance (𝑅L,
e.g., ≤ 70Ω). The gain of the VGA is chosen such that it’s output current (𝐼sw)
gives the desired mixer output voltage swing (𝑉out,mixer):

𝑉out,mixer = √2 × 2 ×
2
𝜋 × 𝐼sw × 𝑅L. (6.5)

Current bleeding is implemented in the mixer to remove excess bias current from
the VGA output, without sacrificing the required linearity [220]. This tackles the
voltage­headroom issue due to stacking of 4 transistors and a resistor, and allows
for smaller switching devices, resulting in a lower load capacitance presented to the
LO driver and hence a lower power consumption in the LO driver.
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Figure 6.9: Schematic of the output driver used in both the lower and higher frequency band.

Higher frequency band
The output current of the mixer at 3 × 𝑓𝐿𝑂 − 𝑓𝐵𝐵 versus the LO swing is shown in
Fig. 6.8b. The LO swing is chosen to be 300mV since a further increase in swing
does not significantly improve the conversion gain at the cost of higher power con­
sumption in the LO driver. Note that the third harmonic output current is 15 dB
lower than the fundamental at 300mV LO swing, which is compensated by ampli­
fication in the following stages. A narrow­band tuned inter­stage matching network
is designed to amplify the third harmonic while attenuating the fundamental tone.

6.4.5. Output driver
Figure 6.9 shows the schematic of the output driver consisting of a class­A amplifier
with an output matching network. This design is used for both lower­ and higher­
frequency­band outputs with different device sizing and matching networks.

The specification of the output driver is to deliver −16 dBm output power (𝑃out)
to a 50Ω load, with 50 dB SFDR setting an OIP3 requirement of 9 dBm. Since,
𝑉OIP3 = 𝑉IIP3 × 𝑔m/𝐼D × 𝐼D × 𝑅L, and both 𝑉IIP3 and 𝑔m/𝐼D are determined by the
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Figure 6.10: Optimization of matching networks: (a) Trans­impedance ratio, (b) BWF, (c) Trans­
impedance vs 𝑁.

intrinsic device characteristics, the maximum point of this product (𝑉IIP3 × 𝑔m/𝐼D)
at 3 K is chosen to obtain the required linearity at the lowest power consumption,
while taking into account voltage headroom and signal swing, as shown in Fig. 6.2c.
Thus, an overdrive voltage 𝑉gt = 0.25V has been chosen, leading to 𝑉IIP3 = 0.63V
and 𝑔m/𝐼D = 8. Consequently, the maximum input swing (𝑉in,max) to obtain an IM3
of 50 dB can be calculated as

𝑉in,max =
𝑉IIP3

10IM3/40 =
0.63V
1050/40 = 35mV (6.6)

The output matching network can be analyzed as a trans­impedance (𝑍21) net­
work to convert the drain­current swing of the driver transistor to the required
voltage swing at the output. The pole (𝜔1,2) and minimum (𝜔3) frequencies of a
matching network can be derived from the maxima and minima of 𝑍21, respectively,
given as

𝜔1,2 = √
1 + 𝜉 ± √1 − 2𝜉 + 4𝑘2𝑚𝜉 + 𝜉2

2𝐶𝑠𝐿𝑠 − 2𝐶𝑠𝑘2𝑚𝐿𝑠

𝜔3 = √
1 + 𝜉 + √1 + 14𝜉 − 12𝑘2𝑚𝜉 + 𝜉2

6𝐶𝑠𝐿𝑠 − 6𝐶𝑠𝑘2𝑚𝐿𝑠

(6.7)

where 𝐿𝑠 is the secondary inductance, 𝐶𝑠 is the secondary capacitance, 𝜉 =
𝐿𝑠𝐶𝑠
𝐿𝑝𝐶𝑝

, 𝐿𝑝
is the primary inductance, 𝐶𝑝 is the primary capacitance and 𝑘𝑚 is coupling factor.
For a lossless matching network, a flat transfer function (the transimpedance at
these poles should be equalized, i.e. |𝑍21(𝜔2)/𝑍21(𝜔1)| = 1) is obtained for 𝜉=1
[221]. However, the bandwidth factor (BWF = 𝜔1−𝜔2

𝜔3
) is minimum at 𝜉 = 1, as

shown in Fig. 6.10a. Hence, to obtain a flat transfer function (𝜉 ∼1) and high BWF,
one has to maximize 𝑘m, which is ultimately limited by the physical realization of the
transformer. To further increase the BWF for the maximum attainable 𝑘𝑚, 𝜉 should
be increased at the cost of flatness in the transfer function as shown in Fig. 6.10b.
However, the flatness can be restored by lowering the quality factor at the cost of
passive efficiency.
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Figure 6.10c shows the dependency of |𝑍21| on 𝑁 (𝑁 = √
𝐿𝑠
𝐿𝑝
). A higher |𝑍21| or

lower 𝑁 increases the equivalent resistance seen by the driver transistors. Hence,
a relatively lower current swing can produce the same output voltage swing. This
in turn would demand lower DC bias current and improve the efficiency. Moreover,
this leads to smaller transistors and consequently, higher bandwidth of the mixer
due to lower input capacitance presented by the output driver. Since 𝜉 is already
fixed by the flatness and BWF, minimizing 𝑁 would require maximizing 𝐶𝑠 and
minimizing 𝐶𝑝, as 𝑁 = √𝜉 𝐶𝑝𝐶𝑠 . The minimum value of 𝐶𝑝 is determined by the
parasitic capacitance of the output driver, while the optimum 𝐶𝑠 can be obtained
from the value of loaded quality factor of the secondary side (𝑄L = 𝑅L𝐶𝑠𝜔) that
maximizes the passive efficiency of the matching network at a given frequency
[222]. Finally, 𝑁 = 0.8 is obtained.

An increase in the quality factor (Q) of a transformer by a factor of ∼2 expected
at cryogenic temperatures, due to lower substrate losses and a higher metal con­
ductivity [215], can affect the flatness of the transfer function. The transfer function
can shift towards higher frequencies due to a reduction in effective inductance and
capacitance of the transformer at cryogenic temperatures [215]. To compensate
for these variations that are not easily predictable, capacitor and resistor tuning
networks were implemented at the windings of all matching networks.

To maintain a better efficiency at lower output voltage swing, a gain control of
24 dB is achieved by selectively switching 15 unit cells, each consisting of a class­
A amplifier and cascode transistor. To further improve the power efficiency, the
supply voltage of the driver is lowered without significant impact on linearity, since
the required output voltage swing is significantly lower than the supply voltage.

6.4.6. Auxiliary circuits
An overview of the main circuit blocks is given in Fig. 6.11. An LO driver, a clock
receiver and a constant­𝑔m bias circuits are also implemented in each transmitter
(Transmitter (TX)). Four transmitters are integrated into a single chip to increase
the number of qubits that can be controlled, and to allow for the simultaneous
control of 4 qubits at the same frequency through individual transmitter outputs.

LO driver
An LO driver with 20 dB voltage gain and 15GHz bandwidth is designed to deliver
the required voltage swing to the mixer, while incorporating single­ended to dif­
ferential conversion. On­chip co­planar waveguide transmission lines are used to
connect the input of the LO driver to the I/O bumps. This allows to reduce phase
and gain imbalance by allowing the LO driver output to be abutted to mixer switches.
Figure 6.12a shows the schematic of the LO driver. The first stage serves as an
active balun converting a single­ended signal to a differential signal while provid­
ing wideband input­impedance matching [223]. For proper operation, the input
matching is achieved by adjusting 𝑀1 gate bias such that 1/𝑔m,M1 = 50Ω and by
setting the gain of the common­gate (CG) path 𝑔m,M1 ⋅ 𝑅CG equal to the gain of the
common­source (CS) path 𝑔m,M2 ⋅ 𝑅CS.
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Figure 6.11: Block diagram and transistor level schematic (bias circuitry not shown).

The required gain of 5× at 15GHz sets the required gain­bandwidth to be
75GHz. For the active balun to directly drive the mixer switches, a load capa­
citance 𝐶L = 40 fF (due to parasitic capacitance of mixer switches, M1/M2 devices,
and routing traces) limits the maximum load resistance to 180 Ω and consequently,
the gain to 3.6. Hence, to achieve the required gain­bandwidth, a high­speed dif­
ferential Current­Mode Logic (CML) amplifier stage is cascaded to the first stage.

The required phase noise specification of −116 dBc/Hz at 1MHz offset from the
carrier is achieved over the entire frequency range with a power consumption of
7mW for both I&Q branches.

Clock receiver
A clock­receiver circuit powered from the digital supply provides the rail­to­rail­
swing clock signals for the DAC and the digital blocks. All supplies are substantially
decoupled on­chip to reduce the supply noise feedthrough between different circuit
blocks. To share a single external clock signal between all 4 transmitters, each
transmitter is AC coupled with an input termination of 200Ω (𝑅T) to present an
equivalent input impedance of 50Ω. A self­biased inverter with power­down option
and a transmission gate are employed to individually switch off the clock receiver in
each transmitter while preventing feed­through during the off state. A half­period
time shift can be introduced between the clock fed to the digital circuits (DIGITAL)
with respect to the DAC (DAC_I, DAC_Q), enabled by a digitally controlled on­chip
register PH via an Exclusive OR (XOR) gate, as shown in Fig. 6.12b. This can address
any potential data timing issue at the digital/DAC interface due to layout mismatch
and changes in digital propagation delay at 3 K. A fan­out of 3 is maintained at
each stage to obtain the required jitter.
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Bias circuit
The bias currents are generated by a standard constant­𝑔m circuit, see Fig. 6.12c.
The desired 𝑔m = 1/𝑅 is set by a tunable resistor, that allows the output bias
current, 𝐼bias, to be adjusted over a range of 50% to 200% relative the nominal
value at 300K, to ensure the same signal current at 3 K and 300K, while accounting
for changes in the device transconductance at 3 K. A stack of 4 diodes, between
nodes 𝑉A and 𝑉B, is used to start­up the bias circuitry. An externally applied bias
current, 𝐼ext, can also be selected, and used to start­up the circuit if the stack of
diodes is not sufficiently strong due to the increased threshold voltage at cryogenic
temperatures.

6.5. Cryogenic Electrical Performance
Figure 6.13 shows the micrograph of the chip fabricated in Intel 22 nm FinFET
(22FFL) technology [224]. The transmitter architecture shown in Fig. 6.3 is rep­
licated 4 times (TX0...TX3) with each instance occupying an area of 4mm2 with a
single shared SPI controller on the die.

6.5.1. Measurement setup
The chip is placed on the 3K plate of a dilution refrigerator. Dual­pole­dual­throw
(Dual Pole Dual Throw (DPDT)) microwave switches are used in the fridge to select
the chip or the room­temperature signal generator on one side, and the qubit device
or the room­temperature spectrum analyzer on the other side (see Fig. 6.14). This
enables proper characterization of the chip performance and the comparison of the
qubit control by the room­temperature equipment and the designed chip. An FPGA
is used as the master to synchronize the chip with the other instruments used for
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Figure 6.14: Measurement setup: (a) placement in dilution refrigerator (b) schematic representation.
The employed Low Dropout (LDO) is custom designed using discrete components (AD8086 opamp with
TSM2314 Metal Oxide Semiconductor Field­Effect Transistor (MOSFET)). The Band­Pass Filter (BPF) used
in the measurement presented in Fig. 7.2 is placed directly at the RFlow output, before the Single Pole 6
Throw (SP6T) switch. A Niobium Titanium (NbTi) coax cable, without attenuators, is used between the
3K and 20mK stage.

qubit readout and initialization (more details in Section 7.1).
The die is flip­chip bonded to a Ball Grid Array (BGA)­324 package with impedance­

matched traces and on­package discrete capacitors for supply decoupling. A 6­layer
Printed Circuit Board (PCB) is designed to route the RF signals on the top layer with
RT/duroid 6002 microwave substrate and DC signals on the bottom layers with FR4
dielectric. The solder­mask areas on the top and bottom layers are minimized to
allow better heat transfer. To reduce the number of cables between the room­
temperature LO generator and the chip inside the dilution refrigerator, each LO line
is shared between two transmitters. A custom­designed Wilkinson power divider
(Wilkinson Power Divider (WPD)) on the PCB with discrete wire­bonded quadrat­
ure hybrids were used to generate the required LO signals for the transmitters, as
shown in Fig. 6.15. All the above­mentioned components were individually tested
at 3 K to verify their performance.

A gold­plated copper enclosure housing the PCB acts as a heat sink for proper
thermalization of the chip to the 3 K plate in the fridge, as shown in Fig. 6.15. In­
dium foils were sandwiched between the die and the enclosure to maximize the
contact surface area and minimize thermal resistance. Thanks to its high malle­
ability compared to other metals, Indium can compensate for the mismatch of the
thermal expansion between the two mating surfaces (silicon and gold) at cryogenic
temperatures.

To monitor the die temperature, on­chip diodes were placed across the chip,
as shown in Fig. 6.16. These diodes are calibrated using an external silicon diode
temperature sensor (with an accuracy of 0.25K) mounted close to the enclosure,
with the chip powered down. Figure 6.16 shows the junction and plate temperature
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Figure 6.15: From left­to­right: the bottom view of the opened gold­plated copper enclosure, a zoom­in
on the PCB showing the WPD and discrete hybrids for the LO input, and a drawing of the cross­section
of the full enclosure.
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Figure 6.16: (a) Placement of on­chip diodes and (b) measured die temperature versus power consump­
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as a function of the chip power consumption, which is varied by changing the clock
frequency and the supply voltage of the digital circuitry. Although the die self­
heating increases significantly with power consumption, the plate temperature is
only slightly affected. As the dilution unit is connected to a separate plate with an
independent pulse tube cooler, the qubit temperature is not affected.

6.5.2. Electrical characterization
While the functionality of all four transmitters has been verified, the performance
of one transmitter is reported in the following.

Figure 6.17 shows the power consumption of the various circuit blocks at 1GHz
clock frequency. The digital back­end dominates the power consumption due to
the lack of clock gating in a substantial part of the memory and would increase
further with clock speed. Hence, to limit the temperature increase of the fridge
plate, the chip is operated at a maximum clock frequency of 1GHz, limiting the
available data bandwidth to 1GHz. The analog power consumption is dominated
by the output drivers due to high­linearity requirements at fairly high output power
and the support of a 50Ω load. The total power consumption of 12mW/qubit
would allow the control of > 320 qubits in a state­of­the­art dilution refrigerator,
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Figure 6.17: Power consumption breakdown, resulting in a total power consumption per qubit of
(330mW + 54mW) / 32 qubits = 12mW/qubit.

over only 10 RF lines, with a single SPI interface wired to room temperature. This
is well beyond the number of qubits available in the largest solid­state quantum
processor today [13]. Moreover, this work presents a first implementation of the
controller, and further power reduction is possible as 1) significant margins were
taken during the design to ensure functionality, 2) large output power and frequency
ranges were included to support multiple qubit technologies, and 3) the currently
dominating digital power consumption could be reduced by e.g. clock gating. With
such optimizations, scaling to thousands of qubits is expected to be possible in the
near term, while a larger cooling power is expected to extend the scaling in the
longer term [31]. Thanks to the integrated digital controller, an external data rate
of only ∼ 1 kb/s over a single trigger line is required, allowing scaling to a large
number of controllers sharing a single high­speed connection to room temperature.
Moreover, thanks to the use of FDMA in this work, the number of connections to the
quantum processor is reduced by 32×. However, supporting millions of qubits in the
future with the proposed approach would still require a large number of connections
to the quantum processor, but this could be eased by co­integrating the controller
and the qubits on the same package or die at the same temperature.

Figure 6.19a shows the measured output power versus frequency at 3 K for
both the output paths. The flatness of the transfer function is deteriorated due to
additional ground inductance introduced in the layout between the output matching
network and the on­chip solder bumps.

To quantify the attenuation of the sampling replicas and flatness of the baseband
transfer function, the measured output at the baseband monitoring node is shown
in Fig. 6.19b. An in­band flatness of 1.5 dB is obtained up to 500MHz as shown in
the inset of Fig. 6.19b.

The SFDR obtained for single and two­tone signals at various output frequen­
cies is shown in Fig. 6.18. From the single­tone spectra shown in Fig. 6.18a and
Fig. 6.18b, it can be observed that the SFDR is limited by the image­rejection ratio
(IRR of 45 dB obtained after calibration. The SFDR measured for various NCO fre­
quencies over the entire data bandwidth is better than 42 dB as shown in Fig. 6.21b.
The achieved LO rejection (LO Rejection (LOR)) does not affect the SFDR, since it
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Figure 6.19: (a) Measured RF bandwidth, (b) Transfer function of the baseband output (inset: zoomed
in from 0 to 0.5GHz).
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Figure 6.20: DAC linearity at room temperature & 3K: (a) DNL, (b) INL.

can be avoided by proper choice of the LO frequency.
The SFDR of the two­tone spectrum with a tone spacing of 19MHz shown in

Fig. 6.18c is limited by the Second­order Intermodulation Distortion (IM2) com­
ponent. Such IM2 can be attributed to the INL of the DAC that shows a quadratic
behavior as shown in Fig. 6.20b. This is due to a linear gradient, i.e. systematic mis­
match, in the DAC layout that does not use a fully common­centroid layout due to
practical layout constraints, but an arrangement only similar to a common­centroid
one. This systematic mismatch increases at 3 K. Moreover, random mismatch is
degraded at 3 K, as can be seen in the DNL plot in Fig. 6.20a [41]. The large jumps
in the DNL plot correspond to the unary element transitions in the segmented DAC.
The measured Third­order Intermodulation Distortion (IM3) component with a two­
tone spacing of 10MHz is better than 47 dBc at the highest output power over the
entire RF­Low bandwidth as shown in the Fig. 6.21c.

The measured SNR at the maximum output power over a 25MHz bandwidth is
greater than 48 dB as shown in Fig. 6.21b complying with the system requirements
presented earlier. Figure 6.21a shows the typically observed noise spectral density
around 6 and 18GHz.

Engineering the pulse shape is critical for addressing multiple qubits over a
frequency multiplexed line [120] as the shape of the pulse provides a trade­off
between the speed of operation on the addressed qubit versus unwanted energy
leaking into the unaddressed qubits. To demonstrate the pulse shaping capabilities
of the chip, various pulse envelopes where applied at different offset frequencies as
depicted in Fig. 6.22, which shows the time domain (at baseband frequency) and
frequency domain response of the chip output.

6.5.3. Comparison with state­of­the­art
Table 6.2 summarizes the performance of the chip. Compared to the state­of­the­
art [137], this work incorporates a wideband RF output to support multiple qubit
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Figure 6.21: (a) Measured noise spectral density around 6 and 18GHz, (b) SNR & Single­tone SFDR
versus NCO frequencies at 5GHz, (c) IM3 for a fixed NCO frequency over the entire RF­Low band.
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technologies, frequency multiplexing for scalability with low power consumption
and a digitally intensive back­end with an arbitrary­waveform generation memory of
more than 40k points and the support of an instruction set for low­latency quantum­
algorithm execution.

Table 6.2: Controller comparison table.

Parameter This work [210] JSSC’19[137] RSI’17[26] RT setup

Operating temperature 3 K 3K 300K 300K
Compatible qubit platforms Spin qubits & Transmons Transmons $ Transmons $ Spin qubits $

Qubit frequency 2­20GHz 4­8GHz ­ <20GHz
Channels 32 (128 with 4 TX 1 4 1
FDMA Yes, SSB No Yes, SSB No
Data Bandwidth 1GHz 400MHz 960MHz 520MHz
SFDR* >42 dB N/A ­ 70 dB
IM3 (Δ𝑓 = 10MHz) >47 dB N/A ­ ­
SNR (Bandwidth
(BW)=25MHz) 48 dB N/A ­ ­

Image & LO leakage calibration On­chip Off­chip Yes ­
Phase correction Yes No No No
Fidelity (expected)& 99.99% ­ ­ ­
Waveform/ Instructions Upto 40960 pts AWG Fixed 22 pts symmetric ­ 16M points AWG
Instruction set Yes No Yes Yes

Power/TX Analog:1.7mW/qubit@
Digital:330mW# Analog <2mW/qubit ­ 850W

Chip area/TX 4mm2 1.6mm2 Discrete Rack­mount
Technology Intel 22 nm FinFET CMOS 28nm bulk CMOS ­ ­

* single tone excluding residual LO leakage
@ including LO & clock driver, only RF­Low active (𝑓LO = 6GHz)
# can be reduced with clock gating
$ no information is available regarding compatibility with other qubit technologies
& extrapolated from electrical performance and simulations
reported SFDR, IM3 and SNR values are valid for the entire 2­20GHz range

6.6. Conclusion
By leveraging their very large scale of integration, cryogenic CMOS circuits can help
solve the interconnect bottleneck between the quantum processor and its control
electronics, thus enabling to scale up the number of qubits in quantum computers.
In this chapter, this has been demonstrated with the design of a scalable cryo­
CMOS integrated controller for the multiplexed control of upto 4×32 qubits. The
cryogenic microwave signal generator demonstrated here comprises an integrated
digital controller that can translate qubit gate operations into the microwave signals
necessary for the execution of quantum algorithms. The achieved power efficiency
(12mW/qubit) enabled by a digitally­intensive architecture and the frequency multi­
plexing allows for operating the chip at 3 K within the cooling capabilities of standard
cryogenic refrigerators. The ideas presented in this chapter pave the way towards
large scale­quantum computers exploiting control electronics and qubits operating
in close proximity at a similar cryogenic temperature. As shown in the measure­
ments, the spectral purity of the generated signals is sufficient for a 99.99% theor­
etical fidelity. In the next chapter, the controller will be operated together with the
qubits, and qubit benchmarking experiment featuring this controller are described.





7
Benchmarking Horse Ridge

with Qubits

I n the previous chapter (Chapter 6), a scalable cryogenic electronic interface chipimplemented in CMOS operating at 3 K optimized for controlling 128 qubits was
presented, with a measured electrical performance indicating the possibility of high­
fidelity (99.99%) qubit control. An important next step is to test the overall per­
formance of the quantum control chip in driving real qubits.

In Section 7.1 the measurement setup used to measure the overall performance
is presented. Next, Section 7.2 discusses the experiments performed on a single
qubit to verify the cryo­controller’s effectiveness in providing coherent qubit con­
trol at different qubit frequencies. Sections 7.3 and 7.4 discuss the experiments
performed on two qubits without and with the two­qubit interaction, respectively.
Finally, conclusions are presented in Section 7.5.

7.1. Setup
As a benchmark of performance, the cryo­controller is used to coherently control
a two­qubit quantum processor based on single­electron spin­qubits. In order to
benchmark the limits of the controller, the qubits should be kept at ∼20mK, where
the qubits are most coherent and the demands on the controller are highest. Hence,
the quantum processor die is mounted on a PCB (Fig. 7.1a) operated at the base
temperature of the dilution refrigerator. Note, that in the future, high­temperature
qubits could also be used with this setup.

The quantum processor is made of a double quantum dot electrostatically con­
fined in a 10 nm­thick 28Si/SiGe quantum well [226]. A SEM image of the quantum
processor is shown in Fig. 7.1b. By tuning the voltage on plunger gates LP (blue)
and RP (red), two single electrons are locally accumulated underneath each gate,

Parts of this chapter have been published in IEEE Journal of Solid­State Circuits [210] and Nature [225].
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Figure 7.1: (a) PCB hosting the quantum processor chip. (b) false­colored Scanning Electron Microscope
(SEM) image of the quantum processor indicating the various gates. (c) Energy level diagram without
(left) and with (right) exchange coupling (𝐽).

acting as the 2 single­electron spin qubits. By applying an external magnetic field of
380mT, combined with the longitudinal magnetic field induced by a micro­magnet
on top of the double quantum dot, the qubit states can be encoded into the Zee­
man split states of the two electrons, where spin­up is used as |1⟩ and spin­down
is used as |0⟩. The resonance frequencies of Qubit 1 (𝑄1, underneath gate LP)
and Qubit 2 (𝑄2, underneath gate RP) are 13.62GHz and 13.51GHz, respectively,
under these conditions 1. Rotations around the X and Y axes are implemented
by sending microwave bursts with the microwave phase controlling the rotation
axis. The microwave bursts are applied to gate MW (yellow) resulting in a fast­
oscillating electric field which drives electric­dipole spin resonance enabled by the
transverse magnetic field gradient from the micro­magnet [227]. Rotations around
the Z axis (phase control) are achieved by changing the reference phase in the
cryo­controller [156].

The two­qubit interaction is mediated by the exchange coupling (𝐽) between
the two spins [77], controlled by gate T (green). Its effect here is to shift the
anti­parallel spin states down in energy [182], as shown in Fig. 7.1c. As a result,
the resonance frequency of each qubit depends on the state of the other qubit
when the coupling is on (low tunnel barrier between the dots), allowing controllable
conditional operations on each qubit via narrow­band microwave bursts [228, 229].

The SET next to the quantum dots is voltage biased and the SET signal (𝐼) is
converted to a voltage signal through a transimpedance amplifier and digitized by a
digitizer card after a 10 kHz analog low­pass filter. The SET signal is sensitive to the
charge occupation of the quantum dots, allowing binary single­shot readout of the
qubit states via spin­to­charge conversion [230]. The state of qubit 𝑄2 is directly
read out by spin­selective tunneling to the electron reservoir. The state of qubit 𝑄1
is mapped onto 𝑄2 by a 𝐶𝑅𝑂𝑇 gate (which has been (re)initialized), and is then
read out by measuring 𝑄2.

A simplified diagram of the rest of the measurement setup is shown in Fig. 6.14b.

1Different plunger gate voltage and external magnetic field settings are used in the experiments presen­
ted in Section 7.2
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A programmable mechanical switch at 3 K is used to connect gate MW either to a
VSG at room temperature or to the cryo­controller at 3 K. Moreover, the setup con­
tains an FPGA that configures the cryo­controller, programs the various memories
inside the cryo­controller (see Section 6.3), and controls the start of the execution
of the instruction list (each with up to 2048 instructions). Switching between differ­
ent instruction lists and synchronization with the rest of the equipment is controlled
by two trigger lines from the AWG to the FPGA. One trigger starts the execution
of the instruction list that is programmed in the cryo­controller, for performing re­
peated measurements, while the other trigger loads the next instruction list from
the FPGA memory into the cryo­controller’s instruction list. After the last list spe­
cified in the FPGA memory has been programmed, the first instruction list is loaded
again, and a parameter inside the cryo­controller (for instance the NCO frequency,
pulse duration, or Z­correction) is reconfigured by the FPGA, as required for e.g.
sweeping the tone frequency or pulse duration during pulse calibration.

7.2. Single­Qubit Experiments
In this section, the experiments used to verifying the cryo­controller’s effectiveness
in providing qubit control in both the low­frequency and high­frequency range are
described. In these experiments, only qubit 𝑄2 (underneath gate RP in Fig. 7.1b)
is used.

7.2.1. Rabi oscillation experiment
To demonstrate qubit control, the oscillatory behavior of a two­level quantum sys­
tem can be produced in a Rabi experiment. The amplitude of the pulse applied
to the qubit determines the speed of rotation, i.e the Rabi frequency. By applying
pulses with increasing duration, the qubit angle of rotation is increased, producing
a typical oscillating pattern when read out. In this experiment, the qubit is first
initialized to state |0⟩, then excited by a rectangular microwave pulse with a given
duration and finally the quantum state is read out. By varying the pulse duration
and averaging the results over multiple runs, a Rabi frequency of 1MHz and 400 kHz
at 13.4GHz (RF­low output) and 17.5GHz (RF­high output), respectively, has been
measured (Fig. 7.2).

The visibility of the adopted Elzerman readout [68], i.e. the difference between
the highest and lowest probability obtained after readout, is affected by noise on the
qubit device gates. To improve the readout visibility, a BPF with 2GHz pass band
has been added to the chip output to remove out­of­band spectral content. As
shown in Fig. 7.2, this resulted in an improved readout visibility compared to what
we previously reported in [209], comparable to what is obtained with the room­
temperature control. A measurement of the electron temperature comparing the
room­temperature control with the cryo­controller setup indicates that the output
noise of the cryo­controller is now low enough to not affect the electron temperature
(Fig. 7.3). The discrete fixed­frequency BPF that is currently used, could be replaced
by a Surface Acoustic Wave (SAW) filter on the PCB or by an on­chip higher­order
reconstruction filter and/or a passive filter at the mixer output, when the frequency
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Figure 7.2: Left: explanation of the Rabi oscillation experiment and the signals involved. Right: Rabi
oscillations measured at both 13.7 and 17.5GHz obtained using the presented controller, with improve­
ment in readout visibility at 13.4GHz thanks to the BPF, along with the Rabi oscillation obtained using
the room­temperature spin qubit setup.

of the qubits is known at design time.

a b

Figure 7.3: The measured electron temperature when the quantum device is connected to (a) the room­
temperature VSG and (b) to the cryo­controller (at zero magnetic field). The amplified SET current (𝐼𝑆𝐸𝑇)
as a function of the plunger gate voltage (𝑉𝑅𝑃) measured at the charge transition between (1,0) and
(1,1). The electron temperatures are extracted by fitting the curves with the Fermi­Dirac distribution,
with a lever arm of 0.172meV/V.

7.2.2. Ramsey­style experiment
To demonstrate coherent qubit control over two axes, a Ramsey­style experiment is
carried out [15]. Here, the qubit is initialized to state |0⟩ and two rotations around
the X axis are then applied (𝑅𝑋(

𝜋
2 )) sandwiched by a Z­gate of varying angle from

0° to 360° (𝑅𝑍(𝜃)). This resulted in a cosinusoidal variation in the measured |1⟩
probability (Fig. 7.4), as expected. The X rotation is implemented by a microwave
rectangular pulse at 13.7GHz with a duration directly proportional to the rotation
angle, while the Z­rotation is implemented by updating the reference phase of the
NCO (applying a digital phase offset), which continuously keeps track of this phase
evolution. The experimental data closely tracking the theoretical expectation proves
coherent qubit control and the capability of correctly executing any type of single­
qubit gate.
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Figure 7.4: Schematic explanation and measurement results of the Ramsey­style experiment.

7.2.3. Pulse shaping experiment
The amplitude and phase modulation capabilities of the controller allow the chip to
generate arbitrary waveforms to precisely shape the spectral content of the pulse
used to manipulate the qubits, as shown in Fig. 7.5a. Figure 7.5b shows the meas­
ured response of 𝑄2 (which can be considered as the untargeted adjacent qubit) to
an on­ and off­resonance microwave burst with rectangular versus Gaussian envel­
ope, both calibrated to invert the qubit state when the drive is on­resonance with
the qubit. The presence of sidebands in the spectrum of the rectangular pulse are
reflected in the qubit response, and confirm the strict requirement of using shaped
pulses for preventing cross­talk when controlling multiple qubits spaced closely in
frequency sharing a single drive­line (see Section 3.3.2).

ba

Figure 7.5: (a) Rectangular (purple) and Gaussian (green) shaped bursts before up­conversion and the
corresponding spectra after up­conversion. (b) Qubit response for different burst envelopes, obtained
when sweeping the NCO frequency around the qubit resonance across a span of ∼3MHz with a resolution
of 15 kHz.
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7.3. Single­Qubit Performance Benchmark
In the following experiments, both qubits are present but are left uncoupled, while
performing the various characterizations with the cryo­controller.

7.3.1. Two qubit Rabi oscillation experiment
First, the functionality of the cryo­controller for controlling both qubits while un­
coupled is tested. The LO frequency is set to 13.54GHz. The qubit resonances are
found by sweeping one single­sideband tone generated by one NCO (Fig. 7.6a).
The frequency of 𝑄1 is offset from the LO by ∼24MHz and 𝑄2 by ∼−90MHz. In
two separate measurements, the individual Rabi oscillations of the qubits driven by
the cryo­controller are obtained, as shown in Figs. 7.6b and 7.6c (𝑇1 is in the order
of 100ms). The output frequency of two NCOs are set to the frequencies of 𝑄1 and
𝑄2, respectively, but only one NCO is active each time. Next, one NCO from each
bank is used to generate a tone on resonance with each of the two qubits and drive
simultaneous Rabi oscillations on both qubits, as shown in Figs. 7.6b and 7.6c. Note
that the qubits have a different frequency and can hence be addressed independ­
ently. Compared to the individual driving experiments, the decay is much faster
in the simultaneous Rabi oscillations. This decay arises mainly from the residual
coupling between the two qubits.

7.3.2. AllXY and Quantum State Tomography experiment
The pulses for single­qubit rotations are precisely calibrated using the AllXY se­
quence [231]. In the AllXY experiment, 21 different pairs of single­qubit gates
from the set {𝐼, 𝑋, 𝑌, 𝑋2, 𝑌2} are applied to a qubit initialized to |0⟩. Here 𝐼 is the
identity operation, 𝑋 and 𝑌 are 𝜋/2 rotations around the X and Y axis respectively,
and 𝑋2 and 𝑌2 are 𝜋 rotations. The final state Z­projection ⟨𝜎𝑧⟩ takes values from
{−1, 0, +1} under perfect operations (shown as the gray shaded areas in Fig. 7.7a).
Any miscalibration in the amplitude, frequency or phase of the pulse results in de­
viations from the ideal outcome (hatched bars in Fig. 7.7a). In addition, we recon­
struct the trajectory of an 𝑋2 gate by performing quantum­state tomography [232]
at incremental burst times of a rectangular microwave signal (Fig. 7.7b). The AllXY
and quantum­state tomography results indicate that the single­qubit gate set is well
calibrated, offering a good starting point for benchmarking the gate fidelity.

7.3.3. Randomized benchmarking experiment
The gate fidelity is a crucial metric to express the performance of a quantum
processor and its classical controller. Here, single­qubit randomized benchmark­
ing [233, 234] is used to compare the performance of the cryo­controller with the
conventional room temperature setup, which consists of an arbitrary waveform gen­
erator (Tektronix 5014C) and a vector signal generator (Keysight E8267D). In the
randomized benchmarking experiment, sequences of increasing numbers of ran­
domly selected Clifford operations are applied to the qubit (𝑄2), followed by a final
Clifford operation that returns the qubit to its initial state in the ideal case. For each
data point in Fig. 7.8, 32 different sequences are randomly sampled and each is re­
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Figure 7.6: (a) Spectra showing the qubit resonances. Inset: SEM image indicating the qubits’ positions.
Frequency­multiplexed control producing an individual Rabi oscillation on 𝑄2 (b) and 𝑄1 (c), and a
simultaneous Rabi oscillation of 𝑄2 (d) and 𝑄1 (e).
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Figure 7.7: (a) ⟨𝜎𝑧⟩ of 𝑄2 measured after an an AllXY sequence. The output power is calibrated to
achieve a ∼1MHz Rabi frequency (the same applies to the quantum­state tomography and randomized
benchmarking experiments). The visibility is normalized by removing the readout error. (b) Trajectory
of the state of 𝑄2 under an 𝑋2 gate reconstructed by quantum­state tomography. Orange data points
indicate the qubit state after incrementing microwave burst times.

peated 200 times. Envelopes of all gates to be used are uploaded to the envelope
memory, and saved as instructions. The random sequences are constructed by up­
dating the instruction list through the FPGA (Section 7.1). Exactly the same random
sequences are used in a randomized benchmarking experiment using the room­
temperature setup. We find an average single­qubit gate fidelity of 99.71 ± 0.03%
with the room­temperature setup and 99.69 ± 0.02% with the cryo­controller. The
fidelity in the two cases are equal within the error bars and well above the threshold
for fault­tolerance [8], with the infidelity limited by the qubit. These experiments
demonstrate the high signal quality from the cryo­controller as well as its capability
of generating complex sequences.

7.4. Two­Qubit Experiments
7.4.1. Coupled qubits resonance driving experiment
To further test the programmability of the cryo­controller, we use it to implement
two­qubit logic in the quantum processor. Taking advantage of the frequency shift
of each qubit conditional on the state of the other qubit (Fig. 7.1c), controlled­
rotation (𝐶𝑅𝑂𝑇) gates are used as the native two­qubit gates. These are achieved
by frequency selective addressing [228, 229], thus demanding 2 NCOs per qubit
(Fig. 7.9).

7.4.2. Two­qubit quantum algorithm experiment
A π­rotation at the higher or lower frequency implements the canonical controlled­
NOT (𝐶𝑁𝑂𝑇) gate or the zero­controlled­NOT (𝑍­𝐶𝑁𝑂𝑇) gate, respectively, up to
a single­qubit 𝜋/2 Z­rotation on the control qubit. Due to cross­talk, an additional
phase correction in the form of a Z­rotation is needed. All Z rotations are imple­
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Figure 7.8: Randomized benchmarking of 𝑄2 performed by the cryo­controller and the room temperature
setup. The orange data points are offset by −0.05 to facilitate comparison of the two traces.
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Figure 7.9: Two­qubit logic with the cryo­controller. The middle panel shows the spectra of two qubits ob­
tained using the cryo­controller with the exchange coupling (𝐽) between the qubits turned on. Selective
excitation of each of the four resonances can be used for implementing various two­qubit controlled­
rotation gates, shown in the upper panel. The lower panels (shared Y­axis labels) show the Rabi oscil­
lations at each frequency.
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mented by updating the reference phase of the NCO. Single­qubit gates are im­
plemented by addressing both frequencies of the same qubit sequentially. Making
use of four NCOs, the cryo­controller is programmed to run the two­qubit Deutsch–
Josza algorithm, which determines whether a function gives constant or balanced
outcomes [235]. The two constant (balanced) functions that map one input bit on
one output bit are implemented by the 𝐶𝑁𝑂𝑇 and 𝑍­𝐶𝑁𝑂𝑇 (𝐼 and 𝑋2) operations
(see Fig. 7.10 for the implementation of these gates). Here, 𝑄1 is chosen to be the
output qubit and 𝑄2 to be the input qubit. Fig. 7.10 shows the pulse sequence and
the measurement results, where the constant (balanced) functions lead to a high
probability for measuring the data qubit as |1⟩ (|0⟩), as expected. Empirically, we
attribute the remaining errors mostly to charge noise in the presence of a finite 𝐽.
This experiment highlights the ability to program the cryo­controller with arbitrary
sequences of operations.
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Figure 7.10: Programming a quantum processor with the cryo­controller. (Top) Pulse sequences of the
Deutsch–Josza algorithm programmed into the cryo­controller and (Bottom) measured probabilities of
the output qubit state (𝑄2) after running the algorithm. A constant function is composed of either a
𝐶𝑁𝑂𝑇 or a 𝑍­𝐶𝑁𝑂𝑇 gate, which consists of a 𝐶𝑅𝑂𝑇 gate on 𝑄2 and a phase correction on 𝑄1 (not
plotted). Only the lower frequency (green branch, 𝑍­𝐶𝑅𝑂𝑇) is used for the −𝑌 and 𝑌 gate on 𝑄2
because 𝑄1 (ideally) starts from and ends up in |0⟩. The visibility of 𝑄2 is normalized by removing the
readout error [225].
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7.5. Conclusion
In this chapter, the effectiveness of Horse Ridge in the control of a spin qubit
quantum processor has been demonstrated through various experiments. Most
notably, the randomized benchmarking experiment shows that the same gate fi­
delity is obtained using the cryo­controller and the room­temperature setup using
general­purpose equipment, with the infidelity limited by the qubit, and running a
full quantum algorithm using cryo­CMOS control shows the versatility of the presen­
ted controller. The cryo­controller allows for even much more complex sequences,
containing up to 2048 instructions for each of the four transmitters. Each instruction
defines a microwave burst at one of 32 independent frequencies with an amplitude
and phase profile that can be arbitrarily shaped. This quantum­classical architecture
can thus be directly applied to multi­qubit algorithms and noisy intermediate­scale
quantum devices [236]. Moreover, the footprint of just 4mm2, a power con­
sumption of 384mW, the ability to integrate multiple transmitters on one die, and
operation at 3 K, highlight the promise of cryo­controllers to address key challenges
in building a large­scale quantum computer.





8
Conclusion

8.1. Research overview
Quantum computers have gained huge interest in the past few years because they
can potentially solve problems intractable by classical computers. However, state­
of­the­art quantum processors, in any state­of­the­art technology, are limited to
less than 100 non­ideal, noisy qubits. Although researchers are busy looking for
alternative practical uses of those non­ideal small processors – the so­called Noisy
Intermediate­Scale Quantum (NISQ) technology [236] –, the number of qubits is
too low to achieve large­scale fault­tolerant quantum computing capable of solving
non­trivial problems, such as molecular simulations. Throughout this dissertation,
we set out to (partially) answer the difficult multi­disciplinary question: how to
scale up quantum computers? More specifically, we focused on how to scale the
classical electronic interface required to control and read out the quantum processor
operating at cryogenic temperatures. To that end, we presented the design and
experimental validation of a scalable cryo­CMOS microwave signal generator for
controlling 128 single­electron spin qubits or transmons. To reach this goal, several
challenges, as identified in Chapter 1, had to be overcome.

The first challenge has been to identify the optimal controller temperature, tech­
nology and scaling strategy. To give clarity towards that goal, the requirements
on the control electronics for various solid­state qubit technologies were identified
(Chapter 2). Superconducting qubits and single­electron spin qubits, which are
among the most promising candidates for large­scale quantum computing, require
similar control signals for performing single­qubit operations (modulated microwave
bursts) and two­qubit operations (short pulses), as reflected in the similarities in
state­of­the­art setups used to control the quantum processors in those technolo­
gies. Moreover, while initial setups relied on large, power­hungry general­purpose
instruments achieving top­notch (but not necessarily required) performance, a gen­
eral trend towards tailor­made room­temperature electronics optimized for size,
power, and cost, has started. One of the greatest challenges left to overcome is
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the wiring complexity imposed by current quantum processors that require about
one control signals per qubit, while operating at cryogenic temperatures. The grow­
ing number of cables present a heat load to the dilution fridge, incur latencies in the
control signals, and reduce the reliability and scalability of the setup. In order to
limit wiring complexity, two main approaches can be adopted: multiplexing control
and readout signals, or moving the electronic interface closer to the qubits by op­
erating it at cryogenic temperatures. Both of these approaches have been adopted
in this work, combining a CMOS controller operating around 4K, and controlling
a quantum processor at the same or lower temperature using multiplexed control
signals. For near future solutions, CMOS is most appropriate due to the proven
functionality at cryogenic temperatures, its maturity, and its compatibility with VLSI
designs. Similarly, the 4 K­stage seems most appropriate for near future solutions
due to its proximity to the qubits while offering significant cooling power.

Secondly, there has been a lack of complete and analytically derived specifica­
tions for the classical interface, as the electronic interface has been typically built
from general­purpose components known to be good enough. When designing a
scalable controller operating at cryogenic temperatures, one cannot afford to sig­
nificantly over­design as that would unnecessarily increase the controller’s power
consumption, thus limiting its scalability. In Chapter 3, we methodically derived the
effect of circuit non­idealities in the classical controller on the qubit fidelity for all
possible operations, i.e., single­qubit gates, two­qubit gates, and readout. This in­
cludes the effect of signal inaccuracies in the frequency, voltage, and time domain,
and covers static and dynamic, systematic and random errors. Only with such a full
set of specifications potential bottlenecks can be properly identified and optimized
controllers be designed. Most interestingly, a case study targeting a 99.9% average
gate fidelity (sufficient for fault­tolerant quantum computing, while ambitious for
most of today’s quantum processors) confirms that setups using general­purpose
instruments are over­designed for such a fidelity. Mapping the specifications onto
already existing room­temperature CMOS circuits shows that the specifications can
be met with an expected power consumption in the order of 1mW/qubit.

As a final challenge, there is scarcity of verification methods and tools for the
design flow of large­scale quantum computers spanning several technology do­
mains. Specifically, no tool was available supporting both the simulation of classical
electronics and quantum systems. To this end, SPINE (Spin Emulator) has been de­
veloped (Chapter 4), encompassing a Hamiltonian solver that can be directly used
in the industry standard for CMOS circuit design, Cadence®, for direct simulation
of the quantum processor along with the electrical circuits. A quantum/electronic
interface co­design methodology is proposed that covers the entire flow from the
definition of the target quantum processor till the system­level verification of the
electronic interface with that quantum processor. SPINE can effectively be used
along all steps in the design flow, as exemplified with various design examples out­
lined in Chapter 4. Its effectiveness is furthermore demonstrated in the design of
the scalable cryo­CMOS microwave signal generator presented in this dissertation.

In Chapter 5, the previously presented results were used to choose the optimal
architecture for the microwave signal generator supporting high­fidelity (99.99%)
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multi­qubit (32 in a 2GHz bandwidth) control. Such a microwave signal generator
is an integral part of the electronic interface, as it is used for performing single­
qubit operations in a quantum processor based on single­electron spin­qubits or
transmons. Frequency­multiplexing is assumed as starting point to deal with the
wiring complexity challenge. However, no specific temperature is assumed for the
design, as it does not affect the choice of architecture. It is found that the most
suitable architecture uses an I/Q­mixer­based SSB analog/RF front­end as it is ex­
pected to be most power efficient, while allowing high flexibility in the output fre­
quency range, making this solution suitable for multiple qubit technologies. For
the back­end, an NCO­based DDS system is found to be most suitable due to the
relatively low hardware cost, both in terms of required memory and the number
of digital multipliers. Moreover, with such a design, coherent qubit operations are
easily implemented thanks to the NCOs keeping track of the phase of the qubits.
Throughout Chapter 5, the signal specifications (obtained following the methods
outlined in Chapter 3), are translated into system­level requirements for the selec­
ted architecture. For the DDS back­end, a direct link is made between the number
of bits in various parts of the system and the resulting gate fidelity, resulting in a
design optimized for the target fidelity. For the resulting digital system, the power
consumption is estimated to be around 5mW per qubit in a 22­nm CMOS node,
with 80% of the power consumed in the NCOs. From the noise and linearity re­
quirements of the analog/RF front­end, an additional ∼0.5mW/qubit is expected,
assuming a 50Ω output load. This result is comparable to the original power con­
sumption estimate of 1mW/qubit for a cryo­CMOS controller, with the additional
power attributed to the DDS system included here to offer greater flexibility in signal
generation during the first development cycles. Power could be saved later when
the target qubit technology reaches maturity.

In Chapter 6, the implementation of the proposed controller in 22­nm FinFET
operating at 3 K is presented. In addition to a bare DDS­based modulator, the
presented digital system includes a digital controller. This extra step is essential
to minimize the interface to the room­temperature equipment, while the employed
frequency­multiplexing minimizes the interface to the quantum processor. The di­
gital controller can translate qubit gate operations into the microwave signals neces­
sary for the execution of quantum algorithms, following a very basic instruction set
for each qubit (with a maximum program length of 2048 instructions). Moreover,
the digital controller takes care of the phase corrections required to correct for
the AC­Start shift occurring in relatively narrow­band systems that use frequency­
multiplexed qubit control. For the analog baseband circuitry, a current­mode design
is adopted to achieve the required bandwidth and linearity; it comprises a 10­bit
current­steering DAC capable of operating at 2.5GS/s, an active current­mode gm­
C filter implementing a 2nd­order Chebyshev­I filter with 1.8 GHz cut­off frequency,
and a current­mode VGA, followed by a double­balanced Gilbert­cell mixer that up­
converts the signal to the desired qubit frequency band. Two output bands are used
to cover the very wide output frequency range from 2 to 20GHz. In general, extra
tuning knobs, safety margins and limited device stacking are employed to ensure
proper operation at cryogenic temperatures. Finally, 4 controllers, each supporting
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32 qubits, are implemented on a single die with an area of 16mm2. Cryogenic meas­
urements showed a power consumption of 1.7mW/qubit for the analog circuitry, in
line with previous expectations, but a large digital power consumption of 330mW
at 1GHz. The large digital power consumption can be explained by the additionally
integrated digital controller, which in the current generation lacks clock gating while
many of the memory cells are implemented using relatively power­hungry flipflops,
leaving plenty of room for future improvements. However, this power consumption
limited the testing to clock frequencies up to 1GHz. The entire 2 to 20GHz out­
put frequency band was verified to output sufficient power to drive qubits, while
showing a typical SFDR > 42 dB, IM3 > 47 dB, and SNR of 48 dB in a 25MHz band­
width. These results are theoretically sufficient for a 99.99% average gate fidelity.
Overall, this design, supporting a total of 128 qubits, demonstrates that cryogenic
CMOS circuits can help solve the interconnect bottleneck between the quantum pro­
cessor and its control electronics, thus enabling to scale up the number of qubits in
quantum computers. The achieved power efficiency (12mW/qubit) enabled by a
digitally­intensive architecture and the frequency multiplexing allows for operating
the chip at 3 K within the cooling capabilities of standard cryogenic refrigerators.
This paves the way to large scale­quantum computers exploiting control electronics
and qubits operating in close proximity at a similar cryogenic temperature.

In Chapter 7, the overall performance of the quantum control chip in driving
real single­electron spin­qubits is demonstrated. First, to validate the controller,
Rabi and Ramsey experiment were presented showing the controller’s ability to
control, and more importantly coherently control qubits. Next, experiments using
off­resonance microwave bursts demonstrated the effectiveness of the controller’s
pulse shaping capabilities to suppress qubit rotations due to off­resonance bursts,
as required in a frequency­multiplexed setup, an essential ingredient for this design
to be considered scalable. The demonstration of both the Deutch­Josza quantum al­
gorithm and experiments typically used during the bring­up of a quantum processor,
such as the AllXY and Quantum State Tomography, shows that the controller is flex­
ible enough to be used both during multi­qubit quantum algorithm execution, as
well as during the bring­up phase thanks to the versatile integrated digital controller.
The performed randomized­benchmark experiment shows that the same gate fidel­
ity (∼99.7%) is obtained using the cryo­controller and the room­temperature setup
using general­purpose equipment, with the infidelity limited by the qubit. While it
can not be confirmed with an actual quantum processor that the presented control­
ler supports the targeted 99.99% average gate fidelity, all measurements support
the possibility of achieving this fidelity with a quantum processor with higher fidel­
ity. Finally, the small footprint, power consumption, the ability to integrate multiple
transmitters on one die, and operation at 3 K, demonstrate the scalability of the
presented solution and highlight the promise of cryo­controllers to address the key
challenges in building a large­scale quantum computer.

Overall, it can be concluded that a scalable electronic interface relies on two
essential ingredients: 1) the integration of a controller at cryogenic temperatures to
relieve the interconnect to room­temperature; 2) multiplexing of the control signals
to relieve the interconnect to the quantum processor while improving the controller’s
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power efficiency, thus allowing it to operate within the power budget available at
cryogenic temperatures.

8.2. Main contributions
The main contributions presented in this thesis, and described in detail in the pre­
vious section, are summarized below:

• The impact of the non­idealities of the electronic interfaces on the qubit fidelity
has been analyzed and quantified, thus allowing to draft clear specifications
and to perform error budgeting in the electronics given a target fidelity [102];

• The tools and the methodology for co­design and co­simulation of quantum
processors and their electrical interfaces have been developed [191, 192]
[source: https://github.com/QE­Lab/SPINE];

• The architecture for a scalable frequency­multiplexed microwave cryo­CMOS
driver has been designed and experimentally demonstrated, showing perform­
ance, power consumption, form factor and operating temperature enabling
large­scale quantum­processor control [194, 209, 210] 1;

• The capabilities offered by cryogenic control has been benchmarked by pro­
gramming benchmarking protocols and a quantum algorithm on a two­qubit
spin qubit processor using the proposed cryo­CMOS microwave driver [225]
2.

8.3. Future work
While this work presents the first step towards a scalable electronic interface that
can be used in future fault­tolerant quantum­computers, a few suggestions for fu­
ture work are listed below:

• The design presented in this dissertation only focuses on the single­qubit
gates, while this represents only a small portion of the electronic interface,
which should also include two­qubit gates, readout and biasing. A fully integ­
rated electronic interface should be developed to support the scaling to larger
quantum computers.

• While in this dissertation the focus was on an electronic interface implemen­
ted in CMOS, operating around 3 to 4 K, and it seems a good solution for im­
plementing a digital­intensive quantum algorithm execution controller, other
parts of the electronic interface could achieve superior performance if imple­
mented in another technology (e.g. LNAs in SiGe technology), or operating at
a different temperature. Hybrid solutions, with different parts of the electronic
interface operating at different temperatures and possibly in different techno­
logies should be further investigated. Especially with future high­temperature

1This work was equally contributed by J.P.G. van Dijk and B. Patra.
2This work was equally contributed by J.P.G. van Dijk, B. Patra and X. Xue.

https://github.com/QE-Lab/SPINE
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qubits, the optimal division of the electronic interface over the temperature
stages might change.

• While this dissertation focused on transmons and single­electron spin­qubits,
there are many viable solid­state quantum technologies, some of which re­
quire simpler control signals (Chapter 2, e.g. singlet­triplet qubits), which
could potentially simplify the electronic interface. To help scale quantum pro­
cessors based on different quantum technologies, supporting electronic in­
terfaces, tailor made to their requirements, should be developed. To enable
their design, again specifications for the controller should first be derived, ex­
tending the work presented in Chapter 3 to other qubit technologies, such as
singlet­triplet qubits.

• Extensive effort in various fields is required to speed­up the development of
tailor­made electronic interfaces. While the SPINE toolset has proven use­
ful, faster and better integrated co­simulators could significantly speed­up
the development of electronic interfaces. Moreover, it could lead to quantum
processors or qubit operations optimized for the limited capabilities and per­
formance of a power­optimized electronic interface. Similarly, more accurate
cryogenic device models are required to develop more efficient controllers and
they will help speed­up the design and measurement time by removing the
need for many tuning networks. Finally, tighter control on quantum processor
technologies will help reduce the signal ranges (power, frequency, duration
etc.) that need to be supported.

• Related to the previous point, if tight specifications on the signal ranges are
known at design time, possibly different architectures or circuit designs will
be preferable. As an example, the previously discarded MRZ DAC analog
front­end could be more appropriate if the qubit frequencies are well known
in advance. Similarly, for the digital back­end, the choice of an NCO per qubit
might not be most efficient due to the high power consumption of a digital
accumulator (depending on the technology and operating frequency). Altern­
atively, a single NCO could be used, and the phase of all other qubits could
be derived using an appropriate multiplication factor, effectively changing the
need of an always­running NCO into a digital multiplier that is only active when
a signal needs to be generated. In general, architectural choices should be
re­evaluated every time based on the quantum processor and technology at
hand, if it’s desirable to have the most power­efficient solution.

• Thermal effects of the cryogenic controller should be properly modeled, to
ensure proper cooling of the entire cryogenic electronic interface, and to un­
derstand the exact behavior over temperature. In the presented cryogenic
controller, significant effort was spent on the PCB design and the design of
an appropriate enclosure, but the chip’s die temperature was still significantly
higher than the temperature on the 3K stage. Local heating could cause
variability in the signal and increased noise levels.
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• More effort is required towards the co­integration of quantum processors and
local electronics (e.g. multiplexing) on either the same die or package to
further increase the scalability of the quantum computer. Tighter integration
could also remove the need for 50­ohm terminated lines (or other line imped­
ances could be selected), potentially leading to significant power savings and
lower self­heating.

• With the presented cryogenic controller there is still a significant size mismatch
between the controller die area and the quantum processor size, which should
be resolved to allow for the future co­integration. On the one hand, the
controller could be made more compact, and on the other hand, research
could be done targeting at e.g. increasing the effective pitch between qubits
[110].

• Lastly, the current design can be further optimized for power, e.g. by using
the appropriate memory cells, implementing clock gating etc. Moreover, area
savings are possible, e.g. by integrating the currently off­chip hybrids and
filters.





A
Derivations of Qubit Control

Specifications

I n this appendix, we present detailed derivations for the relations shown in Chapter 3,along with additional closed­form expressions. Appendix A.1 discusses gen­
eral derivations, Appendix A.2 the derivations for the single­qubit operation, Ap­
pendix A.3 for the two­qubit operation, and Appendix A.4 for qubit read­out.

Unless otherwise stated, all angles (𝜃, 𝜙 etc.) are in radians.

A.1. General Derivations
The average fidelity of a unitary operation on an n­dimensional complex Hilbert
space can be calculated as [170]:

𝐹av =
𝑛 + |Tr [𝑈†ideal ⋅ 𝑈real]|

2

𝑛 ⋅ (𝑛 + 1) . (A.1)

where 𝑈 represents the unitary operation performed.
Using the relation between the average gate fidelity (𝐹av) and process fidelity

(𝐹) [169]:
𝐹av =

1 + 𝑛 ⋅ 𝐹
𝑛 + 1 , (A.2)

the process fidelity can be obtained from the unitary operations as:

𝐹 = 1
𝑛2 ⋅ |Tr [𝑈

†
ideal ⋅ 𝑈real]|

2
, (A.3)

Parts of this chapter have been published in Physical Review Applied [102].

149



A

150 A. Derivations of Qubit Control Specifications

which is used throughout this work, in line with [145, 147, 148]. In case of random
variations of the unitary operation 𝑈real, the expected value of the fidelity will be
evaluated:

⟨𝐹⟩ = ∫
∞

−∞
𝐹(𝑥)𝑓(𝑥)d𝑥, (A.4)

where 𝐹(𝑥) is the fidelity for a random parameter 𝑥, and 𝑓(𝑥) is the probability
density function of 𝑥.

In case of Gaussian distributed noise with zero mean and standard deviation 𝜎:

𝑓(𝑥) = e−
𝑥2
2⋅𝜎2

√2 ⋅ π ⋅ 𝜎2
. (A.5)

For this distribution, and certain expressions for 𝐹(𝑥), the integral in Eq. (A.4) has
a simple solution.

In case 𝐹(𝑥) = 1 − 𝑐 ⋅ 𝑥2:

⟨𝐹⟩ = ∫
∞

−∞
(1 − 𝑐 ⋅ 𝑥2) e−

𝑥2
2⋅𝜎2

√2 ⋅ π ⋅ 𝜎2
d𝑥 (A.6)

= 1 − 𝑐 ⋅ 𝜎2. (A.7)

In case 𝐹(𝑥) = 1 − 𝑐 ⋅ 𝑥4:

⟨𝐹⟩ = ∫
∞

−∞
(1 − 𝑐 ⋅ 𝑥4) e−

𝑥2
2⋅𝜎2

√2 ⋅ π ⋅ 𝜎2
d𝑥 (A.8)

= 1 − 3 ⋅ 𝑐 ⋅ 𝜎4. (A.9)

A.1.1. Numerical Simulations
The numerical simulations performed in case of microwave pulses with Gaussian
envelopes use finite time steps to approximate the unitary operation:

𝑈real ≈
0

∏
𝑛=𝑁

e−i⋅𝐻(i⋅Δ𝑡)⋅Δ𝑡 , (A.10)

where 𝐻(𝑡) is the Hamiltonian at time 𝑡. The time step Δ𝑡 is chosen to be constant
and sufficiently small in order not to affect the simulation results. A 10 times over­
sampling with respect to the signal’s carrier frequency was found to give accurate
results.

A.1.2. Equivalent Noise Bandwidth
The ENBW of a filter is defined as the bandwidth of the ideal brick­wall filter with
the same peak gain of the original filter that results in the same integrated output
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noise, under the assumption that only white noise is present at the filter input. For
a filter transfer function 𝐺(𝜔), the ENBW can be computed as:

ENBW = ∫
∞

0
|𝐺(𝜔)𝐺𝑚𝑎𝑥

|
2
d𝜔 (A.11)

The ENBW is used to simplify calculations when the noise in the band of interest
can be approximated as white noise.

A.2. Derivations for Single­Qubit Operation
Starting from the Hamiltonian that describes a single electron in the lab frame under
microwave excitation (ℏ = 1)

𝐻lab = −𝜔0 ⋅
𝜎z
2 + 𝜔ESR(𝑡) ⋅

𝜎x
2 , (A.12)

where 𝜎x, 𝜎y and 𝜎z are the Pauli operators. For a microwave signal 𝜔ESR(𝑡) =
2 ⋅ 𝜔R ⋅ cos(𝜔mw𝑡 + 𝜙), the Hamiltonian can be made time­independent by moving
to a reference frame that rotates with a frequency 𝜔mw around the z­axis:

𝐻ref = −𝜔mw ⋅
𝜎z
2 (A.13)

𝑈ref(𝑡) = e−i⋅𝐻ref⋅𝑡 . (A.14)

The Hamiltonian in the rotating frame follows as:

𝐻R(𝑡) = 𝑈ref(𝑡)† ⋅ (𝐻lab − 𝐻ref) ⋅ 𝑈ref(𝑡) (A.15)

= 𝜔R
2 ⋅ [

𝜔mw−𝜔0
𝜔R

ei⋅𝜙 + e−i⋅𝜙e−2⋅i⋅𝜔mw⋅𝑡

e−i⋅𝜙 + ei⋅𝜙e2⋅i⋅𝜔mw⋅𝑡 𝜔mw−𝜔0
𝜔R

] . (A.16)

By neglecting the high frequency oscillations (2 ⋅ 𝜔mw ⋅ 𝑡), the time­independent
Hamiltonian in the rotating wave approximation is obtained:

𝐻 = 1
2 ⋅ [

𝜔mw − 𝜔0 𝜔R ⋅ ei⋅𝜙
𝜔R ⋅ e−i⋅𝜙 𝜔mw − 𝜔0

] (A.17)

= (𝜔mw − 𝜔0) ⋅
𝜎z
2 + 𝜔R ⋅ [cos(𝜙) ⋅

𝜎x
2 − sin(𝜙) ⋅

𝜎y
2 ] . (A.18)

However, the RWA is only valid when the Rabi frequency is sufficiently lower than
the Larmor frequency (𝜔R ≪ 𝜔0). Figure A.1 shows the fidelity of a qubit rotation
as obtained from a numerical simulation of the full Hamiltonian (Eq. (A.12)). The
fidelity has been computed with respect to the ideal rotation that would result from
the Hamiltonian in the RWA (Eq. (A.18)). This plot clearly shows that a sufficiently
high ratio of Larmor frequency to Rabi frequency is required for this approximation
to hold.
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Figure A.1: The numerically simulated fidelity of a qubit rotation around the X­axis as a function of the
𝜔0/𝜔R­ratio, without using the rotating wave approximation, for various rotation angles 𝜃.

Finally, the ideal unitary operation is obtained by evaluating 𝑈 = e−i⋅𝐻⋅𝑇 for an
ideal microwave signal (𝜔mw = 𝜔0):

𝑈ideal = e−i⋅𝜃⋅[cos(𝜙)⋅
𝜎x
2 −sin(𝜙)⋅

𝜎y
2 ] (A.19)

= cos(𝜃2) ⋅ 𝐼 − i ⋅ sin(𝜃2) ⋅ [cos(𝜙) ⋅ 𝜎x − sin(𝜙) ⋅ 𝜎y] , (A.20)

where 𝐼 is the identity matrix, and 𝜃 = 𝜔R ⋅ 𝑇 the rotation angle and 𝜙 defines
the rotation axis. This unitary operator is used to evaluate the process fidelity
(Eq. (A.3) with 𝑛 = 2) of any non­ideal operation 𝑈real attempting to implement the
same rotation angle around the same rotation axis.

A.2.1. Inaccuracies
Due to inaccuracies in the Hamiltonian or in the timing, the implemented operation
𝑈real = e−i⋅𝐻real⋅𝑇real has a reduced fidelity.

In case of a microwave frequency inaccuracy 𝜔mw = 𝜔0 + Δ𝜔mw, the fidelity
follows (for any rotation angle/axis) as:

𝐹 =
[sin (𝜃2 ) ⋅ sin (

𝜃
2 ⋅ √𝛼

2 + 1) + √𝛼2 + 1 ⋅ cos (𝜃2 ) ⋅ cos (
𝜃
2 ⋅ √𝛼

2 + 1)]
2

𝛼2 + 1 ,
(A.21)

where 𝛼 = Δ𝜔mw/𝜔R is the error relative to the Rabi frequency. Taking the Taylor
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series expansion of Eq. (A.21) with respect to 𝛼 leads to:

𝐹 ≈ 1 − 1 − cos(𝜃)
2 ⋅ 𝛼2 + 𝒪(𝛼4). (A.22)

In case of a microwave phase inaccuracy 𝜙 = 𝜙ideal + Δ𝜙, the fidelity follows
(for any rotation angle/axis) as:

𝐹 = [cos(𝛼) ⋅ sin2 (𝜃2) + cos2 (𝜃2)]
2
, (A.23)

where 𝛼 = Δ𝜙 is the absolute error. Taking the Taylor series expansion of Eq. (A.23)
with respect to 𝛼 again leads to:

𝐹 ≈ 1 − 1 − cos(𝜃)
2 ⋅ 𝛼2 + 𝒪(𝛼4). (A.24)

In case of an inaccuracy in the microwave amplitude 𝜔R = 𝜔R,ideal + Δ𝜔R, the
fidelity follows (for any rotation angle/axis) as:

𝐹 = cos2 (𝜃2 ⋅ 𝛼) , (A.25)

where 𝛼 = Δ𝜔R/𝜔R,ideal is the relative error. Taking the Taylor series expansion of
Eq. (A.25) with respect to 𝛼 leads to:

𝐹 ≈ 1 − (𝜃2)
2
⋅ 𝛼2 + 𝒪(𝛼4). (A.26)

In case of an inaccuracy in the microwave duration 𝑇 = 𝑇ideal + Δ𝑇, the fidelity
follows (for any rotation angle/axis) again as:

𝐹 = cos2 (𝜃2 ⋅ 𝛼) , (A.27)

where 𝛼 = Δ𝑇/𝑇ideal is the relative error. Taking the Taylor series expansion of
Eq. (A.27) with respect to 𝛼 will lead to Eq. (A.26).

A Z­rotation can be obtained without applying a signal to the qubit, simply by updat­
ing the reference frame, i.e. the phase of the microwave oscillator. The operation
is given by:

𝑈 = [e
i⋅𝜙/2 0
0 e−i⋅𝜙/2] , (A.28)

where for the ideal operation 𝑈ideal, the rotation angle 𝜙 = 𝜙ideal, and for the
implemented operation 𝑈real, the rotation angle 𝜙 = 𝜙ideal + Δ𝜙 has an error Δ𝜙.
The fidelity follows (for any rotation angle) as:

𝐹 = cos2 (Δ𝜙2 ) . (A.29)

Taking the Taylor series expansion of Eq. (A.29) with respect to Δ𝜙 leads to:

𝐹 ≈ 1 − 14 ⋅ Δ𝜙
2 + 𝒪(Δ𝜙4). (A.30)
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A.2.2. Quasi­static Noise
The fidelity formulas in Eqs. (A.22), (A.24) and (A.26) all follow the relation 𝐹(𝑥) =
1−𝑐 ⋅𝑥2 for which the expected fidelity in case of Gaussian distributed inaccuracies
(noise) is known (Eq. (A.7)). For all cases but the case of a microwave frequency in­
accuracy, the expected fidelity can also be evaluated using the exact fidelity formula
(no series expansion), which is more accurate for large amounts of noise.

In case of Gaussian distributed microwave phase noise 𝜙 = 𝒩(𝜙ideal, 𝜎2𝜙), the
expected fidelity follows (for any rotation angle/axis) as:

𝐹 = 1
2 ⋅ (1 + e−2⋅𝛼2) sin4 (𝜃2) + cos4 (𝜃2) +

1
2 ⋅ e

−𝛼
2
2 ⋅ sin2(𝜃), (A.31)

where 𝛼 = 𝜎𝜙 is the standard deviation of 𝜙.
In case of Gaussian distributed microwave amplitude noise𝜔R = 𝒩(𝜔R,ideal, 𝜎2𝜔R),

the expected fidelity follows (for any rotation angle/axis) as:

𝐹 = 1
2 +

1
2 ⋅ e

− 12 ⋅𝛼
2𝜃2 , (A.32)

where 𝛼 = 𝜎𝜔R/𝜔R,ideal is the relative standard deviation of 𝜔R.
In case of Gaussian distributed timing variations 𝑇 = 𝒩(𝑇ideal, 𝜎2𝑇), the expected

fidelity follows (for any rotation angle/axis) again as:

𝐹 = 1
2 +

1
2 ⋅ e

− 12 ⋅𝛼
2𝜃2 , (A.33)

where 𝛼 = 𝜎𝑇/𝑇ideal is the relative standard deviation of 𝑇.

A.2.3. Noise Filtering
In [147, 148] it is shown that when writing the total Hamiltonian 𝐻(𝑡) = 𝐻c(𝑡) +
𝐻0(𝑡) as the sum of a noise­free Hamiltonian 𝐻c(𝑡) and a generalized noise Hamilto­
nian 𝐻0(𝑡) = 𝛽x(𝑡)𝜎x + 𝛽y(𝑡)𝜎y + 𝛽z(𝑡)𝜎z, in first order approximation the expected
process fidelity (from here on simply denoted with 𝐹) can be written as:

𝐹 = 1 − 1
2 ⋅ π ∑

𝑖,𝑗,𝑘=𝑥,𝑦,𝑧
∫
∞

−∞
𝑆𝑖𝑗(𝜔) ⋅

𝑀𝑗𝑘(𝜔) ⋅ 𝑀∗𝑖𝑘(𝜔)
𝜔2 ⋅ d𝜔, (A.34)

with 𝑆𝑖𝑗(𝜔) the cross­power spectral density between the random variables 𝛽𝑖(𝑡)
and 𝛽𝑗(𝑡). The factors 𝑀𝑖𝑗(𝜔), i.e. the control matrices in the frequency domain,
depend on the control propagator 𝑈c(𝑡) = e−i⋅𝐻c(𝑡)⋅𝑡:

𝑀𝑖𝑗(𝜔) = −
i ⋅ 𝜔
2 ∫

𝑇

0
Tr [𝑈†c (𝑡)𝜎𝑖𝑈c(𝑡)𝜎𝑗] ⋅ e𝑖⋅𝜔⋅𝑡d𝑡. (A.35)

For the single­qubit operation, Eq. (A.18) is used to represent the noise­free
Hamiltonian 𝐻c(𝑡). The high­frequency noise sources of interest are fluctuations
in the microwave frequency 𝜔mw(𝑡) = 𝜔mw,nom + 𝛿𝜔mw(𝑡), and fluctuations in
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the microwave envelope 𝜔R(𝑡) = 𝜔R,nom + 𝛿𝜔R(𝑡). It is safe to assume that the
fluctuations 𝛿𝜔mw(𝑡) and 𝛿𝜔R(𝑡) (with power spectral densities 𝑆mw(𝜔) and 𝑆R(𝜔),
respectively) are statistically independent due to the different nature of the noise
source.

With these assumptions, the generalized noise Hamiltonian follows as:

𝐻0(𝑡) = 𝛿𝜔R(𝑡) ⋅ [cos(𝜙) ⋅
𝜎x
2 − sin(𝜙) ⋅

𝜎y
2 ] , (A.36)

in case of amplitude noise, and in case of frequency noise as:

𝐻0(𝑡) = 𝛿𝜔mw(𝑡) ⋅
𝜎z
2 , (A.37)

and the non­zero cross­power spectral densities 𝑆𝑖𝑗(𝜔) are found as:

𝑆xy(𝜔) = −14 ⋅ 𝑆R(𝜔) ⋅ sin(𝜙) ⋅ cos(𝜙) (A.38)

𝑆yx(𝜔) = −14 ⋅ 𝑆R(𝜔) ⋅ sin(𝜙) ⋅ cos(𝜙) (A.39)

𝑆xx(𝜔) = 1
4 ⋅ 𝑆R(𝜔) ⋅ cos(𝜙)

2 (A.40)

𝑆yy(𝜔) = 1
4 ⋅ 𝑆R(𝜔) ⋅ sin(𝜙)

2, (A.41)

in case of amplitude noise, and in case of frequency noise as:

𝑆zz(𝜔) =
1
4 ⋅ 𝑆mw(𝜔). (A.42)

Eq. (A.34) can now be evaluated to find the expected fidelity in case of amplitude
noise (Eq. (A.43)) and microwave frequency noise (Eq. (A.44)).

𝐹 = 1 − 1
2π ∫

∞

−∞

𝑆R(𝜔)
𝜔2R

⋅ |𝐻R(𝜔)|
2 ⋅ d𝜔 (A.43)

𝐹 = 1 − 1
2π ∫

∞

−∞

𝑆mw(𝜔)
𝜔2R

⋅ |𝐻mw(𝜔)|
2 ⋅ d𝜔, (A.44)

where |𝐻R(𝜔)|
2
and |𝐻mw(𝜔)|

2
are the amplitude responses of the filter functions

for the respective type of noise:

|𝐻R(𝜔)|
2 =

sin (𝛼 ⋅ 𝜃2 )
2

𝛼2 (A.45)

|𝐻mw(𝜔)|
2 =

[1 − cos(𝜃) ⋅ cos(𝛼 ⋅ 𝜃)] ⋅ (𝛼2 + 1) − 2 ⋅ 𝛼 ⋅ sin(𝜃) ⋅ sin(𝛼 ⋅ 𝜃)
2 ⋅ (𝛼2 − 1)2

,

(A.46)



A

156 A. Derivations of Qubit Control Specifications

where 𝛼 = 𝜔
𝜔R
, is the frequency normalized to the Rabi frequency.

Note that for the microwave amplitude noise, the frequency axis is defined re­
lative to the Rabi frequency, i.e., the bandwidth relevant for amplitude noise is
proportional to the nominal amplitude. However, in case of white noise, Eq. (A.43)
simplifies to Eq. (A.25) with (Δ𝜔R/𝜔R)

2 = 𝜎2𝜔R/𝜔2R where 𝜎2𝜔R is the noise power.
As can be seen, for a certain fidelity the required SNR (𝜔2R/𝜎2𝜔R) in the qubit’s band
of sensitivity is fixed.

In case of wideband additive noise (𝛿𝜔add(𝑡)), the signal can be better modeled as
𝜔ESR(𝑡) = 2⋅[𝜔R ⋅ cos (𝜔mw ⋅ 𝑡) + 𝛿𝜔add(𝑡)]. The lab frame Hamiltonian (Eq. (A.12))
follows as:

𝐻lab = −𝜔0 ⋅
𝜎z
2 + [𝜔R ⋅ cos (𝜔mw ⋅ 𝑡) + 𝛿𝜔add(𝑡)] ⋅ 𝜎x. (A.47)

Evaluating this Hamiltonian in the rotating frame (Eqs. (A.13) to (A.15) with 𝜔mw =
𝜔0) leads to (after taking the RWA):

𝐻 = 𝜔R ⋅
𝜎x
2 + 𝛿𝜔add(𝑡) ⋅ [cos(𝑡 ⋅ 𝜔0) ⋅ 𝜎x + sin(𝑡 ⋅ 𝜔0) ⋅ 𝜎y] . (A.48)

The first part of this equation is the noise­free Hamiltonian (𝐻c(𝑡) = 𝜔R ⋅
𝜎x
2 ), while

the remainder forms the generalized noise Hamiltonian, with:

𝛽x(𝑡) = 𝛿𝜔add(𝑡) ⋅ cos(𝑡 ⋅ 𝜔0) (A.49)
𝛽y(𝑡) = 𝛿𝜔add(𝑡) ⋅ sin(𝑡 ⋅ 𝜔0) (A.50)
𝛽z(𝑡) = 0. (A.51)

Assuming the additive noise 𝛿𝜔add(𝑡) has a power spectral density 𝑆add(𝜔), the
non­zero cross­power spectral densities 𝑆𝑖𝑗(𝜔) are found as the Fourier transform
of the cross­correlations 𝑅𝑖𝑗(𝜏):

𝑅𝑖𝑗(𝜏) = ∫
∞

−∞
𝛽𝑖(𝑡) ⋅ 𝛽𝑗(𝑡 + 𝜏)d𝑡, (A.52)

which evaluate to:

𝑅xy(𝜏) = 1
2 ⋅ sin(𝜔0 ⋅ 𝜏) ⋅ 𝑅add(𝜏) (A.53)

𝑅yx(𝜏) = −12 ⋅ sin(𝜔0 ⋅ 𝜏) ⋅ 𝑅add(𝜏) (A.54)

𝑅xx(𝜏) = 1
2 ⋅ cos(𝜔0 ⋅ 𝜏) ⋅ 𝑅add(𝜏) (A.55)

𝑅yy(𝜏) = 1
2 ⋅ cos(𝜔0 ⋅ 𝜏) ⋅ 𝑅add(𝜏), (A.56)

where 𝑅add(𝜏) is the auto­correlation of 𝛿𝜔add(𝑡), i.e. the Fourier transform of
𝑆add(𝜔). The sin(𝜔0 ⋅ 𝜏) or cos(𝜔0 ⋅ 𝜏) modulates the spectrum 𝑆add(𝜔), leading
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to:

𝑆xy(𝜔) = 1
4 ⋅ [𝑆add(𝜔 + 𝜔0) − 𝑆add(𝜔 − 𝜔0)] (A.57)

𝑆yx(𝜔) = 1
4 ⋅ [𝑆add(𝜔 − 𝜔0) − 𝑆add(𝜔 + 𝜔0)] (A.58)

𝑆xx(𝜔) = 1
4 ⋅ [𝑆add(𝜔 + 𝜔0) + 𝑆add(𝜔 − 𝜔0)] (A.59)

𝑆yy(𝜔) = 1
4 ⋅ [𝑆add(𝜔 + 𝜔0) + 𝑆add(𝜔 − 𝜔0)] . (A.60)

And the expected fidelity evaluates to (using the symmetry of the power spectral
density):

𝐹 = 1 − 1π ∫
∞

0

𝑆add(𝜔 − 𝜔0)
𝜔2R

⋅ |𝐻add(𝜔)|
2 ⋅ d𝜔, (A.61)

with:

|𝐻add(𝜔)|
2 = |𝐻R(𝜔)|

2 + |𝐻mw(𝜔)|
2 . (A.62)

A.2.4. Jitter
Besides the microwave amplitude, also the signal duration 𝑇 is subject to random
variations, i.e., jitter. This period jitter is determined by the single­sideband phase
noise 𝑆𝜙(𝑓) of the reference clock (period 𝑇clk) used to set the duration [172, 177]:

𝜎𝑇 =
𝑇clk
π √∫

∞

𝑓min

𝑆𝜙(𝑓) ⋅ sin2(π ⋅ 𝑓 ⋅ 𝑇) ⋅ d𝑓. (A.63)

This integral shows that the phase noise, which generally rolls­off with frequency
(Fig. 3.6), is filtered by a high­pass filter (sin2(π⋅𝑓⋅𝑇)) with the corner frequency set
by the duration 𝑇. The resulting variations in the duration, with standard deviation
𝜎𝑇, lead to an infidelity that can be estimated using Eq. (A.27) with Δ𝑇/𝑇 = 𝜎𝑇/𝑇
assuming Gaussian distributed jitter.

A.2.5. Idle Gate
This section discusses other processes that cause the state of the qubit to degrade
during an idle period lasting 𝑇nop, as indicated in Fig. A.2.

In case no microwave signal is applied to the qubits, residual noise on the drive
line can still affect the qubits. Consider the Hamiltonian in the lab frame (Eq. (A.12))
with 𝜔ESR(𝑡) = 2 ⋅ 𝜔Rn(𝑡), where 𝜔Rn(𝑡) is the noise signal with spectral density
𝑆Rn(𝜔). This Hamiltonian can again be split into a noise­free Hamiltonian (𝐻c =
−𝜔0 ⋅ 𝜎z/2) and a generalized noise Hamiltonian 𝐻0(𝑡) = 𝜔Rn(𝑡) ⋅ 𝜎x. It follows that
𝑆xx(𝜔) = 𝑆Rn(𝜔) and all other cross­spectral densities are zero.
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Figure A.2: The state of a qubit is affected during idle times between operations due to, e.g., residual
driving on the ESR­line.

Equation (A.34) can now be evaluated, leading to:

𝐹 = 1 − 1π ∫
∞

−∞
𝑆Rn(𝜔) ⋅ 𝐺(𝜔) ⋅ d𝜔 (A.64)

𝐺(𝜔) =
sin2 [𝑇(𝜔+𝜔0)2 ]
(𝜔 + 𝜔0)2

+
sin2 [𝑇(𝜔−𝜔0)2 ]
(𝜔 − 𝜔0)2

. (A.65)

Using the symmetry of the spectrum 𝑆Rn(𝜔) and by assuming 𝑇 = 𝜃/𝜔R is the time
that would be needed to rotate a qubit by an angle 𝜃 when applying the signal
amplitude for a Rabi frequency 𝜔R:

𝐹 = 1 − 1π ∫
∞

0

𝑆Rn(𝜔)
𝜔2R

⋅ |𝐻n(𝜔)|2 ⋅ d𝜔, (A.66)

where

|𝐻n(𝜔)|2 = 2 ⋅ (
𝜔R

𝜔 − 𝜔0
)
2
⋅ sin2 (𝜃2

𝜔 − 𝜔0
𝜔R

) , (A.67)

which represents the amplitude response of a sinc­shaped band­pass filter centered
around 𝜔0. For 𝜔0 = 0 this would be a low­pass filter with equivalent noise band­
width ENBWn = 𝜔R ⋅ π/|𝜃| and DC­gain |𝐻n(0)|2 = 𝜃2/2. Therefore, a brickwall
approximation of the amplitude response of Eq. (A.67), which would be a good
approximation in case of white noise, is:

|𝐻n(𝜔)|2 ≈ {
𝜃2/2 |𝜔 − 𝜔0| ≤ 𝜔R ⋅ π/|𝜃|
0 elsewhere

. (A.68)

Frequency inaccuracies also affect the qubits while no operation is performed. In
a frame rotating with the oscillator’s frequency, the qubit appears to rotate with
a frequency Δ𝜔 representing the frequency inaccuracy. The fidelity of an identity
operation for a duration 𝑇nop evaluates to:

𝐹 = cos2 (
Δ𝜔 ⋅ 𝑇nop

2 ) , (A.69)



A.2. Derivations for Single­Qubit Operation

A

159

for which the Taylor series expansion follows as:

𝐹 = 1 −
𝑇2nop
4 ⋅ Δ𝜔2 + 𝒪(Δ𝜔4). (A.70)

A residual spurious tone driving the qubit for a duration 𝑇nop while not intended
would also reduce its fidelity. Using the rotating frame Hamiltonian of Eq. (A.18)
with 𝜔0 = 𝜔mw and 𝜔R = 𝜔R,spur results in a fidelity of an identity operation of:

𝐹 = cos2 (
𝜔R,spur ⋅ 𝑇nop

2 ) , (A.71)

for which the Taylor series expansion follows as:

𝐹 = 1 −
𝑇2nop
4 ⋅ 𝜔2R,spur + 𝒪(𝜔4R,spur). (A.72)

A.2.6. Frequency Multiplexing
Driving a certain qubit at a frequency 𝜔0 = 𝜔mw can also influences another qubit at
a frequency 𝜔0,other = 𝜔0+𝜔0,space separated by 𝜔0,space. To simplify the analysis,
again a time­independent Hamiltonian is obtained by moving to a frame rotating
with 𝜔mw (Eqs. (A.13) to (A.15)). In this frame, the other qubit appears to rotate
around the z­axis with a frequency 𝜔0,space. The ideal operation, an identity, can
be described in this frame as:

𝑈ideal = e−i⋅𝜔0,space⋅
𝜎z
2 ⋅𝑇 , (A.73)

whereas the real operation follows as (for 𝜙 = 0):

𝑈real = e−i⋅[𝜔0,space⋅
𝜎z
2 +𝜔R,other⋅

𝜎x
2 ]⋅𝑇 . (A.74)

Recall that the Rabi frequency 𝜔R,other is related to the amplitude of the driving mag­
netic field by 𝜔R,other = 𝐴other ⋅ 𝛾e/2. In general, the required microwave amplitude
for a certain Rabi frequency can be different for the two qubits involved. Therefore
𝜔R,other in the equation above can be considered as the amplitude driving the other
qubit, while 𝜔R is introduced as the amplitude driving a rotation 𝜃 = 𝜔R ⋅ 𝑇 in a
duration 𝑇 on the intended qubit. Equation (A.74) can then be rewritten as:

𝑈real = e
−i⋅𝜃⋅[

𝜔0,space
𝜔R

⋅𝜎z2 +
𝜔R,other
𝜔R

⋅𝜎x2 ]. (A.75)

The fidelity follows as (𝛼 = 𝜔0,space
𝜔R

and 𝛽 = 𝜔R,other
𝜔R

):

𝐹 = |√𝛼2+𝛽2⋅cos(𝜃2√𝛼
2+𝛽2)⋅(1+cos(𝜃𝛼)+𝑖 sin(𝜃𝛼))+𝛼⋅sin(𝜃2√𝛼

2+𝛽2)⋅(𝑖−𝑖 cos(𝜃𝛼)+sin(𝜃𝛼))|
2

4(𝛼2+𝛽2) .
(A.76)

Recall from the fidelity formula (Eq. (A.3)) that the fidelity is unity in case 𝑈†ideal ⋅
𝑈real = 𝐼 (𝐼 is the Identity). To gain more insight into the infidelity of the other qubit,
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the decomposition 𝑈†ideal𝑈real = 𝑥 ⋅ 𝜎x + 𝑦 ⋅ 𝜎y + 𝑧 ⋅ 𝜎z + 𝑙 ⋅ 𝐼 is made. Since |𝑙|2 = 𝐹
and |𝑥|2 + |𝑦|2 + |𝑧|2 + |𝑙|2 = 1, the infidelity equals 1 − 𝐹 = |𝑥|2 + |𝑦|2 + |𝑧|2
and has contributions from X, Y and Z­rotations. Since the Z­rotations can easily
be removed by a software update of the reference frame, the residual infidelity
contributions (1 − 𝐹corr) can be found from the decomposition as:

|𝑥|2 + |𝑦|2 = 𝛽2
𝛼2 + 𝛽2 ⋅ sin

2 (𝜃2 ⋅ √𝛼
2 + 𝛽2) . (A.77)

For 𝛼2 ≫ 𝛽2 (valid for the cases of interest: sufficient qubit spacing and 𝜔R,other ≤
𝜔R):

𝐹corr ≈ 1 −
𝛽2
𝛼2 ⋅ sin

2 (𝜃2 ⋅ 𝛼) ≥ 1 −
𝛽2
𝛼2 , (A.78)

which shows a close resemblance to the power of the Fourier transform of the
rectangular microwave envelope: 4/𝛼2 ⋅ sin2 (𝜃2 ⋅ 𝛼).

A.3. Derivations for Two­Qubit Operation
In this section, and the next, the Hamiltonian will be extended with the singlet and
triplet states, which are defined as:

|𝑆⟩ = 1/√2 [|↑↓⟩ − |↓↑⟩] (A.79)

|𝑇0⟩ = 1/√2 [|↑↓⟩ + |↓↑⟩] (A.80)
|𝑇−⟩ = |↓↓⟩ (A.81)
|𝑇+⟩ = |↑↑⟩ . (A.82)

As discussed in the main text, the following Hamiltonian is used for our 2­qubit
system (ℏ = 1) [66, 181, 182]:

𝐻 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

−𝜔0 0 0 0 0 0
0 𝛿𝜔0

2 0 0 𝑡0 𝑡0
0 0 −𝛿𝜔02 0 −𝑡0 −𝑡0
0 0 0 𝜔0 0 0
0 𝑡0 −𝑡0 0 𝑈 − 𝜖 0
0 𝑡0 −𝑡0 0 0 𝑈 + 𝜖

⎤
⎥
⎥
⎥
⎥
⎥
⎦

. (A.83)

A.3.1. Hamiltonian Eigenenergies
The Hamiltonian of Eq. (A.83) has six eigenvalues. However, as the quantum state
is encoded in the spin state, the two eigenvalues related to the single­dot singlet
states are not analyzed in the following. The remaining four eigenvalues (𝜔𝜆𝑖)
of the Hamiltonian (Eq. (A.83)) have been analyzed for various Larmor frequency
differences 𝛿𝜔0. However, independent of the choice of 𝛿𝜔0:

𝜔𝜆1 = −𝜔0 (A.84)
𝜔𝜆4 = 𝜔0. (A.85)
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First, the case of 𝛿𝜔0 = 0 is analyzed. By taking the 2nd­order Taylor series
expansion around 𝑡0 = 0, i.e., the tunnel coupling small compared to the charging
energy, the eigenenergies are found as:

𝜔𝜆2 = 0 (A.86)

𝜔𝜆3 = −
4 ⋅ 𝑈 ⋅ 𝑡20
𝑈2 − 𝜖2 . (A.87)

Now, the special case of 𝛿𝜔0 = √2⋅𝑡0 is analyzed. By again taking the 2nd­order
Taylor series expansion around 𝑡0 = 0, the eigenenergies are found as:

𝜔𝜆2 = 𝛿𝜔0
2 − 2 ⋅ 𝑈 ⋅ 𝑡

2
0

𝑈2 − 𝜖2 (A.88)

𝜔𝜆3 = −𝛿𝜔02 − 2 ⋅ 𝑈 ⋅ 𝑡
2
0

𝑈2 − 𝜖2 . (A.89)

When removing the Larmor precession:

𝜔′𝜆2 = −
2 ⋅ 𝑈 ⋅ 𝑡20
𝑈2 − 𝜖2 (A.90)

𝜔′𝜆3 = −
2 ⋅ 𝑈 ⋅ 𝑡20
𝑈2 − 𝜖2 . (A.91)

Comparing Eqs. (A.86) and (A.87) with Eqs. (A.90) and (A.91), it appears that
𝜔𝜆2 +𝜔𝜆3 is independent of the choice of 𝛿𝜔0, but that the ratio 𝜔′𝜆2/𝜔

′
𝜆3 changes.

A more in depth analysis shows that the exact, and generally valid, solutions to
𝜔𝜆2 and 𝜔𝜆3 are found by solving Eq. (A.92). Under the assumptions 𝜔𝜆𝑖 ≪ 𝑡0, 𝑈
and 𝑈2−𝑒2 ≫ 𝑡20, 𝛿𝜔20 and 𝛿𝜔20 ≪ 8⋅𝑡20, this equation can be simplified to Eq. (A.93).

𝜔4𝜆𝑖 − 4 ⋅ 𝜔
3
𝜆𝑖 ⋅ 𝑈 + 𝜔

2
𝜆𝑖 ⋅ (−𝛿𝜔

2
0 − 4 ⋅ 𝜖2 − 16 ⋅ 𝑡20 + 4 ⋅ 𝑈2) + 4 ⋅ 𝜔𝜆𝑖 ⋅ 𝑈 (𝛿𝜔20 + 8 ⋅ 𝑡20) + 4 ⋅ 𝛿𝜔20 (𝜖2 − 𝑈2) = 0

(A.92)
𝜔2𝜆𝑖 (−4 ⋅ 𝜖

2 + 4 ⋅ 𝑈2) + 32 ⋅ 𝜔𝜆𝑖 ⋅ 𝑈 ⋅ 𝑡20 + 4 ⋅ 𝛿𝜔20 (𝜖2 − 𝑈2) ≈ 0 (A.93)

As a result, for the case 𝛿𝜔0 < √2 ⋅ 𝑡0, the eigenenergies are found as:

𝜔𝜆2 = −
2 ⋅ 𝑈 ⋅ 𝑡20
𝑈2 − 𝜖2 +

1
2 ⋅
√𝛿𝜔20 + (

4 ⋅ 𝑈 ⋅ 𝑡20
𝑈2 − 𝜖2 )

2

(A.94)

𝜔𝜆3 = −
2 ⋅ 𝑈 ⋅ 𝑡20
𝑈2 − 𝜖2 −

1
2 ⋅
√𝛿𝜔20 + (

4 ⋅ 𝑈 ⋅ 𝑡20
𝑈2 − 𝜖2 )

2

. (A.95)

To show the validity of the simplification of Eq. (A.92) to Eq. (A.93), Fig. A.3 com­
pares the eigenvalues of the Hamiltonian (Eq. (A.83)), with the eigenvalues as
obtained from Eqs. (A.94) and (A.95).
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Figure A.3: The 2­qubit operation speeds𝜔𝜆2 and𝜔𝜆3 versus the interdot tunnel coupling and detuning.
A nominal tunnel coupling 𝑡0n of 1GHz is used. The plots on the top show the eigenvalues of the
Hamiltonian (Eq. (A.83)), whereas the plots on the bottom show the approximation of Eqs. (A.90)
and (A.91). The different colors are used for different values of 𝛿𝜔0 (𝛿𝜔0 = √2 ⋅ 𝑡0/10𝑛, with 𝑛
ranging from 0 for the blue curves upto 5 for the cyan curves.
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Hence, in general:

𝜔𝜆1 = −𝜔0 (A.96)

𝜔𝜆2 ≈ {
−𝜔op+√𝛿𝜔20+𝜔2op

2 0 ≤ 𝛿𝜔0 < √2 ⋅ 𝑡0
−𝜔op+𝛿𝜔0

2 𝛿𝜔0 = √2 ⋅ 𝑡0
(A.97)

𝜔𝜆3 ≈ {
−𝜔op−√𝛿𝜔20+𝜔2op

2 0 ≤ 𝛿𝜔0 < √2 ⋅ 𝑡0
−𝜔op−𝛿𝜔0

2 𝛿𝜔0 = √2 ⋅ 𝑡0
(A.98)

𝜔𝜆4 = 𝜔0, (A.99)

where
𝜔op = 4 ⋅ 𝑡20 ⋅

𝑈
𝑈2 − 𝜖2 . (A.100)

A.3.2. The C­Phase Gate
To perform a C­phase gate, the control parameter must change adiabatically. An
adiabatic change of the control implies that if the qubit state was an eigenvector
(stationary state or eigenstate) of the Hamiltonian, it remains an eigenstate of the
new Hamiltonian after the control change. As a result, the ideal adiabatic operation
to the desired operating point can be described as:

𝑈in = 𝑉, (A.101)

where 𝑉 contains the eigenvectors of the Hamiltonian in the desired operating point
𝐻op, assuming the Hamiltonian is expressed in a basis formed by the eigenvectors
in the original operating point.

Moving back from the desired operating point to this original point can then be
described as:

𝑈out = 𝑉−1. (A.102)

Finally, the operation in the desired operating point can be described as:

𝑈op = e−i⋅𝐻op⋅𝑇 = 𝑉 ⋅ e−i⋅𝐷⋅𝑇 ⋅ 𝑉−1, (A.103)

where the eigenvalue decomposition of 𝐻op = 𝑉 ⋅ 𝐷 ⋅ 𝑉−1 has been used (𝐷 is a
diagonal matrix containing the eigenvalues of 𝐻op).

In total, an adiabatic operation (𝑈) consisting of moving adiabatically to the
desired operating point, operating for a while in this point, and moving back adia­
batically, can be simplified as:

𝑈 = 𝑈out ⋅ 𝑈op ⋅ 𝑈in (A.104)

= 𝑉−1 ⋅ 𝑉 ⋅ e−i⋅𝐷⋅𝑇 ⋅ 𝑉−1 ⋅ 𝑉 (A.105)

= e−i⋅𝐷⋅𝑇 , (A.106)
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which is then a diagonal matrix that only depends on the eigenenergies of the
Hamiltonian:

𝑈cz,lab(𝑡) =
⎡
⎢
⎢
⎢
⎣

e−i⋅𝑡⋅𝜔𝜆1 0 0 0
0 e−i⋅𝑡⋅𝜔𝜆2 0 0
0 0 e−i⋅𝑡⋅𝜔𝜆3 0
0 0 0 e−i⋅𝑡⋅𝜔𝜆4

⎤
⎥
⎥
⎥
⎦

. (A.107)

In the rotating frame this becomes the unitary operation describing the C­phase
gate (Eq. (3.13)) with rotation angle 𝜃cz = −(𝜙Z,A+𝜙Z,B) = −(𝜔𝜆2+𝜔𝜆3)⋅𝑡 = 𝜔op ⋅𝑡.

As long as the adiabatic parts are not too slow, most of the operation oc­
curs at the desired operating point as the exchange interaction is strongest there
(Eq. (3.12)). Consequently, only the effects of signal inaccuracy and noise on 𝑈op
will be considered. Since for the exchange gate the control parameter changes
diabatically, again the analysis will be limited to 𝑈op only.

In case of an inaccuracy in the control parameters, the operation is still described
by the diagonal matrix of Eq. (A.107), and takes the form of Eq. (3.13) in the rotating
frame, however with different angles 𝜙Z,A and 𝜙Z,B. The fidelity of an inaccurate
operation follows as (Eq. (3.3)):

𝐹 = 3
8 + cos (𝜙Z,A,ideal − 𝜙Z,A,real − 𝜙Z,B,ideal + 𝜙Z,B,real)

+ 28 cos (𝜙Z,A,ideal − 𝜙Z,A,real)

+ 28 cos (𝜙Z,B,ideal − 𝜙Z,B,real) ,

(A.108)

where 𝜙Z,A,ideal and 𝜙Z,B,ideal are the acquired phases in case of no inaccuracy, and
𝜙Z,A,real and 𝜙Z,B,real are the acquired phases in case of an inaccuracy in the control
parameter.

Evaluating this formula for inaccuracies in duration (𝑇real = 𝑇 + Δ𝑇), tunnel
coupling (𝑡0real = 𝑡0+Δ𝑡0), and detuning (𝜖real = 𝜖+Δ𝜖), for the different operating
points, lead to the infidely formulas as summarized in Table 3.3, when taking the
2nd­order Taylor series expansion to the inaccuracy (except for the case 𝜖 = 0 for
which a 4th­order Taylor series expansion is used).

A.3.3. The Exchange Gate
In case the control parameter changes diabatically, as required for the exchange
gate, 𝑈in and 𝑈out approximate the identity matrix, and the resulting 2­qubit oper­
ation is described by Eq. (A.103). The relevant eigenenergies (in 𝐷) are given in
Appendix A.3.1.

For 𝛿𝜔0 = 0 and small 𝑡0 (taking the Taylor series expansion), the 4×4 relevant
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entries of the eigenvector matrix can be approximated as:

𝑉−1 =
⎡
⎢
⎢
⎢
⎣

1 0 0 0
0 1

2
1
2 0

0 − 𝑡0
𝑈+𝜖

𝑡0
𝑈+𝜖 0

0 0 0 1

⎤
⎥
⎥
⎥
⎦

. (A.109)

Equation (A.103) can now be evaluated, leading to:

𝑈J′(𝑡) ≈

⎡
⎢
⎢
⎢
⎢
⎣

e−i⋅𝑡⋅𝜔𝜆1 0 0 0
0 e−i⋅𝑡⋅𝜔𝜆2+e−i⋅𝑡⋅𝜔𝜆3

2
e−i⋅𝑡⋅𝜔𝜆2−e−i⋅𝑡⋅𝜔𝜆3

2 0

0 e−i⋅t𝜔𝜆2−e−i⋅𝑡⋅𝜔𝜆3
2

e−i⋅t⋅𝜔𝜆2+e−i⋅𝑡⋅𝜔𝜆3
2 0

0 0 0 e−i⋅𝑡⋅𝜔𝜆4

⎤
⎥
⎥
⎥
⎥
⎦

. (A.110)

In the rotating frame this becomes the unitary operation describing the Exchange
gate (Eq. (3.14)) with rotation angle 𝜃J = −𝜔𝜆3 ⋅ 𝑡 = 𝜔op ⋅ 𝑡. In case 𝜃J = π, a
SWAP operation is obtained.

In case of an inaccuracy in the control parameters, the operation is still de­
scribed by this unitary matrix, however with a different angle 𝜃J. The fidelity of an
inaccurate operation follows as (Eq. (3.3)):

𝐹 = 5
8 +

3
8 ⋅ cos (𝜃J,ideal − 𝜃J,real) , (A.111)

where 𝜃J,ideal is the acquired rotation angle in case of no inaccuracy, and 𝜃J,real is
the acquired rotation angle in case of an inaccuracy in the control parameter.

Evaluating this formula for inaccuracies in duration (𝑇real = 𝑇 + Δ𝑇), tunnel
coupling (𝑡0real = 𝑡0+Δ𝑡0), and detuning (𝜖real = 𝜖+Δ𝜖), lead to the infidely formulas
as summarized in Table 3.3, when taking the 2nd­order Taylor series expansion
to the inaccuracy (except for the case 𝜖 = 0 for which a 4th­order Taylor series
expansion is used).

A.3.4. Idle Gate
Evaluating the fidelity (Eq. (3.3)) of the 2­qubit operations (Eq. (3.13) and Eq. (3.14))
with respect to an identity operation as ideal operation (𝑈ideal = 𝐼), leads to

𝐹I =
3
8 + cos (𝜙Z,A − 𝜙Z,B)

+ 28 ⋅ cos (𝜙Z,A) +
2
8 ⋅ cos (𝜙Z,B)

(A.112)

and

𝐹I =
5
8 +

3
8 ⋅ cos (𝜃J) , (A.113)

for the C­phase gate and exchange gate respectively.
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Figure A.4: Numerical simulation of the noise sensitivity for a C­Phase gate at 90% detuning. The
total integrated noise is kept constant, while the simulation bandwidth was changed, thereby indirectly
changing the noise bandwidth. This simulation was repeated for different amounts of noise power 𝑃n.

Assuming a total acquired phase 𝜃cz = −(𝜙Z,A + 𝜙Z,B), and using the value of
𝜙Z,B as summarized in Table 3.3 for different values of 𝛿𝜔0, simplifies Eq. (A.112)
to:

𝐹I =
⎧

⎨
⎩

1 − 3
16 ⋅ 𝜃

2
cz 𝛿𝜔0 = 0

1 − 7−4√2
16 ⋅ 𝜃2cz 𝛿𝜔0 = 𝜔op

1 − 1
16 ⋅ 𝜃

2
cz 𝛿𝜔0 = √2 ⋅ 𝑡0

, (A.114)

after taking the 2nd order Taylor series expansion to 𝜃cz.
Taking the 2nd order Taylor series expansion to 𝜃J in Eq. (A.113) leads to:

𝐹I = 1 −
3
16 ⋅ 𝜃

2
J . (A.115)

A.3.5. The noise sensitivity
In an initial numerical simulation of the noise sensitivity, a C­Phase gate was con­
sidered at a detuning of 90% of the charging energy. A two­dimensional sweep
was performed, sweeping both the total integrated noise power and the noise band­
width (by changing the simulation bandwidth). The results are shown in Fig. A.4
when the noise is applied to respectively the timing (Fig. A.4a), the charging energy
(Fig. A.4b), the detuning (Fig. A.4c) and the tunnel rate (Fig. A.4d). When the total
integrated noise power remains the same and the noise bandwidth is increased,
the effect on the qubit is expected to decrease if the qubit is only sensitive to low
frequency noise. While this holds for relatively low frequencies, the qubit is again
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Figure A.5: A numerical simulation of the sensitivity of the qubit to detuning noise of different frequen­
cies for different operating regimes. For this simulation, a sinewave with RMS amplitude of 0.1% of the
charging energy is applied on the detuning control.

affected more when high frequency noise is introduced. An exception is for the
timing as only the total duration matters.

In order to get an indication of the noise transfer function for detuning noise,
a simulation is performed where a small­amplitude sinewave is superimposed on
the detuning to emulate narrow­band noise on the detuning. By sweeping the
frequency of this sinewave, the sensitivity to signals/noise at different frequencies
can be determined. This simulation is performed for all operating regimes discussed
in the main text (Exchange gate and C­Phase gate with 3 different Larmor frequency
differences), for both operation at 90% detuning and 10% detuning (in this case
the amplitude of the sinewave is increased 10× as a lower sensitivity is expected).
The result of these simulations are shown in Fig. A.5. A similar simulation was
performed with a sinewave superimposed on the tunnel rate instead. In this case,
the same amplitude of the sinewave is used for operation at 90% detuning and
10% detuning. The result of these simulations are shown in Fig. A.6.

From both Figs. A.5 and A.6, it can be seen that generally the qubit is most
sensitive to low­frequency noise with a bandwidth of ∼ 𝜔op. However, signals/noise
at high frequencies can also significantly affect the qubit. This is most clearly seen
in the simulations of the C­Phase gate with 𝛿𝜔0 = √2 ⋅ 𝑡0 in case of 90% detuning
where a peak is seen at ∼ 67⋅𝜔op. This frequency, and the ones of the other peaks,
correspond to allowed energy transitions (resonances) in the quantum system.
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Figure A.6: A numerical simulation of the sensitivity of the qubit to tunnel rate noise of different
frequencies for different operating regimes. For this simulation, a sinewave with RMS amplitude of 1%
of the tunnel rate is applied on the tunnel rate control.

A.4. Qubit Read­out
For the fidelity, here it is assumed that the post­measurement qubit state is of
interest as well. As a result, the fidelity can be formulated as:

𝐹 = 𝑃charge ⋅ [𝑃sense ⋅ 𝑃detect + (1 − 𝑃sense) ⋅ (1 − 𝑃detect)] , (A.116)

where also a sensing error (1 − 𝑃sense) together with a detection error (1 − 𝑃detect)
could lead to the correct outcome, assuming these probabilities are uncorrelated.
However, when larger fidelities are targeted, and hence smaller errors can be tol­
erated, a good approximation to Eq. (A.116) is given by:

𝐹 ≈ 𝑃charge ⋅ 𝑃sense ⋅ 𝑃detect. (A.117)

The contribution 𝑃charge can be found from the system Hamiltonian. The Hamilto­
nian of Eq. (A.83) is extended with the lowest­energy triplet states (spaced 𝐸ST from
the singlet energy level). For the Hamiltonian, only the charge states with one elec­
tron in each dot and two electrons in the right dot are considered, i.e. in the basis
Ψ = [|↑, ↑⟩ , |↑, ↓⟩ , |↓, ↑⟩ , |↓, ↓⟩ , |0, ↑↑⟩ , |0, ↑↓⟩ , |0, ↓↑⟩ , |0, ↓↓⟩]:
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𝐻 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−𝜔0 0 0 0 √2 ⋅ 𝑡0 0 0 0
0 𝛿𝜔0

2 0 0 0 √2 ⋅ 𝑡0 0 0
0 0 −𝛿𝜔02 0 0 0 √2 ⋅ 𝑡0 0
0 0 0 𝜔0 0 0 0 √2 ⋅ 𝑡0

√2 ⋅ 𝑡0 0 0 0 𝑈 − 𝜖 + 𝐸ST − 𝜔0 0 0 0
0 √2 ⋅ 𝑡0 0 0 0 𝑈 − 𝜖 + 𝐸ST

2
𝐸ST
2 0

0 0 √2 ⋅ 𝑡0 0 0 𝐸ST
2 𝑈 − 𝜖 + 𝐸ST

2 0
0 0 0 √2 ⋅ 𝑡0 0 0 0 𝑈 − 𝜖 + 𝐸ST + 𝜔0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(A.118)
To estimate 𝑃detect, we assume Gaussian distributed noise and a simple meas­

urement discrimination by comparison with a threshold 𝐼t = 𝐼s/2 halfway 0 and 𝐼s
(i.e. the signal for the two charge configurations to distinguish). For that case:

𝑃detect =
1
2 +

1
2 ⋅ erf(

𝐼t
𝜎i√2

) . (A.119)

For an integration time 𝑇read, the filter transfer function is given by:

𝐻read(𝜔) = e−
1
2 i⋅𝜔⋅𝑇read ⋅ 2𝜔 ⋅ sin(

1
2 ⋅ 𝜔 ⋅ 𝑇read) . (A.120)

This filter function has an equivalent noise bandwidth ENBW = 1/(2 ⋅ 𝑇read). The
standard deviation of the noise 𝜎i can be approximated by integrating the noise
power spectral density 𝑆i(𝑓) (assumed flat) in the ENBW of the filter. The standard
deviation of the noise follows as 𝜎2i = 𝑆i/2/𝑇read, leading to:

𝑃detect =
1
2 +

1
2 ⋅ erf(

𝐼s/2
√𝑆i/𝑇read

) . (A.121)
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S PINE – SPIN Emulator – is a tool for the co­simulation of classical electrical
signals with spin­based quantum processors, and was originally introduced in

[191, 192]. The tool was extensively used in deriving the impact of classical control
electronics on the fidelity of a single­electron spin qubit [102]. However, the toolset
can be directly extended to other qubit technologies.

B.1. Introduction
B.1.1. Simulation Platforms
The simulator is implemented in different platforms, with different features/limit­
ations as discussed in the following. Note that only the Verilog­A implementation
can be used with Cadence® for the co­simulation with electronic circuits.

MATLAB
As SPINE was originally written in MATLAB, this implementation contains all features
present in the other platforms. Leveraging the power of MATLAB, it has better plot­
ting functions (e.g., 3D plot) and additional solvers (solver_expm, solver_taylor_
sparse_approx).

This implementation was tested on Windows 10 Pro 64­bit (1903) running MAT­
LAB R2018a 64­bit.

C++
The C++ implementation of the simulator can in principle be used on any host OS,
without the need for MATLAB to be installed on the system. Additionally, by defining
MKL, the Intel© Math Kernel Library (with or without multi­threading [requires MPI])
is used to optimize most calculations. Moreover, there is explicit control over the
used precision, with single precision floating point arithmetic the default, unless
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DOUBLE_PRECISION is defined (advised). Finally, when running on Microsoft Windows,
plotting functions are available, which can be enabled by defining PLOT. All matrices
are stored in row­major order.

This implementation was tested on Windows 10 Pro 64­bit (1903) with MKL
version 2019.5.281, compiled using Visual Studio 2017 (v141) and Windows SDK
Version 10.0.17763.0.

Verilog­A
The Verilog­A implementation is meant for the simulation of the quantum processor
in an electrical circuit simulator supporting Verilog­A models. Because of the limit­
ations of the Verilog­A language, only the following modules are available:

• spine_qubit1: a port of the simulator for one single­electron spin qubit in
the lab frame (system_1_spin) solved using the available analytical solution
(solver_analytical_xz).

• spine_qubit2: a port of the simulator for two single­electron spin qubits, each
with singlet state (system_2_spin_2_singlet), solved using a Taylor series ex­
pansion (solver_taylor).

This implementation was tested on a CentOS 5.11 server (linux kernel 2.6.18­
410.el5) running Cadence® IC6.1.5.500.6 (32­bit) with Spectre version 7.2.0.307.isr10.

More details of the Verilog­A implementation can be found in Appendix B.8.

B.2. SPINE
B.2.1. Hamiltonian Simulation
The evolution of the quantum processor’s state, captured as a vector |𝜓⟩, can be
described by the multiplication with a unitary matrix 𝑈: |𝜓(𝑡)⟩ = 𝑈 ⋅ |𝜓(0)⟩. In
general, finding this operation 𝑈 involves solving the time­dependent Schrödinger
equation:

iℏ ⋅ 𝜕|𝜓(𝑡)⟩𝜕𝑡 = 𝐻(𝑡) ⋅ |𝜓(𝑡)⟩, (B.1)

where 𝐻(𝑡) is the Hamiltonian describing the system. In general, an approximate
solution can be more easily found by simulation. Such a Hamiltonian simulation
relies on the fact that the solution to a time­independent Hamiltonian 𝐻𝑛 is trivially:

𝑈𝑛 = e−i/ℏ⋅𝐻𝑛⋅𝑡 . (B.2)

Then, by approximating the time­dependent Hamiltonian as many time­independent
Hamiltonians 𝐻𝑛 that are valid only for a short duration 𝑡, which are all applied sub­
sequently, the overall operation can be found:

𝑈overall =
1

∏
𝑛=𝑁

𝑈𝑛 = 𝑈𝑁 ⋅ ⋯ ⋅ 𝑈2 ⋅ 𝑈1. (B.3)

This process is called trotterization. Note that the order of the matrix multiplication
matters. Moreover, for simplicity ℏ = 1 throughout SPINE.
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B.2.2. SPINE Simulator Core
The pseudo­code of the core of the SPINE simulator is shown below:
function simulate(𝑖𝑛𝐻𝑎𝑚𝑖𝑙𝑡𝑜𝑛𝑖𝑎𝑛, 𝑜𝑢𝑡𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝑠𝑜𝑙𝑣𝑒𝑟)

𝑈 ← 𝐼
while 𝑖𝑛𝐻𝑎𝑚𝑖𝑙𝑡𝑜𝑛𝑖𝑎𝑛(𝐻, 𝑑𝑡) do

𝑑𝑈 ← 𝑠𝑜𝑙𝑣𝑒𝑟(𝐻 ⋅ 𝑑𝑡)
𝑈 ← 𝑑𝑈 ⋅ 𝑈
𝑜𝑢𝑡𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛(𝑈)

end while
end function

This function calculates the overall operation 𝑈 at any time, given the user­provided
Hamiltonian𝐻 and time step 𝑑𝑡 at that time (through the callback function inHamiltonian)
and passes the resulting 𝑈, at that time, back to the user (through the callback
function outOperation). The user needs to provide a solver(arg) that calculates
e−i⋅arg.

If instead of a simulation of the full quantum operation, only a simulation of the
quantum state is desired, the faster simulation as shown below is executed:
function simulate(𝑖𝑛𝐻𝑎𝑚𝑖𝑙𝑡𝑜𝑛𝑖𝑎𝑛, 𝑜𝑢𝑡𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝑠𝑜𝑙𝑣𝑒𝑟, 𝑠𝑡𝑎𝑡𝑒)

while 𝑖𝑛𝐻𝑎𝑚𝑖𝑙𝑡𝑜𝑛𝑖𝑎𝑛(𝐻, 𝑑𝑡) do
𝑑𝑈 ← 𝑠𝑜𝑙𝑣𝑒𝑟(𝐻 ⋅ 𝑑𝑡)
𝑠𝑡𝑎𝑡𝑒 ← 𝑑𝑈 ⋅ 𝑠𝑡𝑎𝑡𝑒
𝑜𝑢𝑡𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛(𝑠𝑡𝑎𝑡𝑒)

end while
end function

This function calculates the quantum state 𝑠𝑡𝑎𝑡𝑒 at any time, given the user­
provided Hamiltonian 𝐻 and time step 𝑑𝑡 at that time (through the callback func­
tion inHamiltonian) and passes the resulting 𝑠𝑡𝑎𝑡𝑒, at that time, back to the
user (through the callback function outOperation). The user needs to provide
a solver(arg) that calculates e−i⋅arg.

The advantages of such a generic setup using callbacks are as follows:

• Allows for dynamic time step size.

• There is no requirement for a predetermined number of points or simulation
time.

• There is no requirement for a predetermined signal; it can be generated based
on previous simulation points if desired.

• There is freedom in what to do with the simulated operation/state at any time
instance, e.g. plot or save every Nth point.

B.2.3. Functions
simulate

The function prototype of simulate in MATLAB and C++, respectively, is:
1 function simulate(dim, inHamiltonian, outOperation, solver, varargin)
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1 void simulate(unsigned int dim,
2 bool(*inHamiltonian)(complex * H, realnum * dt),
3 void(*outOperation)(complex * U),
4 void(*solver)(unsigned int dim, complex * H, complex * dU));
5 void simulate(unsigned int dim,
6 bool(*inHamiltonian)(complex * H, realnum * dt),
7 void(*outOperation)(complex * U),
8 void(*solver)(unsigned int dim, complex * H, complex * dU),
9 complex * state);

The dimension of the Hamiltonian should be passed in dim. Additionally, handles to
the functions inHamiltonian, outOperation and solver should be passed. For the
C++ implementation, additional optimized functions are available when using real­
valued Hamiltonians (arg is real). In both the MATLAB and C++ implementation, an
additional optional argument state can be passed in which case only the quantum
state evolution, instead of the full quantum operation, is simulated, assuming initial
state state.

inHamiltonian

The function prototype of inHamiltonian in MATLAB and C++, respectively, is:
1 function [run, H, dt] = inHamiltonian()

1 bool inHamiltonian(complex * H, realnum * dt);

For the MATLAB implementation, run, specifies whether the simulation should con­
tinue or not, whereas this is returned as boolean variable in the C++ implement­
ation. For the C++ implementation, the memory regions passed as arguments (H
and dt) are filled by the function inHamiltonian. For the C++ implementation, an
additional optimized function is available when using real­valued Hamiltonians.

Several Hamiltonians for different spin systems are provided in the MATLAB
package spine.systems and the C++ namespace spine::systems. For more in­
formation, see Appendix B.3.

outOperation

The function prototype of outOperation in MATLAB and C++, respectively, is:
1 function outOperation(U)

1 void outOperation(complex * U);

Several helper functions for plotting the operation/state and calculating the fidel­
ity of the operation are provided in MATLAB as spine.plot*() and spine.fidelity()

), respectively, and in C++ as spine::Plot() and spine::fidelity(), respectively.
For more information, see Appendix B.4.

solver

The function prototype of solver in MATLAB and C++, respectively, is:
1 function dU = solver(dim, arg)

1 void solver(unsigned int dim, complex * arg, complex * dU);
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The dimension of the argument arg should be passed in dim. For the C++ imple­
mentation, the memory region passed as argument (dU) is filled by the function
solver. For the C++ implementation, additional optimized functions are available
when using real­valued Hamiltonians (arg is real).

Several solvers are provided in the MATLAB package spine.solvers and the C++
namespace spine::solvers. For more information, see Appendix B.5.

B.3. Implemented Spin Systems
For the simulation of single­qubit gates on an isolated quantum dot, a good approx­
imation is obtained when only considering the spin­up and spin­down states of the
electron, i.e.: |𝜓⟩ = 𝛼0 ⋅ |↑⟩ +𝛼1 ⋅ |↓⟩, where |↑⟩ and |↓⟩ can be considered the qubit
states |0⟩ and |1⟩ respectively. The state vector only contains 2 complex numbers,
and the matrices involved in the simulation are 2 × 2.

The Hamiltonian of the spin qubit with the energy levels split by the Zeeman
energy ℏ𝜔0 under excitation by a signal 𝑥(𝑡) in a perpendicular magnetic field is
given by (setting ℏ = 1):

𝐻(𝑡) = −𝜔0
𝜎𝑧
2 + 𝑥(𝑡)

𝜎𝑥
2 (B.4)

where 𝜎𝑥 and 𝜎𝑧 are the X and Z Pauli matrices. In general, the signal 𝑥(𝑡) is a
sinusoidal signal with frequency 𝜔0 and varying amplitude.

For the simulation of two qubits, it would seem sufficient to simply take the qubit
state as |𝜓⟩ = 𝛼00⋅|↑↑⟩+𝛼01⋅|↑↓⟩+𝛼10⋅|↓↑⟩+𝛼11⋅|↓↓⟩with a Hamiltonian𝐻 = 𝐻𝐴⊕𝐻𝐵
where 𝐻𝑖 describes the physics of a single quantum dot. This is indeed sufficient for
the simulation of single­qubit operations on multiple isolated qubits. However, for
the simulation of two­qubit gates at least one more energy level should be included
in the simulation that is responsible for the qubit interactions in the physical system:
|𝜓⟩ = 𝛼00 ⋅ |↑↑⟩+𝛼01 ⋅ |↑↓⟩+𝛼10 ⋅ |↓↑⟩+𝛼11 ⋅ |↓↓⟩+𝛼𝑆0 ⋅ |𝑆0⟩ where |𝑆0⟩ describes the
lowest energy state (a Singlet state) where both electrons have moved into one of
the quantum dots. The corresponding system Hamiltonian, now also of size 5 × 5,
is given by [66]:

𝐻 =

⎡
⎢
⎢
⎢
⎢
⎣

−𝜔0,𝐴+𝜔0,𝐵2 0 0 0 0
0 −𝜔0,𝐴−𝜔0,𝐵2 0 0 𝑡0
0 0 𝜔0,𝐴−𝜔0,𝐵

2 0 −𝑡0
0 0 0 𝜔0,𝐴+𝜔0,𝐵

2 0
0 𝑡0 −𝑡0 0 𝑈 − 𝜖

⎤
⎥
⎥
⎥
⎥
⎦

(B.5)

where for simplicity the driving term 𝑥(𝑡) has been left out. The tunnel coupling 𝑡0
and detuning 𝜖 are generally time­varying signals. This Hamiltonian allows for the
simulation of the controlled­Z gate at a detuning (𝜖 ≈ 𝑈).

However, for the simulation of e.g. a controlled­Z gate at no detuning, or a SWAP
gate, the state vector has to be expanded with the |0𝑆⟩ state, describing that both
electrons can also go into the other quantum dot. For more accurate simulations,
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as also required for the simulation of a qubit measurement by pauli­spin blockade,
even higher energy levels have to be included.

Due to the fact that it is not sufficient to only simulate two energy levels for a
single quantum bit, the simulation complexity grows very rapidly for larger qubit sys­
tems. Considering an isolated system (the number of electrons does not change),
where only the lowest states with 2 electrons in a single dot are considered (the
Singlet states), the length of the state vector (Dimension) grows as:

Qubits Dimension
2 6
3 20
4 70
5 252
6 924

In MATLAB the following systems are currently available for simulation (in the
package spine.systems):

• spine.systems.system_spin

– spine.systems.system_1_spin

– spine.systems.system_1_spin_rwa

– spine.systems.system_2_spin_1_singlet

– spine.systems.system_2_spin_2_singlet

– spine.systems.system_2_spin_1_singlet_triplet

– spine.systems.system_2_spin_2_singlet_triplet

– spine.systems.system_n_spin_n_singlet

• spine.systems.system_1_singlet_triplet

• spine.systems.system_dispersive_readout

In C++ the following systems are currently available for simulation (in the namespace
spine::systems):

• spine::systems::system_spin

– spine::systems::system_1_spin

– spine::systems::system_1_spin_rwa

– spine::systems::system_2_spin_1_singlet

– spine::systems::system_2_spin_2_singlet

– spine::systems::system_2_spin_1_singlet_triplet

– spine::systems::system_2_spin_2_singlet_triplet

– spine::systems::system_n_spin_n_singlet

• spine::systems::system_1_singlet_triplet

• spine::systems::system_dispersive_readout
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B.3.1. system_spin

Each of the system_*_spin classes is derived from the system_spin base class that
contains most of the functionality for simulating any number of single­electron spin
qubits with any number of energy levels per dot considered (the 0 and 1 computa­
tional states, with optional singlet and triplet energy levels).

This base class contains the storage and general getters/setters for the Hamilto­
nian properties (Larmor frequency, Rabi frequency, charging energy, singlet­triplet
energy splitting) and control variables (microwave signal, detuning signal, tunnel
control signal) for every dot.

Additionally, it contains helper functions initialize and measure (measureST) to
initialize a state vector to the ground state of the system and to measure the state
of every qubit in the X,Y,Z basis (or the singlet and triplet occupancy probability of
the dot), respectively. Optionally, a time 𝑡 can be passed to the function measure to
measure the state in the rotating frame at time 𝑡 instead of the lab frame. These
functions, however, rely on an implementation of the following functions in the
derived class:

• getIndex: given the desired state of every quantum dot, passed as argument,
returns the corresponding index in the state vector/Hamiltonian.

• getIndexMeasurement: given a dot and the state of interest, passed as argu­
ment, returns all indices in the state vector/Hamiltonian where that dot is in
the desired state.

• getDimension: returns the dimension of the state vector/Hamiltonian.

On top of the measure functions, additional plot functions are provided to plot the
X,Y,Z measurement probability for every dot in a Bloch sphere (MATLAB) or a simple
2D plot (C++, Windows only), see Appendix B.4.

system_1_spin

This class contains the 2×2 real­valued Hamiltonian of 1 single­electron spin­qubit
in a single quantum dot, considering only the energy levels of the 0 and 1 states.

system_1_spin_rwa

This class contains the 2 × 2 complex Hamiltonian of 1 single­electron spin­qubit
in a single quantum dot, in the rotating frame with rotating wave approximation,
considering only the energy levels of the 0 and 1 states.

system_2_spin_1_singlet

This class contains the 5×5 real­valued Hamiltonian of 2 single­electron spin­qubits
in a double quantum dot, considering only the energy levels of the 0 and 1 states.
Additionally, the singlet state energy level of one of the dots is included to allow
for basic 2­qubit operations. For simplicity, a single microwave drive line and a
common Rabi frequency is assumed for the two dots.
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system_2_spin_2_singlet

This class contains the 6×6 real­valued Hamiltonian of 2 single­electron spin­qubits
in a double quantum dot, considering the energy levels of the 0 and 1 states, and
the singlet state for both quantum dots. For simplicity, a single microwave drive
line and a common Rabi frequency and charging energy are assumed for the two
dots. Moreover, only the relative detuning of the two dots is considered.

system_2_spin_1_singlet_triplet

This class contains the 8×8 real­valued Hamiltonian of 2 single­electron spin­qubits
in a double quantum dot, considering only the energy levels of the 0 and 1 states.
Additionally, the energy levels of the singlet and 3 triplet states of one of the dots is
included to allow for basic 2­qubit operations and simulation of Pauli­spin blockade
readout. For simplicity, a single microwave drive line and a common Rabi frequency
is assumed for the two dots.

system_2_spin_2_singlet_triplet

This class contains the 12 × 12 real­valued Hamiltonian of 2 single­electron spin­
qubits in a double quantum dot, considering the energy levels of the 0 and 1 states,
singlet state and 3 triplet states for both quantum dots. For simplicity, a single
microwave drive line and a common Rabi frequency, charging energy and singlet­
triplet energy splitting are assumed for the two dots. Moreover, only the relative
detuning of the two dots is considered.

system_n_spin_n_singlet

This class contains the real­valued Hamiltonian of 𝑁 single­electron spin­qubits in
𝑁 quantum dots (𝑁 ≥ 2). For each quantum dot the energy levels of the 0 and 1
states, and the singlet state is simulated.

B.3.2. system_1_singlet_triplet

This class contains the 2 × 2 real­valued Hamiltonian of 1 singlet­triplet qubit in a
double quantum dot, considering only the energy levels of the 0 and 1 states.

Similar as for the system_spin class, this class contains the storage and general
getters/setters for the Hamiltonian properties (magnetic field gradient) and control
variables (exchange interaction).

Additionally, it contains helper functions initialize and measure to initialize a
state vector to the ground state of the system and to measure the state of the
qubit in the X,Y,Z basis, respectively. On top of the measure function, additional
plot functions are provided to plot the X,Y,Z measurement probability for the dot
in a Bloch sphere (MATLAB) or a simple 2D plot (C++, Windows only).

B.3.3. system_dispersive_readout

Finally, the master equation governing dispersive readout has been rewritten in the
form of a complex 2×2 non­Hermitian ‘Hamiltonian’ (not a true Hamiltonian as the
resulting operation is not unitary). The implemented master equation is given by
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[237]:
d𝑃1(𝑡)
d𝑡 + Γ0𝑃1(𝑡) = Γ+(𝑡) (B.6)

where 𝑃1 is the probability of the electron being in the dot and Γ+ is the tunnel rate:

Γ+(𝑡) =
Γ0

1 + eΔ𝐸(𝑡)/𝑘𝐵/𝑇
(B.7)

where 𝑘𝐵 is the Boltzmann constant, 𝑇 the temperature, Δ𝐸(𝑡) the time­dependent
energy difference and Γ0 is the constant tunnel rate away from the degeneracy.

Similar as for the system_spin class, this class contains the storage and general
getters/setters for the Hamiltonian properties (electron temperature, tunnel rate
and lever arm) and control variables (gate voltage).

Additionally, it contains helper functions initialize and measure to set the initial
probability and to measure the probability respectively. On top of the measure func­
tion, additional plot functions are provided to plot the measurement probability of
the electron being in the dot in a simple 2D plot (MATLAB, Windows only for C++).

B.4. Helper Functions
For calculating the fidelity of a 2 × 2 unitary operation, the following functions are
available in MATLAB and C++ respectively:

1 function F = fidelity(dim, U, varargin)

1 realnum fidelity(unsigned int dim, complex * U, complex * Uideal);
2 realnum fidelity(unsigned int dim, complex * U, realnum theta, realnum phi)

;

where the dimension of the unitary (i.e. 2) needs to be passed in the argument
dim, and the unitary operation in U. Next, either a single argument must be passed
containing the ideal unitary operation Uideal, or two arguments follow: the rotation
angle theta and rotation axis phi of the ideal rotation.

B.4.1. Plotting in MATLAB
For plotting in MATLAB, the following function draws a simple 3D Bloch sphere:

1 function plotBlochSphere()

This function is for instance used in the base class system_spin (see Appendix B.3.1)
in the plot function, which takes the following arguments:

1 function plot(obj, state_or_U, t, varargin)

where state_or_U is either the quantum state or the unitary operation (in which case
an initial ground state initialization is assumed to determine the state to visualize).
The argument t is used to determine the measurement probability in the lab frame,
which is shown by default. By passing a first optional argument plot_lab_style
, the measurement probability in the lab frame is also shown as either an arrow
(plot_lab_style = 1) or a full trace (plot_lab_style = 2). By passing a second
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optional argument plot_st, additional plots of the singlet­triplet state occupancy
of the dot are generated. When plot_st = 1, only the singlet state occupancy is
plotted; when plot_st = 2, the expected number of electrons in the dot is plotted.

Finally, the following function plots the eigenenergy diagram of a double dot
spin system (i.e. the energy levels of the various states versus detuning):

1 function plotEigenEnergies(system, varargin)

where the system is passed in the argument system. By default the detuning is
swept from ­1.25 to 1.25 times the charging energy with 1001 points. By passing
a second optional argument points this number can be changed.

B.4.2. Plotting in C++
Note: these plotting functions are only available under Windows and require PLOT

to be defined!
The class Plot is used for plotting and has the following constructors:

1 Plot(LPCWSTR name, unsigned int points = 100);
2 Plot(LPCWSTR name, unsigned int points, double * xdata, double * ydata,

BYTE r, BYTE g, BYTE b, double xmin, double xmax, double ymin, double
ymax);

3 Plot(LPCWSTR name, unsigned int points, double * ydata, BYTE r, BYTE g,
BYTE b, double xmin, double xmax, double ymin, double ymax);

where name is the title of the plotting window, points is the number of points (ex­
pected) to be plotted. Optionally, a curve can directly be plotted by passing the
ydata and optionally the xdata along with the desired plotting color (r, g, b) and
plot window limits (xmin, xmax, ymin, ymax).

An additional curve can be added through the method:
1 void add(BYTE r = 0, BYTE g = 0, BYTE b = 0, double xmin = 0, double xmax =

0, double ymin = 0, double ymax = 1);

which again takes the desired plotting color and plot window limits. Next, a handle
to the curve can be obtained through the method:

1 PlotSeries * get(unsigned int n);

where n is the curve number (starting from 0 for the first curve that was added).
For each of these curves, points can later be added, and the window limits can be
changed, through the following methods of PlotSeries:

1 void add(double x, double y);
2 void xlim(double xmin, double xmax);
3 void ylim(double ymin, double ymax);

When using the latter 3 functions, a redraw must be forced by calling the redraw()

method of the Plot class.
These plotting functions are for instance used in the base class system_spin (see

Appendix B.3.1) in the plot* methods:
1 void plotSetup(unsigned int points = 100, double xmin = 0, double xmax = 0)

;
2 void plotAddU(complex * U, realnum t = 0, bool plot_lab = false);
3 void plotAdd(complex * state, realnum t = 0, bool plot_lab = false);
4 void plot();
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From these functions, plotSetup can optionally be called before starting a simulation
to setup up the number of points that will be plotted and the x­scale (alternatively,
the x­scale will be adjusted with every point added), which can significantly speed­
up the plotting. The functions plotAddU and plotAdd are used to add a plot point for
the simulated unitary operation (again assuming an initial ground state initialization)
or quantum state, equivalent to the MATLAB function plot(obj, state_or_U, t,

varargin) (see Appendix B.4.1). The argument t is used to determine the meas­
urement probability in the rotating frame, which is shown by default. By passing
setting the optional argument plot_lab to true, the measurement probability in the
lab frame is also shown as a full trace. Unlike for the MATLAB implementation, an
additional call to the plot method is required to update the actual graphics with the
added points when desired.

Note: After all simulations/calculations are finished, the endless loop Plot::run()
must be called, which handles the Windows GUI message loop that takes care of
the GUI actions, such as plot window resizing/closing.

B.5. Implemented Solvers
In MATLAB the following solvers are currently available (in the package spine.

solvers):

• spine.solvers.solver_analytical_xz

• spine.solvers.solver_expm

• spine.solvers.solver_diagonalization

• spine.solvers.solver_taylor

• spine.solvers.solver_taylor_sparse_approx

In C++ the following solvers are currently available (in the namespace spine::

solvers):

• spine::solvers::solver_analytical_xz

• spine::solvers::solver_diagonalization

• spine::solvers::solver_taylor

B.5.1. solver_analytical_xz

This solver uses the analytical solution available in the case of a real­valued 2 × 2
Hamiltonian of the following form:

𝐻 = 𝑎 ⋅ 𝜎𝑥 + 𝑏 ⋅ 𝜎𝑧 (B.8)

where 𝜎𝑥 and 𝜎𝑧 are the Pauli­X and Pauli­Z matrices, respectively, and 𝑎 and 𝑏 are
real numbers.
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B.5.2. solver_expm

This solver uses the expm function available in MATLAB to evaluate the matrix ex­
ponential.

B.5.3. solver_diagonalization

This solver calculates the matrix exponential using the eigenvalue decomposition.
The Hamiltonian is assumed to be Hermitian (symmetric in case of a real­valued
Hamiltonian).

B.5.4. solver_taylor

This solver approximates the matrix exponential using the Taylor series expansion
upto an order that is set by the MATLAB global variable solver_taylor_accuracy

or the C++ local variable accuracy. For increased accuracy, it uses the scaling­
and­squaring method with scaling factor 2𝑁 where 𝑁 is set by the MATLAB global
variable solver_taylor_scaling or the C++ local variable scaling. Default values
are provided.

B.5.5. solver_taylor_sparse_approx

Same as the solver_taylor, but uses sparse matrices (available in MATLAB only). To
ensure efficient use of sparse matrices, during the squaring step, all elements with
magnitude below a certain level (set by the MATLAB global variable solver_taylor_

tolerance) are discarded. While this reduces the simulation accuracy, it allows for
significantly faster simulation of larger spin qubit systems.

B.6. Examples
Currently, equivalent examples are provided for the MATLAB and C++ implement­
ation demonstrating each of the currently implemented spin systems:

• example_1_spin

• example_1_spin_rwa

• example_2_spin_1_singlet

• example_2_spin_2_singlet

• example_2_spin_1_singlet_triplet

• example_2_spin_2_singlet_triplet

• example_n_spin_n_singlet

• example_1_singlet_triplet

• example_dispersive_readout
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B.6.1. example_1_spin

This example demonstrates a 𝜋­rotation on a single­electron spin qubit using a
rectangular envelope. Every Nplotth unitary operation is plotted in the Bloch sphere,
in both the lab frame and the rotating frame. Finally, the fidelity of the operation is
calculated from the ideal rotation angle/axis and printed.

B.6.2. example_1_spin_rwa

This example demonstrates a 𝜋/2­rotation along the X­axis followed by a 𝜋/2­
rotation along the Y­axis on a single­electron spin qubit in the rotating frame using
a rectangular envelope. Every Nplotth unitary operation is plotted in the Bloch
sphere, in the rotating frame (with additional arrow). Finally, the fidelity of the
operation is calculated from the ideal unitary operation and printed.

B.6.3. example_2_spin_1_singlet

In this example, a controlled­NOT (CNOT), based on a 2­qubit CZ­gate at detuning,
is demonstrated, where for the first CNOT the control qubit is in the ground state,
and for the second CNOT the control qubit is in the excited state. Gaussian en­
velopes are used for the microwave control signal, which is frequency multiplexed
over the 2 qubits. Every Nplotth unitary operation is plotted in the Bloch sphere, in
both the lab frame (shown as an arrow) and the rotating frame.

B.6.4. example_2_spin_2_singlet

In this example, a SWAP gate is demonstrated at detuning for a double dot. Ad­
ditionally, a simulation of the quantum state, instead of the unitary operation, is
used, as the initial state is chosen differently for both qubits. Every Nplotth state is
plotted in the Bloch sphere, in the rotating frame.

B.6.5. example_2_spin_1_singlet_triplet and example_2_spin_2_singlet_triplet

These examples demonstrate Pauli­spin blockade readout of a double quantum
dot. Initially both qubits are in the ground state, and no charge is transferred when
adiabatically detuning the quantum dots, whereas later charge is transferred as one
qubit is rotated into the excited state. Every Nplotth unitary operation is plotted in
the Bloch sphere, in the rotating frame.

B.6.6. example_n_spin_n_singlet

In this example 4 qubits are simulated and every Nplotth state is plotted, with the
following instructions executed in sequence:

1. Rotate qubit 1 from 0 to 1 using a microwave signal

2. SWAP between qubit 1 and qubit 2 using the tunnel coupling

3. Rotate qubit 3 and qubit 4 in plane using a microwave signal

4. CZ­gate between qubit 1/qubit 3 and qubit 2/qubit 4
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5. Rotate qubit 3 and qubit 4 out plane using a microwave signal, out of phase

6. Pauli­spin blockade measurement of qubit 3 with respect to qubit 4

7. Rotate qubit 1 using a microwave signal

B.6.7. example_1_singlet_triplet

In this example, a 𝜋­rotation along the Y­axis is demonstrated on a singlet­triplet
qubit using a composite pulse comprising 2 rectangular pulses with different amp­
litude and duration. Additionally, this example demonstrates the use of a variable
timestep, as both rectangular pulses are simulated with a different timestep. Every
Nplotth unitary operation is plotted in the Bloch sphere, in the lab frame. Finally,
the fidelity is calculated and printed given the ideal rotation angle and axis.

B.6.8. example_dispersive_readout

In this example, dispersive gate readout is demonstrated. A sinusoidal gate voltage
is applied and the resulting dot occupancy is simulated. Finally, from this occu­
pancy, the expected gate current is calculated and plotted. The resulting wave­
forms depend on the drive frequency relative to the tunnel coupling (capacitive vs.
resistive regimes).

B.7. Templates
Below are the templates for a typical SPINE program written in MATLAB and C++.
In these templates, <SYSTEM>, <SET>, <VALUE>, <POINTS> and <SOLVER> should be
adjusted to the needs.

B.7.1. MATLAB
1 % Global variables
2 global nsim;
3 global Nsim;
4 global system;
5

6 % Create the system
7 system = spine.systems.<SYSTEM>();
8 system.<SET>(<VALUE>);
9

10 % Simulate the system
11 nsim = 0;
12 Nsim = <POINTS>;
13 spine.simulate(system.getDimension(), @inHamiltonian, @outOperation, @spine

.solvers.<SOLVER>);
14

15 function [run, H, timestep] = inHamiltonian()
16 global nsim;
17 global Nsim;
18 global system;
19

20 i f (nsim < Nsim)
21
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22 % Set the signal at this time instance
23 system.<SET>(<VALUE>);
24

25 % Update the Hamiltonian accordingly
26 H = system.updateHamiltonian();
27

28 % Provide the current timestep, and continue the simulation
29 timestep = <TIMESTEP>;
30 run = true;
31

32 else
33 run = false;
34 H = [];
35 timestep = [];
36 end
37 end
38

39 function outOperation(U)
40 global nsim;
41 global Nsim;
42

43 % Plot, print, store
44 ...
45

46 % Continue the simulation
47 nsim = nsim + 1;
48 i f (nsim == Nsim)
49

50 % Last point
51 ...
52

53 end
54

55 end

B.7.2. C++
1 // Includes
2 #include ”spine/simulate.h”
3 #include ”spine/math.h”
4 #include ”spine/systems/<SYSTEM>.h”
5 #include ”spine/solvers/<SOLVER>.h”
6

7 // Namespaces
8 using namespace spine::math;
9

10 // Function prototypes
11 bool inHamiltonian(realnum * H, realnum * dt);
12 void outOperation(complex * U);
13

14 // Private global variables/constants
15 stat ic spine::systems::<SYSTEM> spin_system = spine::systems::<SYSTEM>();
16 stat ic const realnum dt = (realnum) 10e­12;
17 stat ic int Nsim, nsim;
18

19 int main(void)
20 {
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21 // Create the system
22 spin_system.<SET>(<VALUE>);
23

24 // Simulate the system
25 nsim = 0;
26 Nsim = <POINTS>;
27 spine::simulate(spin_system.getDimension(), inHamiltonian, outOperation,

spine::solvers::<SOLVER>);
28 }
29

30 bool inHamiltonian(realnum * H, realnum * dt)
31 {
32 i f (nsim < Nsim)
33 {
34 // Set the signal at this time instance
35 spin_system.<SET>(<VALUE>);
36

37 // Update the Hamiltonian accordingly
38 spin_system.updateHamiltonian(H);
39

40 // Provide the current timestep, and continue the simulation
41 *dt = ::dt;
42 return true;
43 }
44 return false;
45 }
46

47 void outOperation(complex * U)
48 {
49 // Plot, print, store
50 ...
51

52 // Continue the simulation
53 nsim++;
54 i f (nsim == Nsim)
55 {
56 // Last point
57 ...
58 }
59 }

B.8. Verilog­A
As advanced electrical circuit simulators use quasi­static time­domain solvers, they
provide a favorable environment for the inclusion of a time­discrete Hamiltonian
simulation. Using Cadence® as a framework, the quantum physical system is in­
cluded in the electrical simulation as a module that takes as input the control signals
for the quantum system and outputs the quantum operation (Figs. B.1 and B.2).

In the Verilog­A implementation, only modules emulating either one single­
electron spin qubit (Fig. B.1) or a system of two coupled single­electron spin qubits
(Fig. B.2) are currently available:

• spine_qubit1: a port of the simulator for one single­electron spin qubit in
the lab frame (system_1_spin) solved using the available analytical solution
(solver_analytical_xz).
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• spine_qubit2: a port of the simulator for two single­electron spin qubits, each
with singlet state (system_2_spin_2_singlet), solved using a Taylor series ex­
pansion (solver_taylor).

Figure B.1: Two modules, each emulating one single­electron spin qubit, have been instantiated as a
verilog­A module in the electrical circuit simulator; the two qubits are uncoupled and cannot be en­
tangled.

Figure B.2: A system of two coupled single­electron spin qubits is included as a verilog­A module in the
electrical circuit simulator.

The inputs to the Verilog­A blocks are the electrical signals applied to the quan­
tum processor (Figs. B.1 and B.2; signal is the RF­signal, e for detuning the
quantum dots and t0 to control the tunnel coupling) and init to reset the op­
eration to the identity matrix. The resulting complex operation 𝑈, which can be
used to calculate the operation fidelity, is available at the output with separated
real (Ureal<>) and imaginary (Uimag<>) parts in row­major order. Parameters
of the physical system are set as a module parameter when instantiating the mod­
ule in the circuit schematic (Figs. B.1 and B.2; Ec is the charging energy of the
quantum dot, f0 the spin precession frequency, fR the rotation frequency at 1­V
RF­signal1, beta the tunnel coupling at 1 V and alpha the detuning energy at 1 V).

While the time step control of a transient simulation is managed by the circuit

1Note that typically much smaller signal amplitudes are used, and hence fR should be set to a high
value to get the desired Rabi frequency at this smaller signal amplitude.
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simulator, which relaxes the time step when tolerable, a maximum time step is set
by the Verilog­A module to ensure accurate simulation of the quantum physics.



C
Horse Ridge measurement

setup

I n this appendix, the details of the measurement setup used to test Horse Ridge(Chapters 6 and 7) are disclosed.

C.1. Horse Ridge Motherboard
Horse Ridge is flipchip packaged in a 19×19mm BGA package with 324 balls, most
of which are for grounding. On the package, 2 nF local decoupling capacitors are
placed for the various supplies. A motherboard hosting the packaged chip has been
designed to operate at cryogenic temperatures implementing additional supply de­
coupling (330 µF, 100 µF and 22µF tantalum capacitors, and 1 µF and 47 nF NP0­
type ceramic capacitors) and cryogenic LDOs (Fig. C.1). The LDO design is based
on the design presented in [238], with added frequency compensation to achieve
stability at cryogenic temperatures. When integrated in the dilution refrigerator,
copper lines (∼ 3Ω) are used to supply the input current, and more resistive phos­
phor bronze lines are used to supply the reference and to measure back the LDO
output voltage (Fig. C.1).

Horse Ridge has various on­chip temperature sensing diodes available, 8 of
which have the cathode directly pad­accessible (anode grounded). As long resistive
lines connect the motherboard to the rest of the setup (Appendix C.2), a force/sense
connection is implemented on the PCB, and only half of the diodes are connected
due to the limited wiring available in the setup (Fig. C.1).

Two on­chip Multiplexer (MUX)es allow the measurement of various on­chip
voltages/currents, and the application of an external reference current bypassing
the on­chip reference generator. As the MUX output can be brought into high­
impedance mode, the outputs from the different transmitters can be shared. For
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the external reference current, local 100 nF NP0­type ceramic decoupling capacitors
are placed, and individual connections are maintained.
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Figure C.1: The schematic of the Horse Ridge motherboard.

Transmission lines are used to feed a signal into the baseband input (bypassing
the on­chip DAC) and to monitor the baseband output signal (after the on­chip
VGA). The baseband input has on­chip 50­Ω termination, but the baseband output
requires off­chip series termination (Fig. C.1). Similarly, 50­Ω transmission lines are
used to interface to the digital clock (2.5GHz) and high­speed SPI interface (upto
200MHz).

All RF outputs are routed to individual SMP connectors. However, the LO signals
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are shared per pair of transmitters, through a Wilkinson power divider. Commer­
cial quadrature hybrid couplers (Marki Microwave MQS­0418), tested at cryogenic
temperatures, are used to obtain the required quadrature LO signals.

An overview of the DC FFC­type connector, and the intended allocation of di­
lution refrigerator wires, is given in Fig. C.1. All high­frequency lines (baseband
input/output, digital interface, clock, LO inputs, and RF outputs) are accessible
through SMP connectors and are to be connected to regular or superconducting
coax lines in the dilution refrigerator.

This board is used for room­temperature testing, dipstick testing and testing
in the dilution refrigerator (see Appendix C.2). The connectors, FFC and SMP, are
chosen for compatibility with standard dilution refrigerator setups. The PCB size is
restricted to a 10 cm diameter circle in the fridge. The ‘side flaps’ of the PCB can
be removed to obtain a 6 cm wide board for use in the dipstick, as restricted by the
width of the Helium barrel neck.

The PCB design is shown in Fig. C.2. Six layers are used, dedicated (from top
to bottom) to high­frequency RF signals, ground, analog supplies, ground, digital
supplies, and finally the LDO circuitry and digital interface routing at the bottom
of the PCB. Standard FR­4 material is used, except for the top layer which is using
RT/duroid 6002 microwave substrate, which was proven to work well at cryogenic
temperatures [239].

To maximize thermal contact to the enclosure (see Chapter 6), as much copper
grounding as possible was exposed by removing most of the solder­mask at the
top and bottom of the PCB (Fig. C.2). Furthermore, heat transfer was improved
by placing as many ground vias as possible, and placing most of the decoupling
capacitors further away from the chip.

C.2. Generic Measurement Setup
The Horse Ridge motherboard can be used in 3 different measurement environ­
ments: room­temperature testing, dipstick testing and testing in the dilution refri­
gerator, through the use of different adapter boards and cabling (Fig. C.3). The
dilution refrigerator setup uses the Matrix Module as in [240].

As the Horse Ridge motherboard requires several supplies and provides multiple
measurement points, a breakout board containing LDOs and multiplexers has been
designed to reduce the number of bench top supplies and SMUs. The breakout
board is controlled by the FPGA, the Opal Kelly XEM7320, which also handles the
communication with Horse Ridge over its digital interface. The schematic of the
breakout board is shown in Fig. C.4. All connections to the breakout board can be
made in 3 ways, as for the 3 different setups: through an FFC flatcable connector
(room temperature setup), Samtec TFM connectors (dipstick setup), or MCX con­
nectors (dilution refrigerator setup). For simplicity, the latter is not shown in the
schematic.

The LDOs on this board provide the input voltages for the LDOs on the Horse
Ridge motherboard, and their 3.3V supply voltage, along with a supply for the
isolator, I/O extender and multiplexers used for multiplexing the SMUs. The LDO
output voltage is tunable through a trim potentiometer. Mechanical switches at the
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Top view Bottom view

Layer 1: RF Layer 6: LDO/Digital

Layer 3: Analog Supplies Layer 5: Digital Supplies

Figure C.2: The PCB design of the Horse Ridge motherboard showing the relevant layers (ground fill
hidden).
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Figure C.3: The Horse Ridge motherboard in the 3 different measurement environments.

LDO output select either this voltage, or an externally applied voltage (through SMU
CH A), for the purpose of measuring the supply current.

Besides that, SMU CH A can be used to measure the output voltages, and local
VSS, of the LDOs on the Horse Ridge motherboard. SMU CH B is multiplexed
between the different pad accessible temperature sensing diodes, and finally SMU
CH C can be used to measure the on­chip voltages/currents or supply an external
reference current. The reference voltages for the LDOs on the Horse Ridge mother­
board are generated by a DAC, that generates voltages with respect to the local
VSS monitored from the Horse Ridge motherboard, as to compensate for IR­drops.
The DAC can be programmed from the FPGA to perform voltage sweeps.

Importantly, the unprogrammed DAC generates by default an 1.25V output
voltage which can result in a supply voltage that is too high for the Horse Ridge
chip. Hence, the DAC needs to be programmed before an input voltage is supplied
to the Horse Ridge motherboard’s LDOs.

A picture of the breakout board is shown in Fig. C.5. The switches, and some
of the coax connectors are placed on the bottom side of the PCB.

C.3. Dipstick Design
A dipstick has been designed for the measurement of Horse Ridge that contains 40
DC lines, 10 high­speed lines for the digital interface, and 8 RF lines. High­density
connectors have been used on the top box (Aluminium Hammond 1590V) for the
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Figure C.4: The schematic of the breakout board.
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Figure C.5: Picture of the breakout board and adapter board used in the dilution refrigerator setup
(Appendix C.4).

DC lines (Samtec IPR connectors) and high­speed lines (Samtec SQE connector)
for quick connect/disconnect. The appropriate adapter boards for these interfaces
are efficiently stacked in the dipstick as illustrated in Fig. C.6. The RF lines, on
the other hand, use RG178 coax with panel­mount SMA connectors on the top
box. Additionally, there are 4 airtight BNC connectors that connect to a Lakeshore
temperature sensing diode that can be mounted on the Horse Ridge motherboard.

The mechanical mounting is designed for a Helium barrel with a 7 cm wide
neck, and requires the Horse Ridge motherboard PCB to be altered accordingly (see
Appendix C.1). Inside the stainless steel 304L pipe, aluminum semi­circles have
been placed regularly with different orientation against thermo­acoustic effects in
the pipe, and a tap has been placed at the top of the box. Figure C.6 shows
the design of the dipstick, and the mounting of the various adapter boards/cables.
Aluminum frames are used to hold the SMP cables in place. Additionally, a 7 cm
diameter cylinder has been drawn as reference for the Helium barrel neck.

C.4. Fridge Integration
As discussed in Chapter 6, a gold­plated annealed copper enclosure has been de­
signed for the Horse Ridge motherboard that mounts into a fixed holder inside the
dilution refrigerator. The fixed holder connects the SMPs of the Horse Ridge mother­
board, i.e. the RF lines and high­speed digital interface, to the appropriate ports
in the fridge. The various RF outputs are connected through a Radiall SP6T relay
that allows for the selection of a certain output, as indicated in Fig. C.7. Moreover,
a Radiall DPDT relay controls whether the RF output is applied to the qubit, or can
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The stacked adapter boards

Bottom side (frame removed)

Bottom side (with frame)

Top side (frame removed)

Top side (with frame)

Sample side (all cabling)Top box

Sample side (see through)Top box (see through)

Figure C.6: The design of the dipstick.
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be monitored at room temperature (in which case the qubit can be controlled from
room temperature as well). Bandpass filters (Marki FB1310 and FB1840) are placed
at the TX2 outputs to improve the qubit readout visibility when using the standard
Elzerman readout. These filters were tested at cryogenic temperatures and show
minimal change in transfer function over temperature.
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Figure C.7: The routing of the Horse Ridge RF outputs through the fridge.

A PCB was designed for the control of the Radiall relays (Fig. C.8), that in turn
uses G6K­2P­Y relays to implement the H­bridge, as only low­power discrete NMOS
transistors were previously cryogenically validated. The transistors are controlled
by a discrete shift register to reduce the number of wires.
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Figure C.8: Left: schematic of the relay control PCB; right: photo of the PCB mounted with the relays.

The control and DC lines from the relay control PCB and the Horse Ridge mother­
board go to the appropriate adapter board (see Fig. C.5) mounted on the same
plate, that adapts to the Micro­D connectors as used in the dilution refrigerator.
Care has been taken in twisting the appropriate lines (as indicated in Fig. C.1), and
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copper lines have been used for the different supply voltage lines.
Furthermore, for the relay controller, a shield for an Arduino UNO has been

designed that generates the appropriate control signals for the shift register in re­
sponse to a request from the control PC over simple USB serial communication
(Fig. C.9). The shield has the MCX connectors for the connection to the Matrix
Module (see Appendix C.2), and BNCs for the connection to the relay power sup­
plies.

Figure C.9: The Arduino UNO shield for relay control.

C.5. FPGA Functionality
The FPGA takes care of the communication with Horse Ridge and the breakout
board (Appendix C.2). To achieve high­speed communication with Horse Ridge,
a 50­Ω driver PCB has been designed that can be used in different configurations
(Fig. C.10).
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LVCMOS18  data data -1.8V 1.8V  50Ω receiver termination to 1.8V
LVCMOS33  data 0 0 3.3V  50Ω receiver termination to 0.0V

NOTE: had to remove the 50-Ω input termination to get the required output swing!

Figure C.10: The 50­Ω driver used to interface with the high­speed interface of the Horse Ridge chip.

The FPGA contains the SPI interfaces for the communication with Horse Ridge
and the breakout board, and a USB interface for the communication with the control
PC. The FPGA clock source, and communication speeds of all SPI interfaces can be
dynamically reconfigured.

A controller is integrated that initiates the microwave signal generation by Horse
Ridge in response to external triggers applied to the FPGA, as illustrated in Fig. C.12,
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for the purpose of synchronization with the rest of the qubit measurement setup.
The application of the execute trigger starts the execution of a certain command or
list of commands. Additionally, the FPGA provides a pulse modulation equivalent of
the output stage of Horse Ridge for the duration of the trigger pulse, by enable/dis­
abling the Horse Ridge power amplifier (PA). The application of the sweep trigger
loads the next list of commands into Horse Ridge as has been set up in the FPGA
SRAM (programmable over USB). After the last list, the first list is loaded again, and
a parameter inside Horse Ridge (for instance the NCO frequency, pulse duration,
or Z­correction) is swept.
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Figure C.11: Architectural diagram of the internals of the FPGA.
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Figure C.12: The functionality of the controller inside the FPGA, and its response to externally applied
triggers.
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(a) Test structures for mismatch characterization at cryogenic temperatures, implemented in ST 40nm technology
[ESSDERC2018].

(b) Test structures for RF­characterization at cryogenic
temperatures, implemented in TSMC 40nm technology
(with B. Patra and H. Homulle).

(c) Horse Ridge, implemented in Intel 22nm FinFET
(22FFL) technology [ISSCC2020] (with B. Patra and Intel
Corporation).
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