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Abstract.

To study how to involve the end-users 
in the development of machine learning 
explainability, this project has chosen the 
context of bird species identification. It 
intends to develop a platform where the 
end-users can learn bird knowledge while 
contributing to building the explainability 
of machine learning models. Among 
all the methods that equips machine 
learning models with explainability, 
this project adopts a framework called 
SECA (Semantic Concept Extraction and 
Analysis). In this framework, we require 
human-made-annotations to be made 
to the saliency maps of training photos 
to provide semantically understandable 
explanations to the end-users. On the 
other hand, we hope that the process of 
making annotations will also benefit the 
human annotators’ skills in bird species 
identification, in order to motivate their 
participation.

Two main goals of the user research 
were: to understand the users’ needs for 
learning and to know their capability in 
making the annotations needed by the 
project owners. 

The user research started with qualitative 
and quantitative research to understand 
the current practices of the bird hobbyists, 
to define the target user groups, which 
were the birders with zero or little 
expertise. 

Then, in order to link their learning needs 
to the capability of machine learning 
explanations, three prototypes were 
built to collect their feedback. It was 
found out that they didn’t care much 
about the justification or transparency 
of bird ID apps, compared to learning 
knowledge in distinguishing birds. Then 
came the annotation test when we found 
the participants were able to finish the 
annotation task with high correctness 
(>93% on average). And the most popular 
annotations of each task were 100% 
correct. 

Finally, we built a functional, high-fidelity 
prototype with experiential interfaces and 
interactions, and tested it among 3 of the 
target users. They had positive feedback 
on the prototype’s usability and the overall 
workflow, which proved the feasibility 
of our concepts. Recommendations on 
usability were drawn at the end of this 
test. Throughout the research and design 
phases in this project, we have developed 
an approach to involve end-users in the 
annotation process of an explainable 
bird species identification model for their 
own benefit of fun and learning, which 
could potentially be applied to broader 
deployments.

Important knowledge or insights will be 
highlighted in this way.

Each chapter begins with a Chapter name, 
a main research question and an overview, 
and ends with a summing up and several 
takeaways.

1. Chapter overview, summing 
ups and takeaways

2. Research questions

3. Highlights

4. Quotes

Reading Guide.

RQ10:  To what extent are the end-
users able to make annotations 
correctly on the photos with 
bounding boxes?

a. To what extent are the end-users 
able to make annotation correctly 
on photos that the model found 
hard to classify?

“The participants' statements will be 
quoted in this way.” -Number of the 
participant who is quoted

The main research question of each Chapter  
will be further broken down into several sub-
questions to investigate, which will be shown 
in this way.

A sub question may be followed by a 
supplementle question, indicating that the 
questions are similar by nature, differing only 
in focus, and can be answered in one sitting.

Summing up Chapter 1

This chapter addressed the 
opportunities and challenges that AI 
faced...

Takeaways

 AI technologies could be powerful 
tools in bird identification...

 We chose the SECA framework as a 
method to equip ML bird ID models ...
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Terminology.

Birding, or bird-watching 

Machine learning(ML)

Interpretability/explainability

Apps

RQ

Explainable Artificial Intelligence(XAI)

Computer Vision(CV)

Crowdsourcing

Birding, or birdwatching, is the activity 
of observing wild birds in their natural 
habitats for scientific, conservation, 
recreational, and/or competitive 
purposes. (Moscovitch, 2019)

A set of methods that enable computers 
to learn from data and make predictions. 
(Molnar & Christoph, 2019) 

The degree to which a human can 
understand the cause of a decision.(Miller, 
2019) The higher the interpretability of a 
machine learning model, the easier it is 
for someone to comprehend why certain 
decisions or predictions have been made.

Applications

Research questions

The ability of algorithms to explain their 
reasoning and characterize the strengths 
and weaknesses of their decision-making 
process

A field of computer science that deals 
with gaining understanding and insights 
from digital images and videos. From 
the perspective of engineering, it seeks 
to automate tasks that the human visual 
system can do (Sonka, Hlavac, & Boyle, 
2014)

Using the internet to attract and divide 
work between participants to achieve a 
cumulative result, however it may not 
always be an online activity

The term used to describe the person who 
seriously pursues the hobby of birding. 
Maybe professional or amateur. (Birding, 
Volume 1, No.2)

Identify the bird species with any tools or 
methods.

Birders, or bird watchers 

Bird identification(Bird ID)

Artificial intelligence(AI)

Algorithms

The theory and development of computer 
systems able to perform tasks that 
normally require human intelligence.

A set of rules that a machine follows to 
achieve a particular goal.
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CHAPTER 1.
GENERAL 
INTRODUCTION

To start with, this chapter will give a general overview 
of this project and its context. Then, it defines the 
research questions and stakeholders of this project, 
after which,  it anticipates the project planning and the 
final deliverables.
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1.1 Birdwatching as a 
practice
Birding, or birdwatching, is the activity 
of observing wild birds in their natural 
habitats for scientific, conservation, 
recreational, and/or competitive 
purposes. (Moscovitch, 2019) The word 
birder is used to refer to people who 
seriously pursue the hobby of birding, 
no matter professional or amateur. 

The term "bird watching" first appeared 
in a book called "Bird Watching" by 
Edmund Selous in 1901. The invention 
of optical equipment such as binoculars 
in the twentieth century allowed people 
to observe birds from a distance, paving 
the way for modern bird watching.
(Moss, 2013)

Besides observing birds solely, some 
birders may expand their interest by 
taking classes, or joining local clubs 
to go for walks with other birders. 
(McIntosh, 2014)

Moreover, the birding practices could 
mean not only recreation for bird 
hobbyists but also an important part of 
ecological research. For example, the 
Christmas Bird Count (CBC) in the U.S 
collects bird reports from volunteered 
birders every year to monitor the 
population of birds for scientific or 
conservation purposes. (Wiersma, 2010)

1.3  Possibilit ies and 
challenges of working with 
AI models
Previous section we went through 
resources that are powered by the 
internet where birders can gain help 
with species identification. 

Artificial intelligence will be another 
powerful tool to use, and will make the 
process more efficient.

If you post a photo of an unrecognized 
species on iNaturalist, it takes 18 days on 
average to get the correct answer from 
the community, with half of the inquiries 
being answered in the first 2 days. While 
with AI-enabled apps, it takes less than 
seconds. (iNaturalist Computer Vision 
Explorations · iNaturalist, n.d.)

Two main ways to identify bird species 
with AI are through the captured 
images, and through the recordings of 
their calls. In this project, we will only 
focus on image-based identification.

Some efforts have been made already 
by the data scientists towards applying 
AI in bird species identification. 

One of the successful cases is the Merlin 
Bird ID app developed by the Cornell 
Lab of Ornithology (Figure 1-1). It can 
make identification with the pictures or 
audio recordings uploaded by birders. 
By February, 2021, it already had more 
than 611,000 active users. (Harrison, 
2021)

Nevertheless, to be applied in species 
identification, AI still faces some 
challenges.

One of the main challenges it faces is 
the collection of numerous correctly-
labeled image data, as it requires much 
expertise of the specific domain to know 
what category each bird image belongs 
to, and hiring domain experts is usually 
costly. (Van Horn et al., 2015)

The other challenge is the opaqueness 
of  the AI’s reasoning process, even to its 
creator, because of its complexity.

Figure 1-1. Screenshot of the Merlin Photo ID, a publicly available tool for bird species 
classification (Van Horn et al.,  2015)

1.2 Rise of computational 
tools for birdwatching and 
identification
Technology has changed the ways 
people learn, discuss and identify 
birds. Besides the traditional practices 
of checking bird books and joining 
local clubs, people now also seek to 
gain knowledge from online platforms 
and discuss with hobbyists in online 
communities. (McIntosh, 2014)

On professional websites like 
Birdwatching.com, Audubon.org, 
and the Cornell Lab of Ornithology 
webs i te (www.b i rds .corne l l .edu) , 
people can find abundant educational 
information on birding, from how to 
distinguish birds to how to birding 
locations.

In online birding communities, 
people share their birding experience, 
observations, knowledge, and help 
each other with identifying unknown 
birds. Such communities include the 
iNaturalist website (iNaturalist.org), and 
some birding-related subreddits on 
Reddit. (www.reddit.com/r/birding).

When it comes to species identification, 
besides throwing the inquiries into 
one of the online communities, there 
are also platforms that guide people 
through the identification step by step. 
Such as the Bird watcher’s digest (www.
birdwatchersdigest.com), and the 
whatbird.com. In the WhatBird Wizard 
function on whatbird.com, by answering 
a series of questions like the spotted 
location, bill shape, wing shape, etc, the 
website will output a guess of the likely 
species.
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The word “black box” is used in machine 
learning to describe models that can 
not be understood by looking at their 
parameters, such as the neural network, 
which consists of a large number of 
interacting and nonlinear parts. (Molnar 
& Christoph, 2019)

State-of-art bird species identification 
tools based on image classification 
tasks mostly employ neural models.  
(Wäldchen & Mäder, 2018)  This means 
that the model’s reasoning is hard 
for humans to understand, or debug, 
with the end-users not knowing when 
the prediction is trust-worthy and the 
developers not knowing whether and 
where it goes wrong.

Figure 1-2. Vision of explainable AI 
Figure 1-4. The workflow of SECA

Figure 1-3. Example of the saliency map(right) of a 
bird photo(original photo on the left ), brighter pixels 

are more important for the classification

1.4 Explainable AI and SECA 
as a potential future
To make the “black box” process 
understandable to the end-users, data 
scientists have been seeking ways 
to enable the model to explain its 
reasoning behind the decision. The 
research field explainable AI or XAI aims 
at increasing the transparency of AI 
systems and study the influence of the 
increased transparency on end-users 
(figure 1-2). (Anik & Bunt, 2021) 

Examples of providing explanations are 
telling patients what are the indicative 
complaints of a certain diagnosis 
(Lundberg et al., 2018), or helping the 
factory workers to know the efficiencies 
in the production process (Dhurandhar, 
2018). 

Different types of problems will need 
different strategies for explaining. For 
the image classification tasks based on 

neural networks like in our case, saliency 
maps (i.e. a highlight of the most 
important pixels for the classification of 
a given image) can be used to reveal how 
each pixel contributes to a particular 
prediction. (Molnar & Christoph, 2019) 

To make the saliency map 
understandable to end-users, a 
framework called SECA (Semantic 
Concept Extraction and Analysis) tried to 
produce semantically understandable 
explanations out of the highlighted 
pixels.

To provide such explanations, it 
applies a human-in-the loop method, 
which requires annotations made by 
humans to describe the concept of the 

highlighted areas in the saliency maps. 
(Figure 1-3)

In order to apply this framework, we 
also need good reasons to motivate 
people’s participation in the annotation 
process. We assume that the annotation 
tasks could benefit the annotators 
themselves in their identification skills, 
which we will verify throughout the 
research of this project.

1.5 Stakeholders involved
1.5.1 Collaboration with SECA 
developers

This project adopts the idea of SECA 
(will be further elaborated in Chapter 
2) and collaborates with the SECA 
developers. The developers support the 
execution of this project by providing 
real data materials generated by a bird 
species classification model, as well as 
giving technical advice on the design 
space around the ideas.

They will be considered as both the 
stakeholders and the owners of the 
conceived product.
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1.5.2 The end-users

The other side of this project lies with 
the end-users, who could either be the 
birding hobbyists (birders) who take bird 
watching as a serious hobby, or generally 
someone who is interested in learning 
to tell birds apart. In the conceived app, 
they learn how to identify birds while 
contributing their annotations to the 
development of explainability. 

Their expertise in telling birds apart 
ranges from the entrance to expert-level. 
In Chapter 4, it will be further defined 
which group of people will be the target 
users.

1.6 Problem definit ion
1.6.1 Project aim

The aim of this project is two-folded. 
One is to collect annotations from the 
end-users to improve the interpretability 
of a bird identification model. The other 
is to teach the end-users knowledge in 
identifying birds.

1. Explore how the end-users can 
contribute to the development of 
machine learning interpretability. 1. Can the end-users learn about 

bird species identification with ML 
explanations and the annotation 
tasks?

Project aim

Research questions

2. Develop a bird species 
identification platform with 
explanations that engage the 
birders to use and enable their 
learning.

The first aim lies along with the interest 
of the project owners themselves, also 
the machine learning technologists’.

The second one lies with the interest 
of the bird hobbyists. While it’s not in 
their interests to know the mechanism 
of the machine learning algorithms or 
to improve them, it is crucial for this 
project to find out how the explanation 
methods could satisfy their needs in 
order to incentivize their use. 

We assume that the learning can 
happen in two ways, one is through 
looking at the explanations produced by 
the explainable model, one is through 
the process of making annotation itself 
(figure 1-5).

It is worth mentioning that these 
research questions did not emerge from 
the start, but rather after several rounds 
of exploration and alterations. The 
reasons for the adjustment in research 
questions will be discussed in Chapter 
5 (The Explanation Prototypes), where 
explanation prototypes were evaluated.

The main research questions were 
divided into several sub-questions to be 
explored in different chapters.

1.6.2 Main research questions

Figure 1-5. The information exchange flow between developers 
and the end-users

2. How can we engage the end-users 
in contributing their annotations 
with the design of a game-like bird 
identification learning product?

3. Are the end-users able to 
make annotations needed by the 
developers through a game-like 
process?
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Delivery

In this phase, hi-fi interfaces of the 
conceived product will be developed and 
tested among the target users to validate 
the feasibility of chosen concept, as well 
as to gain usability recommendations 
for future work. (Chapter 7)

Finally, as conclusions of the entire 
project, discussions of the completed 
research activities, as well as the future 
possibilities we identified from the 
findings, will be drawn.  (Chapter 8) 

Development

During the development phase, by 
testing out experiential prototypes 
among the target users, it will be 
explored how to link the technical 
capabilities for explanations and the 
developers’ needs for annotation to the 
end user’s needs. 

There will be two rounds of user tests in 
total, one focusing on the explanation 
the other focusing on the annotation 
(Chapter 5, Chapter 6)

RQ:  What are the design 
opportunities for explainable AI 
models in the birding community?

To what extent are the end-users 
able to make annotations correctly 
on the photos pre-processed by 
the developers?

RQ:  How to design an interface that 
people would like to use for learning 
and making annotations?

Figure 1-6. Overview of the project

1.7 Project Planning
The project goes through the following 
4 phases following the double diamond 
design approach (figure 1-6)(“The Double 
Diamond Design Process Model,” 2005).

Discovery

During the discovery phase, qualitative 
research such as interviews will be 
carried out to find out what are the 
current practices of bird hobbyists to 
learn identifying birds.(Chapter 3)

Define

Online surveys will be done to learn 
about the learning habits and demands 
of different levels of bird lovers in order 
to define who we are designing for. The 
findings will determine the set of people 
we will design for, as well as their present 
practices. (Chapter 4)RQ:  What are the opportunities 

and challenges of bird ID apps in 
teaching people to learn about 
birds?

RQ:  What are opportunities and 
challenges for different levels of 
birders to adopt bird ID apps as 
their learning tools?

1.7 Outcomes
This is a research through design project, 
which means the design activities will 
finally lead to discussions in the chosen 
research field. 

Firstly, based on user research of early 
stages, prototypes for a digital bird 
identification learning platform will be 
developed based on an interpretable 
bird identification model. Then, the 
prototypes will be utilized for several 
rounds of explorations and assessments 
throughout the project. Finally, at the 
conclusion of this project, we looked 
back at the conducted design research 
assignments, concluded the design 
implications, and answered all the main 
research questions posed.

In summary, the project made the 
following contributions:

 Exploring the opportunities of 
applying explainable AI in the education 
of bird ID knowledge

 Evaluating the idea of a game-like bird 
ID learning platform, which can collect 
annotations from the end-users, based 
on the SECA framework

 The findings demonstrated the 
feasibility of including general citizens 
in the development loop of an SECA-
based explainability technique, as 
well as recommendations for future 
research.
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Summing up Chapter 1

This chapter addressed the 
opportunities and challenges that 
AI faced when applied to the field of 
birdwatching, as well as our idea for how 
Explainable AI might be a solution for 
those challenges. Accordingly, research 
questions and design assignments 
were raised. In the next chapter, we'll go 
over the academic and technological 
background in greater depth to enable 
a better understanding of what the 
research issue entails.

Takeaways

 AI technologies could be powerful 
tools in bird identification, yet they 
can be perplexing due to their lack of 
transparency. Explainable AI (XAI) is a 
possible solution to its opaqueness.

 We chose the SECA framework as a 
method to equip ML bird ID models 
with explainability, where annotations 
are required from people to make the 
explanations semantically meaningful.

 We assume that learning would be the 
motivation for end-users to participate in 
the annotation process. And the learning 
could happen in seeing the produced 
explanation and in making annotations 
itself.
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CHAPTER 2.
THE ACADEMIC 
BACKGROUND

To clarify the design scope and chosen research 
questions, this chapter presents an overview of the 
state-of-the-art academic background as well as some 
basic notions around the chosen context, such as 
explainable AI and citizen science.



- 26 - - 27 -

2.1 Machine learning
Machine learning(ML) is a set of 
methods that enable computers to 
learn from data and make predictions. 
(Molnar & Christoph, 2019) 

It is different from traditional 
programming methods, where specific 
rules were given by humans for the 
computers to produce output out of the 
input data. With machine learning, the 
computer learns the function itself from 
pairs of input and output examples.
(Hohman, 2020)

For example, a machine learning model 
can learn from historical data of the 
house price in relation to influencing 
factors like size, location, floorplan 
and so on, and estimate a house price 
correlating to the newly input data.

Machine learning can be applied in 
various cases to make predictions, from 
estimating the house price, predicting 
weather to detecting street signs. The 
models development for these different 
scenarios follow a similar process (figure 
2-1): 

1) Data collection: get a dataset with the 
outcomes that we want to predict, and 
the paired information used to predict 
the outcome;

2) Training the model: entering the data 
into a ML algorithm to train the model;

3) Using the model: use the model with 
new data. (Molnar & Christoph, 2019) 

2.2 Computer v ision
To enable image-based species  
classification, we need specific machine 
learning approaches called Computer 
Vision.

Computer Vision is a field that seeks to 
enable computers with the ability that 
human’s visual systems can do (Sonka 
et al., 2014). It can deal with tasks like: 
image classification, object detection, 
face recognition, and so on.

A computer vision pipeline is made up 
of two phases: feature extraction and 
classification. (Wäldchen & Mäder, 
2018) 

A feature in machine learning is a 
measurable property or characteristic 
of a phenomenon being observed 
(Elgendy, 2020). In the feature 
extraction phase, raw input data will be 
transformed into meaningful features 
for a given classification task. For 
example, millions of pixels that make up 
an image, each with a color value, will 
be transformed into information like 
shape, texture, or color, to be useful for 
the classification problem. 

Then, in the classification phase, each 
feature that comes out from the feature 
extraction will be mapped into a score 
of confidence through a classifier. And 
the score will be used for generating the 
prediction. (Wäldchen & Mäder, 2018) 

In typical machine learning problems, 
the features are manually extracted by 
domain experts and then input into a 
classifier to predict the output, however 
in our case, where deep learning 
methods are employed, the feature 
extraction and classification tasks are 
done automatically end-to-end. 

To be exact, the neural network 
automatically identifies features 
within the input image, and learns the 
importance of features through trials 
by attaching random weights to them 
and seeing how the output predictions 
are impacted. Then by comparing the 
scores of different species in the model, 
the model decides which species the 
bird in the input image is more likely to 
be. 

Figure 2-2 shows the comparison 
between bird identification with human 
brains and that with computer vision.

1.

2.3.

Training data

New data The machine learning model
Prediction

Figure 2-1. General process of utilizing machine learning
Figure 2-2. Bird species identification with human brains and computer vision
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2.3 The Explainability of 
Machine Learning Models
2.3.1 Definition of concepts

While AI systems enabled by machine 
learning algorithms are often not 
transparent, the studies on explainable 
AI(XAI) seek ways to increase system 
transparency, and understand the 
impact of increased transparency on 
users’ perceptions. (Anik & Bunt, 2021)

AI systems can be made understandable 
by providing machine learning 
explanations.

Miller (2017) has defined explanation 
this way: “An explanation is an answer 
to a why-question.”(Miller et al., 2017)

In machine learning, explanations 
mean providing to the end-users 
textual or visual artifacts, explaining the 
relationship between the input features 
and the prediction result. (Ribeiro et al., 
2016)

Figure 2-3 shows an example of 
providing explanations with visuals, 
where Ribeiro et al.(2016) tried to explain 
the top 3 predicted classes produced 
by an image classification model 
(Google’s pre-trained Inception neural 

2.4 Different types of 
explanations
There are different types of explanations 
for machine learning models, and they 
can be categorized with different criteria. 
For design ideation, it’s important to 
learn what are the possible forms of 
explanations. As we want to study the 
application and impact of the SECA 
framework, we hope the ideas also fall 
into the scope of SECA’s capability.

2.4.1 Taxonomies on the technical 
dimension

Technically speaking, an explainability 
method, according to how it was 
developed and functioned can be 
divided into intrinsic/post-hoc, local/
global.

The intrinsic/post-hoc dimension 
refers to whether the explainability is 
accomplished by limiting the complexity 
of the machine learning model (intrinsic) 
or by using post-training analysis tools 
(post hoc). The local/global dimension 
distinguishes whether the output of this 
method explains a single prediction 
(local) or the overall model behavior 
(global). (Molnar & Christoph, 2019) 

SECA is a post-hoc explainability method 
that could be applied to any existing 
classification models, as defined by the 
criteria above. Meanwhile, although 
SECA is a global explainability method, 
the global explanations it generates are 
drawn from local explanations. 

We simply focus on the development 
of the local part of this project, i.e. 
explaining individual predictions, 
and we don't pay much attention to 
how it was transformed into global 
explainability. The mechanism behind 
will be further explained in section 2.5.

network). The top 3 predicted classes 
were “Electric guitar”(p=0.32), “Acoustic 
guitar”(0.24) and “Labrador”(0.21). The 
explanation was made by highlighting 
the pixels in the image that support 
each prediction (figure 2-3 (b)(c)(d)), so 
that the audience know the reasoning 
behind.  

2.3.2 Goals of machine learning 
explanations

Nothdurft (2013) concluded that there 
are overall five goals that a machine 
learning explanation can reach, 
which are: justification, transparency, 
relevance, conceptualization, and 
learning. These five goals are overlapped 
and interplay sometimes. 

Figure 2-4. The different goals an explanation 
can pursue (Nothdurft  et al.,  2013)

Figure 2-3. Explaining an image classification 
prediction. (Ribeiro, 2016)

Justification

Transparency

Relevance

Conceptualization

Learning

Explain the motives of the answer?

How was the systems answer reached?

Why is the answer a relevant answer?

Clarify the meaning of concepts

Learn something about the domain

Goal of Explanation Description

This project was primarily structured 
around the goal of learning, but we 
weren't sure if it was the goal that our 
target customers were interested in. 
We'll also look into whether or not 
additional objectives are important. 
These objectives will be used as metrics 
in Chapter 5 to assess how well the 
explanation prototypes assist end-users 
in various ways.

2.4.2 Taxonomies on the 
representation dimension

Apart from the technical dimension, I 
found the perspective of explanation 
target and explanation medium most 
relevant to designing the interaction 
and interfaces for explanations. The 
explanation target aspect determines 
the content of the explanation, while 
the explanatory medium determines 
the representation form of it.

From the perspective of the explanation 
target, according to Sokol & Flach 
(2020), explanations can be made 
on each component of the machine 
learning process, which is data, models 
and predictions. To explain data, in our 
case of image classification, we can 
show images in our dataset that are 
important or abnormal. To explain the 
model, we could extract and output 
the general rules of its function. While 
single predictions can be explained by 
revealing how particular data points 
have led to the prediction. 

From the explanation medium’s 
perspective, an explanation can be in 
the form of statistics summarization, 
visualization, textualization, formal 

Figure 2-5. The explanation variants under the 
property of Explanation Target and Explanation 

Medium

Data: Explaining training data

Statistical summarization: Explanatory numbers 

Model: Explaining model's behaviors

Visualization: All sorts of plots

Prediction: Explaining single predictions

Textualization: 

Formal argumentation: A system allowing the explainee 

Mixture of the above

Explanation 
Target

Explanation 
Medium Natural language description

to argue against it
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2.4.3 Applying to ideation

The nature of SECA will limit how the 
explanation could be developed and 
presented under this framework. 

For example, the mechanism of 
SECA determines that neither the 
statistics summarization nor formal 
argumentation would be a proper way 
to deliver its outcome.

These variants of explanation systems 
will be the basis of the ideation in 
Chapter 5, and be evaluated among the 
target users.

2.5 Unpacking the SECA 
framework
In Chapter 1, we have briefly talked 
about the interpretability method called 
SECA (Semantic Concept Extraction and 
Analysis), which produces semantically 
understandable explanations for end-
users, enabled by a human-in-the-
loop method (Balayn et al., 2021). 
The following sections unpack the 
procedures of the SECA framework. 
During the project's duration, these 
SECA development steps will be tailored 
to the bird ID context and evaluated 
through the tests of interactive 
prototypes.

2.5.1 The development steps

In general, the SECA framework can be 
divided into two parts:

1.The local part, which collects 
annotations to describe highlighted 
areas on the training data;

2.The global part, in which local 
explanations are gathered and 
translated into final global explanations 
that explain the entire prediction class.

In detail, the complete process as 
follows will take place to get a model 
interpretability (figure 2-6): 

Step 1 (C1):  With the classification 
model to explain, generate saliency 
maps or specific images in the dataset.

Saliency maps highlight the pixels in 
the image that the model has found 
important for the classification. 
Using saliency maps helps generate 
relevant explanations and reduces the 
annotation effort.

Step 2 (C2): Have annotators drawing 
bounding boxes and labeling images.

The extraction of semantic concepts can 
not be automated currently, so human 
labor is needed for drawing bounding 
boxes and making annotations. 

In the original setting of SECA, workers 
were asked to identify meaningful 
representations (objects) in the salient 
pixel area, and draw bounding boxes 
around that area. Then they were asked 
to describe the identified objects with 
a type word (eg. hair) and an attribute 
word (eg. long, black).

Step 3 (C3, C4, C5): Then, local 
explanations coming from the previous 
steps will be developed into global ones. 
Specifically,  based on the annotation on 
single instances, the developers extract 
general rules for the classification, and 
make it into something accessible to 
the explainees, for example, a dialogue 
system that people can query.

With such explainability built, the 
explanations on classification models 
can be delivered to the end-users in 
different forms (see section 2.4.2), 
not limited to the dialogue system 
mentioned here. 

As a result, the end-users will be provided 
with not only the prediction outcome 
(what species the target bird is) during 
their usage but also the explanation of 

that specific prediction(what features 
characterize that species). 

2.5.2 The role of SECA in this project

Currently, the SECA method hasn't been 
evaluated with real end-users, and the 
output of SECA is not designed to allow 
usage by people without a computer 
science background. Besides, the 
annotations previously were collected 
from crowdsourcing platforms like 
Amazon Mechanical Turk (MTurk), 
instead of citizen scientists who have 
more or less interest and knowledge in 
the studied topic.

The developers of the SECA framework 
are now interested in knowing how to 
make the laymen in ML understand 
and benefit from the output of the 
ML interpretability, and also in how 
to effectively collect human-made 
annotations to improve the models.

This project will employ the local part 
of the SECA's workflow as the product's 
foundation. To collect annotations 
and produce local explanations, the 
platform's development will follow 
SECA's development flow (C1 and C2 
in figure 2-6). Because it is more of 
a data science concern, the process 
of transforming local explainability 
into a global one would be excluded 
from the project's scope. However, we 
would investigate how the final global 
explanations could be conveyed to end 
users.

To summarize, the research area is 
how to provide an explanation with the 
given training data and how to build an 
annotation flow that is engaging and 
user-friendly for end-users.

Figure 2-6. Overview of the SECA framework  (Balayn et al.,  2021) 

argumentation, or a mixture of them. 
Examples of the first one could be 
coefficients of a linear model, or a 
statistical summary of the dataset. 
Visualization could be highlighting 
pixels on images. The textualization 
could be any explanation in the form 
of a textual description.  (Sokol & Flach, 
2020)



- 32 - - 33 -

2.6 The cit izen science and 
cit izen scientists
2.6.1 Definition of concepts

As introduced in Chapter 1, human 
annotators are needed in a SECA 
method to build an explainable 
identification model. In this project, we 
want to use citizen scientists to make 
the annotations needed.

Citizen scientists, by definition, 
are non-professional scientists or 
enthusiasts in a certain domain who 
voluntarily gather and/or process data 
as part of a scientific investigation in 
fields such as archeology, astronomy, 
and ecology, and others. (Silvertown, 
2009; Van Horn et al., 2015) 

A citizen science project is a project that 
involves citizen scientists. Nowadays, 
there are many projects that have 
been specifically designed or adapted 
for amateurs, to work on professional 
scientific topics. 

2.6.2 Cases of citizen science projects

The birding community has a long 
history of contributing to citizen science 
projects.  

For example, the Christmas Bird Count, 
being one of the longest-running wildlife 
census projects and still running today, 
was initiated by the National Audubon 
Society in December 1900. Every year 
during the Christmas period, the project 
collected bird-counting reports from 
volunteers for three weeks, to monitor 
the population of birds for scientific 
or conservation purposes. (McIntosh, 
2014)

Similarly, eBird, a platform that allows 
people to document what bird species 
they have spotted at which location, 
has become a highly useful database for 
scientists. The collected observations 
from birders have been used for research 
such as the impact the extreme weather 
has on birds’ distribution(Cohen et al., 
2020), shifts in species’ calls (Otter et 
al., 2020), changes in birds’ seasonal 

Figure 2-7. Screenshot of the Galaxy Zoo project webpage

distribution, etc (Sullivan et al., 2009). 

Outside the birding field, Zooniverse 
(www.zooniverse.org/) is a citizen 
science web portal that hosts dozens 
of citizen science projects. The website 
grew from the original Galaxy Zoo 
project, lasting from 2007 to 2009, 
which invited people to help in the 
morphological classification of large 
numbers of galaxies. During the project's 
run, over 100,000 participants completed 
over 40 million classifications, averaging 
38 classifications per galaxy.

In each of the projects on Zooniverse, 
users can view research data as 
photographs, video, and audio on one 
of the Zooniverse websites. And they 
were presented with a short guide or 
lesson on how to complete the required 
analysis to recognize, classify, mark, 
and label the data as researchers would. 
(Simpson et al., 2014)

By March 2019, Zooniverse already 
has 1.6 million registered volunteers. 
Astronomy, ecology, cell biology, 
humanities, and climate science 
are among the fields represented 
in the projects. (Combining Artificial 
Intelligence and Citizen Science to 
Improve Wildlife Surveys, 2019)

2.6.3 Strengths and drawbacks of 
employing citizen scientists

Compared to paid human labor 
recruiting from crowdsourcing 
platforms, there are two main reasons 
for recruiting citizen scientists for the 
annotation tasks in this project: lower 
cost and higher quality.

Researchers discovered that citizen 
scientists recruited at no cost are 
substantially more accurate than 
workers on MTurk (a crowdsourcing 
marketplace) in a study conducted by 

Cornell Lab of Ornithology, in which they 
produced a large-scale dataset for bird 
species identification with the help of 
citizen scientists. (Van Horn et al., 2015) 
This could be due to citizen scientists' 
greater skill and passion in this field, as 
well as the lack of spammers.

Nevertheless, the use of citizen scientists 
had several drawbacks, including a 
lesser volume of data collected and a 
longer period for researchers to identify 
ways to collaborate with different 
communities in this domain.

2.6.4 Motivations of the participants

The citizen scientists participate in those 
projects mostly for the benefit of getting 
knowledge from the volunteering 
experience, or for the benefit of the 
research project, ideally for both. 
(Silvertown, 2009)

For this project, we assume there are two 
ways that the bird ID learning platform 
could attract birders in using it, one is 
helping people to learn bird knowledge, 
the other is facilitating people’s trust 
towards the prediction, which will be 
verified in the research (figure 2-8).

Figure 2-8. End-users learning through 
annotating and explaining process
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Summing up Chapter 2

The state-of-the-art development 
process for machine learning and 
computer vision was introduced in this 
chapter. After that, it gives an overview 
of ML explainability examples and 
taxonomies. The SECA framework, 
which we used in this project as one of 
the ML explainability methodologies, 
was thoroughly explained. Finally, 
it discussed citizen science and the 
possibilities of launching a citizen 
science project in our environment.

Takeaways

 The image classification tasks 
are made possible with Computer 
Vision (CV), which generally consists 
of two steps: feature extraction and 
classification.

 Technologically speaking, SECA is a 
post-hoc, global explainability method. 
The global explanations it generates, 
on the other hand, are derived from 
the local ones, which are based 
on annotations of the highlighted 
areas. And this project focuses on the 
collection of annotations, which is the 
local part of the SECA framework.

 Though the overall development 
process has been framed, the delivery 
form of SECA’s output varies, which 
offers flexibility for experimenting with 
how to communicate the generated 
explanations to end-users.

 Citizen science projects enlist 
volunteers to assist with scientific 
research, which is usually done at a 
low cost and with greater accuracy 
compared to human labor on 
crowdsourcing platforms. This project is 
envisioned as a citizen science project.
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CHAPTER 3.
THE CONTEXT OF 
BIRDWATCHING

Bird applications, particularly photo-based bird ID apps, 
offer only a small portion of bird information when 
compared to more comprehensive bird books. 

Though the platform we're creating isn't quite a bird ID 
app, the data it delivers will originate from bird species 
ID models and will thus be very comparable. As a 
result, we'd like to know at this stage what knowledge 
is needed for birders to tell birds apart and what role 
the bird ID apps play in birders' education. Knowing 
this will give us insight into the features that can be 
expected while utilizing explainable bird ID applications 
as learning tools.

In this chapter, I delved into the world of bird-watching 
with qualitative research that included online interviews 
and mini-surveys with birders to learn about their 
present bird-watching routines.

A qualitative study was conducted to learn about 
people's experiences in the field of birding. The 
research is divided into two parts: semi-structured 
interviews and sending out queries and gathering 
replies in online birdwatching interest groups.

Main RQ: What are the opportunities and challenges 
for bird ID apps to teach people about birds?
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3.1 Background
The history of birding can be dated back 
to the 20th century. 

Bird books, which date back to Gilbert 
White's Natural History of Selborne 
(1788) and John James Audubon's 
illustrated Birds of America (1827–38), 
inspired birding as a recreational activity 
and culminated in field guides like H.F. 
Witherby's five-volume Handbook of 
British Birds (1938–41) and Roger Tory 
Peterson's Field Guide to the Birds of 
the World (1947).

Like in many other domains, books are 
considered the most reliable resource 
to learn about birds. Bird Books with 
pictures and descriptions of bird species, 
often provide detailed information not 
only on the appearance of birds but also 
on their behaviors, distribution, tricks 
for identification, and so on.

Bird apps are also popular among 
birders nowadays, including but not 
limited to apps that serve as digital field 
guides (Audubon), identification tools 
(Merlin bird ID), birding record tools 
(eBird). Some apps belong to more than 
one type listed above. For example, 
most identification tools also provide an 
exhaustive list of local birds, as well as 
details such as photographs, behaviors, 
and habitats information, therefore can 
also be used as digital field guides.

Bird ID apps help people identify birds 
with different techniques, the most 
common ones of which are ID through 
photos, sound recordings, and through 
the users’ descriptions of the bird's 
features (usually by asking users a few 
questions on size, shape, habitat, etc).

As the platform we are designing would 
use information similar to bird ID apps, 
we are curious how this information 
can help people in their learning route. 

This project studies the explainability of 
image classification, so at this stage, we 
would like to know specifically about 
how the image-based bird ID apps 
are used by birders, what information 
they pay attention to, and what are the 
challenges of using them.

RQ1:  What are the tools the birders 
currently use to learn about birds?

a. What knowledge do they learn 
with these tools?

RQ2: What do they find most 
helpful/challenging in their process 
of learning to identify birds?

RQ3: What do the birders currently 
use bird apps for?

Research Questions

3.2 Semi-structured 
interv iews
To get some general knowledge of the 
context, I reached out to three birders 
to know their experience in learning 
around birds, and what they have found 
challenging or helpful throughout the 
ways.

3.2.1 Set-up

Research questions:

RQ1: What are the tools the birders 
used and currently use to learn about 
birds?

RQ2: What do they find most helpful/ 
challenging in their learning process?

The main questions asked were:

1. How do you get started in identifying 
birds? 

2. What helps you at different stages 
of learning?

3. Throughout the learning experience, 
which part did you find most helpful/
challenging?

4. Have you used any bird ID app? 
What do you use it for? 

And more detailed inquiries were 
brought up during the interviews 
around the main questions above.

3.2.2 Participants

3 birders participated in the interviews, 
with their experience in birding 
(counting from their first birding) and 
background shown in figure 3-1.

P1

P2

P3

2.5 years

5 years

10 years Life science

Life science

Design

Par t i cipant 
NO.

BackgroundBirding 
experience

Figure 3-1. Overview of the interviewees

A summary of the semi-structured 
interview results has been documented 
in Appendix A.

3.3 Mini surveys
While the semi-structured interviews 
have provided insights on the birders’ 
general birding experience, the aim of 
the pre-survey is to get in-depth insights 
on how the birders currently use bird 
apps, in a shorter time and of a larger 
range. 

3.3.1 Set-up

Research questions:

RQ3: What do the birders currently use 
bird apps for?

The specific questions asked were:

1. Do you often use bird recognition 
apps?

2. What is the main purpose of using 
the bird recognition app (find the 
general direction/verify your guess/
look for more information...)?

3. What information will you pay 
attention to when using the App?

4. Under what circumstances will 
the prediction result be considered 
credible/incredible for you?

Questions were sent out in the r/birding 
subreddit on Reddit, and birding groups 
on Douban (the Chinese version of 
Reddit).

3.3.2 Participants

10 participants in total responded to 
the queries, all of whom are people 
interested in bird watching with more or 
less birding experience. 

R1~R3

R4~R10 Birds group 
on Douban

/whatsthisbird
on Reddit

Par t icipant 
NO.

Channel

Figure 3-2. Overview of replies for  mini-surveys

The replies were labeled as R1~R10, 
with R1~R3 were in English, R4~R10 in 
Mandarin, which was translated into 
English for analysis.

All the original responses were 
documented in Appendix B.
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3.3.3 Statement card analysis 

Statement card analysis is a method for  
interpreting data and finding patterns 
out of the qualitative raw data by doing 
a clustering exercise. (Sleeswijk Visser et 
al., 2007)

In this analysis step, responses that were 
considered insightful were extracted 
and analyzed with the approach of 
statement card analysis (figure 3-3, 
Appendix C). 

Specifically, the researcher picked out 
the statements from the raw data and 
concluded each of them into one or 
two sentences. Then, the statements 
were made into statement cards. 
Later, the researcher went through all 
the statement cards and made them 
into different clusters according to the 
themes they were talking about.

Cluster1: Recognizing  errors in the 
app’s identification

In this cluster, quotes were mainly about 
what information the participants would 
pay attention to and how they verified 
the correctness of the prediction results.

Cluster2: Overall attitude towards 
bird ID apps

In this cluster, statements were around 
people’s attitude towards the bird ID 
apps in general, such as how they trust 
the predictions, and how they see the 
apps as part of their learning.

Cluster3: Bird ID apps in relation to 
other practices

This cluster reveals how the bird ID apps 
fit into their other birding practices, as 
well as what role they play in relation to 
other learning tools.

Figure 3-3. Clusterings in statement card analysis
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3.4 Findings
3.4.1 General learning practices of 
birders

The three interviewees have a lot in 
common. They all have birding expertise 
beyond average and started birding in a 
birding club. They have tried, but none 
of them were active users of a bird ID 
app. 

The findings from the interviews 
focused on the participants' general 
birding behaviors. In the interviews, 
they shared mainly about their activities 
and learning path apart from the bird ID 
apps.

RQ1:  What are the tools the birders 
currently use to learn about birds?

a. What knowledge do they learn 
with these tools?

1. Lectures and knowledgeable 
birders helped them get started.

Stories of these 3 interviewees who got 
started were similar. They all picked up 
birding as a hobby by joining a birding 
club at school, where they took lectures 
and went birding with other birders to 
learn about birds.

In the lectures for beginners in the clubs, 
they were taught basic knowledge of 
bird taxonomy, anatomy, and tips for 
watching birds outside. And during 
the bird-watching tour, birders who 
are more experienced would teach 
them the birds’ appearance, behaviors, 
habitats, and so on, which deepened 
the knowledge they learned.

“Firstly, the lectures and the 
guidance from experienced bird 
watchers helped build the system (of 
learning about birds), and that’s the 
foundation of everything.” - P1

2. Bird books are the most reliable 
resource.

Aside from the lectures and skilled 
birders who got them started, they found 
the bird books to be the most helpful. 
During the interviews, they introduced 
to the researcher different kinds of 
bird books, either with illustrations or 
photos, of different regions, solely on 
the appearances or the behaviors of 
birds.

“Field guides are most helpful to me 
in learning. ...I prefer illustrated bird 
books to photo ones because it shows 
features that are more constant for 
certain species.”-P2

3. Among bird apps, they like the 
birding record tools and sound ID 
features.

When talking about bird apps, all of 
them found the birding record app 
(eBird) extremely useful, where they 
check in advance what birds are there 
around certain locations and upload 
their findings after a birding.

“I check the Hotspot on eBird before 
birding to see what species are 
around.”-P1

And the feature of ID through sound 
recordings was found useful by them.

“I found the sound identification 
feature very useful to me when it’s 
hard to capture a clear photo. The 
Bird ID Master and Xeno both have 
such function.”-P1

4. They don’t rely too much on bird ID 
apps but discuss with other birders 
instead.

Because they are all members of 
a birding community and have 
experienced birders they trust around 
them, and because they normally go 
birding with others, they would ask their 
peer birders if they came across any 
unknown birds.

3.4.2 Current practices of using bird 
apps

RQ3: What do the birders currently 
use bird apps for?

While the mini-survey  focused 
specifically on people’s experience 
with bird apps (especially ID apps), we 
gained insights mainly on their opinions 
on those apps.

6. Bird ID apps are good starting 
tools for beginners even if they make 
mistakes.

As one of the participants (R2) put it, the 
ID apps will be good starting tools for 
the beginner birders, “especially when 
you know a lot less than the apps .”(-R2)

The beginners either trust the ID apps 
enough or don’t care that much about 
the accuracy.5. Subtle differences in appearance 

and difficulty in seeing hidden 
birds are the main challenges for 
identification.

When asked about the challenges in 
telling birds apart, they mentioned 
the difficulty of recognizing subtle 
differences in birds' appearance, and 
the difficulty in seeing a bird hidden in 
the woods.

(Researcher: Have you tried any 
(image-based) bird ID apps?)

“I have tried the Bird ID Master but 
not too much. Most of the time I use 
it as a digital dictionary to look up 
entries.”-P2

“I don’t need a bird ID app when I’m in 
China because I’m familiar with most 
of the common birds here. I would 
probably use bird ID apps when I go 
to the U.S cause I don’t recognize the 
birds in North America.” -P3

“The subtle differences in feather 
color between some birds are hard to 
distinguish. And there are birds that 
couldn’t be told apart merely with 

their appearance, for example, the 
Kamchatka, Japan and Arctic Leaf 
Warblers”-P2

“When doing bird watching outside, 
birds are often hidden behind woods, 
it’s hard to see and can only be 
identified by their calls.”-P2

RQ2: What do they find most 
helpful/challenging in their process 
of learning to identify birds?

“I’ve never been in a situation where 
I had to be correct about it though. 
I usually go “hmm I think I saw an x 
bird today!” and that’s it. ”-R3

“You can definitely trust it enough, 
especially compared to the starting 
point of knowing... a lot less than 
them. I don't think you should fret 
about whether the app will "deceive" 
you or not. It is just one tool. Just give 
it a try and evaluate how it's going 
later.”-R2
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7. The learning happens in the process 
of exploring, even from the mistakes 
of the ID apps.

And they held the opinion that it is not 
the correctness of identification itself 
that matters the most, but the whole 
learning process. The point is people 
can learn a lot more beyond what a 
particular bird they spotted is, by doing 
preparation and follow-ups.

“No one is 100% accurate, and AI isn't 
either. I'm sure you can trust Merlin 
to get you going and it will not steer 
you terribly wrong. You will end up 
learning a lot from your mistakes and 
those of the app too.”-R2

“The app is a super start and hugely 
valuable tool, but you will end up 
needing to do follow-up (and prep, 
ideally) to get the most from birding 
and learning about the whole thing. 
”-R2

8. With expertise growing, birders 
are able to tell the wrong predictions 
from the correct ones. 

It gets easy for the birders to tell the 
wrong predictions as they gain more 
experience. Birders with at least a little 
experience can tell the false predictions 
by the physical features, habitats, and 
the rarity of the predicted species.

“Incorrect answers usually are a bird 
that's out of range, out of the correct 
habitat, or has some obvious wrong 
physical feature (bill shape and size 
don't match, or it's thrown off by 
shadows across the bird).” -R1

“The less confident ids that I know are 
wrong tend to be from a pool of usual 
suspects. ”-R2

3.5 Conclusions
The qualitative research presented 
in this chapter provided insight into 
possible reasons why birders use or 
reject (photo-based) bird ID apps, as 
well as where these applications might 
fit into their learning process.

In the 3 semi-structured interviews, we 
learnt stories of 3 experienced birders, 
and received insights into how they use 
different learning materials and tools in 
their learning process, as well as what 
type of knowledge they learn from 
different channels.

In this way, we knew what sort of 
knowledge that birders need and 
want to learn, compared to what can 

9.Birders use bird ID apps usually in 
combination with other resources.

5 out of 10 responses indicated that 
they use the identification apps in 
combination with other learning 
resources. 

The birders currently use bird ID apps 
in combination with other practices 
to tell birds apart, depending on what 
situation they are facing, for example, do 
they want to know the specific species 
when they already have a ID direction in 
mind, or do they want to know roughly 
the order of the bird they spotted.

One of the replies indicates under what 
circumstances she/he will choose to 
adopt the bird ID apps instead of other 
tools like bird books.

“You look up the guidebook usually 
when you know what order it belongs 
to.  For example, if I see a bird of prey, 
I know it's an eagle, then I will look 
up the guidebook. On the contrary, if I 
encounter a bird whose order cannot 
be identified, I will use the APP.” -R4

“(I use the ID apps to) determine the 
general direction, and then check the 
bird guide. ”-R5

Throughout a birding, they collect 
information before bird watching 
outside. During their outing, they 
capture pictures and sound of birds they 
are not sure about to recognize. After 
the outing they do follow-ups learning 
for those birds. 

“The other resource is the official 
website of the city or the local bird 
group, which will publish the local 
bird pictures, such as the commonly 
seen birds in the xxx area. I printed 
this out at the beginning, and first 

roughly got acquainted with the 
appearance of the common birds in 
the area.”-R8

be offered by bird ID apps or similar 
products. 

On the one hand, learning to identify 
bird species is an important element 
of a birder's education, but it isn't the 
only aspect. Birders study birds not just 
so they can tell them apart, but also 
so they may discover intriguing things 
about their behaviour and so on. 

Birders, on the other hand, identify bird 
species based on a variety of factors 
such as appearance, habitat, habits, 
flying, and sounds. And the information 
offered by a photo-based bird ID app can 
only help them learn to recognize birds 
based on their visual characteristics.

Thus for our project, with data enabled 
by photo classification models, we want 
to make it clear that we aimed only at the 
purple bit of the Venn diagram shown 
below, which means teaching birders 
to identify birds by their appearance 
(figure 3-4) .

Figure 3-4. Venn diagram of bird knowledge that 
are supported by ML bird ID explainability
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In mini surveys, we have learned 
how users currently use bird ID apps 
in combination with other tools to 
learn bird knowledge. Based on their 
statements, we drew a journey map of 
birders’ typical practices of using bird 

ID apps (figure 3-5). It shows how the 
birders use the bird apps before, during, 
and after a bird watching practice, along 
with types of bird knowledge involved 
and their main struggles at each stage.

Figure 3-5. Journey map of birders' typical 
practices of using bird ID apps to identify birds

Identify ing a bird with bird ID apps

Summing up Chapter 3

The purpose of this phase is to gain a 
basic grasp of the birding context and 
evaluate how our proposed product 
may fit into people's existing learning 
paths. We learned how experienced 
birders came into the field of birding, 
their current practices, and useful tools 
and problems during their learning of 
bird identification by conducting three 
interviews with experienced birders. 
We learned how birders now use bird 
ID apps, what they value, and care 
about among the information provided 
through a mini-survey on social media, 
for which we received 10 responses.

The insights gained will serve as the 
basis of the set-up of the following 
quantitative research.

Takeaways

 Experienced birders interviewed 
learned birding through lectures, 
knowledgeable friends and field guides, 
which they think built them a solid 
knowledge foundation.

 The bird ID apps will be especially 
useful for beginners, who have much 
less knowledge than the apps. 

 Though the predictions made by bird 
ID apps are not always correct, the users 
believe they can still learn something 
from it. And they value the learning 
process of bird knowledge over the 
correctness of the prediction result.

 Compared to using a bird ID app to 
identify a bird, more learning happens 
in their preparation and follow-ups, 
during their discussions with others, or 
looking into bird books.
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CHAPTER 4.
THE ONLINE SURVEY

With the insights from qualitative research, this chapter 
goes through the online survey carried out among 
birders. 

In the last chapter, we noted some variations between 
novice and experienced birders. The goal of the 
online survey is to confirm the results of the qualitative 
research with a larger group of birders.

Furthermore, we want to understand what different 
levels of birders already use bird ID apps for, as well as 
their motivations, aims, and problems when using the 
apps, in order to decide who we are designing for and 
to create distinct personas for them.

Main RQ: What are opportunities and challenges for 
different levels of birders to adopt bird ID apps as 
their learning tools?
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4.1 Background
In our earlier qualitative study of 
birders' activities, we discovered that 
beginners and experienced birders have 
distinct attitudes on using bird ID apps. 
Experienced birders, for example, are 
less interested in bird ID apps, although 
some beginners find them to be quite 
useful learning tools. And we wanted 
to know if these findings could be 
generalized.

The goal of this phase was to learn about 
birders' habits and attitudes about bird 
ID apps in a quantitative approach, to 
see what opportunities there are for 
bird ID apps among different levels of 
birders. As a result, we have a clearer 
image of who we're designing for, as 
well as what they expect and need.

RQ4:  How important are the bird 
ID apps in the learning process of 
different levels of birders?

RQ5: What are the different levels of 
birders’ motivation for using bird ID 
apps?

Research Questions

4.2 Method
4.2.1 Questions

The online survey was set up to 
understand the birders’ experience and 
learning preferences in relation to their 
different levels of expertise.

The survey consists of 4 parts:

1. Introduction and informed consent

2. Demographic questions 

(age, professional relationship with 

ornithology or machine learning)

3. Questions on birding experience

4. Questions on experience with ID apps

After a brief introduction and informed 
consent information page, the first 
part was demographic questions 
about their age, and whether they 
have a professional relationship with 
ornithology or machine learning. 

The second part was the questions 
on their birding experience in general, 
including what level they think they 
are at in telling birds apart, and what 
activities and resources have helped 
them in learning.

And the third part was the questions 
related to their experience with bird 
apps, including their motivations, 
behaviors and struggles while using 
them.

The complete questions set-up is 
documented in Appendix D.

4.2.2 Participant selection

This online survey was aimed at birders 
of all levels, including individuals who 
are interested in birding but have little 
experience. The online questionnaires 
were posted to birdwatching interest 
groups on social media platforms such 
as Reddit, Douban (Chinese version 
Reddit) and Wechat to reach the target 
audience.

4.3 Procedure
4.3.1 Participants demographic 

49 replies were collected in total, about 
44.90% participants fell in the age 
group 16-25, 30.61% of them in 26-35 
(figure 4-1). When it comes to expertise 
in telling birds apart, more than 70% of 
them have put themselves in entrance 
or intermediate level, while less than 

30% are in advanced or expert level 
(figure 4-2).

The second half of the questionnaire 
was about their experience with bird 
ID apps, only those who have or may 
have tried bird apps will be shown with 
the questions. 36 out of 49 participants 
indicated that they have or may have 
tried bird ID apps, and answered the 
questions on bird ID apps (figure 4-3).

Figure 4-1. Responses for Q1

Figure 4-3. Responses for Q4

Figure 4-2. Responses for Q8

Q1- What's your age?

Q14 - Have you tried any bird ID apps?

Q8- What level you are at in telling birds apart, 
compared to people around you? 

Result broken down by expertise
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4.3.2 Hierarchical analysis

The survey results were broken down by 
the participants’ expertise to compare 
the differences in practices of different 
levels of birders.

The data used to compare were: 
the importance of different learning 
resources to them, their motivations 
and purposes for using the bird apps. 
The breakdown results are shown in 
figure 4-4.

4.4 Findings

RQ4:  How important are the bird 
ID apps in the learning process of 
different levels of birders?

1. Bird ID apps are important learning 
resource for beginners, next to bird 
books and their knowledgeable 
friends

In general, bird books are the most useful 
learning resources for bird hobbyists, 
which is in line with the result from the 
previous stage. And the importance of 
bird apps ranked after bird books and 
their knowledgeable friends (figure 4-4). 

Breaking the result down by expertise 
(figure 4-4), it is found that as birders 
get more advanced in telling birds 
apart, the role bird ID apps play in their 
learning gets less important. This could 
be explained by the fact that the width 
of knowledge provided by bird apps is 
limited thus couldn’t meet the needs of 
experienced birders. 

One response wrote:

“At first, I used it mainly as a way to ID 
unknown birds. But after my 4th or 5th 
outing, I really don’t use bird ID apps. 
However, I do prep in advance. I check 
local sightings of birds and study 
what is in my area.”  (Reply for Q18: 
How do you use the bird ID apps? )

When comparing the scores rated by 
entrance-level and intermediate-level 
hobbyists, the importance score of 
the bird apps rated by entrance-level 
hobbyists (mean=2.92) is lower than that 
rated by intermediate-level hobbyists 
(mean=3.88). This makes sense, despite 
the previous finding, because half of the 

newbie enthusiasts haven't tried any 
bird applications at all (figure 4-3).

One reply from entrance-level wrote: 

“Mostly I don’t look them up on 
purpose, I just let it be. Sometimes 
when I come across some super pretty 
birds, I would take a photo of them 
and search.” (Reply for Q13:What do 
you usually do to tell birds apart?)

RQ5: What are the different levels of 
birders’ motivation for using bird ID 
apps?

2. People use bird apps mostly 
because it’s easy to access

The result shows that the convenience 
of use is a crucial influencing factor for 
people’s decision of adopting bird apps 
(figure 4-5).

For those who have tried bird apps, 
they were asked what their motivation 
for using bird apps is. And the top two 
reasons are because of its convenience 
to reach and its convenience of finding 
the answer.

For those who haven’t used bird apps, 
one of the replies says: 

“(I don’t use them because) Everytime 
I see a bird I am outside, and 
downloading an app outside will 
cost me data.” (Comment from one 
intermediate-level participant)

3. People use bird ID apps as digital 
bird books, most beginners consider 
it as their main learning tool

When asked what they use bird apps 
for, “I use it as a digital bird book to look 
up entries” was the top answer (figure 
4-6). This means the participants don’t 

Result broken down by expertise

Figure 4-4. Responses for Q12

Q12 - What references do you usually use for learning about birds? And please rate them based 
how important they are for your learning. (0=not important/not used, 5=very important)



Figure 4-6. Responses for Q18

Result broken down by expertise
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use only the photo ID feature but also 
use the bird apps to gain in-depth bird 
knowledge.

Breaking down, many entrance-
level birders (66.67%) use bird apps 
as the main tool to learn about bird 
identification, the percentage is 28.57% 
among intermediates and drops to 0 
among higher-level birders.

4. Bird ID apps sometimes went 
wrong and the beginners couldn’t tell

Of all the participants, most of them have 
encountered errors in the prediction. 
Among birders from the entrance and 
intermediate levels, many of them are 
unsure about the correctness of the 
prediction result (figure 4-7). 

4.5 Conclusions
Based on the analysis of the online 
survey result, personas were made for 
different levels of bird hobbyists (figure 
4-8). 

The entrance-level respondents in 
the survey were furtherly divided into 
complete novice and beginners, the 
former of which has nearly zero birding 
experience while the latter has at least 
a little, as we acknowledged there were 
quite some differences between them. 
And as we don’t have enough samples 
for advanced or expert birders from this 
online survey, these two kinds of birders 
were put together.

The result of the online survey shows 
many of the entrance-level birders tend 
to use the bird apps as their main tools 
for learning about birds. This might be 
because of its convenience compared 

to other learning resources such as 
bird books. And intermediate and more 
advanced birders would use the bird 
apps in combination with other tools 
for more in-depth bird knowledge, this 
might be explained by the fact that they 
are more sensitive to accuracy of the 
information acquired.

Based on the users’ persona and the  
analysis above, the complete novice 
and the beginners are most likely to 
be the group of people that we will 
design for as they mostly rely on the 
bird identification apps to learn bird 
knowledge. Which means they are likely 
to adopt our product for the purpose 
of learning. And the intermediate-level 
birders, with 28.57% of whom would 
use bird ID apps as their main learning 
tool, could also be considered as the 
potential users whom we would design 
for.

Q19 - Have you encountered false predictions provided by the ID apps?

Q18 - How do you use the bird ID apps? (multi-choice)

Figure 4-7. Responses for Q19

Result broken down by expertise

Figure 4-5. Responses for Q17

Q17 - Why do you use the bird ID 
apps? (multi-choice)
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We wish to recruit as many users as 
possible for data gathering purposes as 
a citizen science project. So it's good to 
find out that people with little expertise 
may be interested in using it.  

Advanced birders, on the other hand, 
may be motivated to use our product 
for other reasons, such as a sense of 
accomplishment, even if they don't 
utilize the bird ID applications as 
their primary learning tool. These 
assumptions will be further explored 
by presenting them with experiential 
prototypes in the following stage.

 Have zero bird knowledge before 
but would like to learn some out of 
curiosity. 

Descriptions

Current Behaviors

Needs

Complete Novice

 Enjoy watching birds casually in 
daily life, but never bother knowing 
exactly what birds they are. 

 Haven’t used any bird apps or 
owned any bird books. Sometimes 
search online about birds.

 Want to learn about birds in an 
interesting way without putting too 
much effort or time in it.

 People who doesn’t have much bird 
knowledge but decide to develop 
birding as a hobby. 

Descriptions

Current Behaviors

Needs

Beginner

 Look up tutorials online and read 
bird books.

 Use mostly the photo ID feature 
of bird apps. But find it difficult 
sometimes to know whether the 
prediction is trustworthy. 

 Want to learn to identify common 
birds in the neighbourhood in a quick 
and easy way. 

 Would like to learn something 
beyond only the appearance of birds.

 Nevertherless the correctness of ID 
doesn’t bother them that much as 
they are doing it just for fun.

 People whose bird knowledge are 
beyond average. Take birding as a 
serious hobby and have interest in 
learning more in-depth knowledge of 
ornithology. 

Descriptions

Current Behaviors

Needs

Intermediate

 Go bird-watching on pupose and 
on a regular basis. Fieldguides are the 
most helpful resource for learning.

 Want to acquire systematic bird 
knowledge even if though it takes 
time. The accuracy of ID is important 
to them.

 People who are familiar with most 
regular birds around their places. And 
know a lot about birds’ behaviors, 
migration, etc.

Descriptions Current Behaviors

Needs

Advanced/Expert

 Check bird books or discuss with 
friends for most problems they have.

 Don’t need bird ID apps,  unless 
when they are going to a new place. 
They are with lots of bird knowledge 
equipped and am able to tell the 
correctness of the predictions of ID 
apps.

( Unclear due to limited samples size ) 

Figure 4-8. Persona of different level's birding hobbyists
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Summing Up Chapter 3

In this stage, I sent out an online survey 
to birding hobbyists with different levels 
of birding expertise, to know the role 
that the bird apps play in their learning 
of bird knowledge. The results of the 
online survey reveal great differences 
in their preferred learning tools, and in 
their motivations for using bird apps. In 
other words, the entrance-level birders 
care more about the convenience and 
fun in their learning tour, while more 
advanced birders care more about the 
professionality of the content and will 
thus choose more professional learning 
tools. Starting from their different 
preferences, I chose to design mainly 
for the complete novice and beginner 
hobbyists.

Takeaways

 Compared to birders of all the other 
levels, entrance-level birders are more 
likely to adopt bird ID apps as their main 
learning tools for bird knowledge.

 It is hard for entrance-level birders to 
tell the wrong predictions from the right 
ones.

 People use bird ID apps rather 
than bird books because they value 
convenience in learning. 

 The complete novices and beginners 
in birding are chosen as the main target 
users of our product. The intermediates 
are the potential users.



- 60 - - 61 -

CHAPTER 5.
THE EXPLANATION 
PROTOTYPES

Although ML explainability has been widely utilized to 
promote human-computer trust, our previous research 
has found that our target users are unconcerned about 
trust issues. What is the most important aspect of ML 
explainability for people? Is our product still required 
to provide justification in the context of birding? We 
want to find out what they want and need from the 
explanations in ML models at this point after identifying 
the target user group in the previous chapter.

Firstly, based on the taxonomy of the machine learning 
explanation, three quick explanation mock-ups were 
built for tests.

Then, we sought to connect the needs of the end-users 
and the capabilities of the explanation methods, by 
presenting interfaces of the prototypes to the target 
users and let them rate how those prototypes achieve 
their needs in different aspects.

Main RQ: What are the design opportunities for 
explainable AI models in the birding community?
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RQ6: Which explanation goals are 
most valued by the target users?

5.1 Background
In the previous chapter, we learned 
which group of birders is most likely to 
use bird ID apps, what they use them for, 
and their challenges.

In Chapter 1, we conceived the 
framework of an explainability method 
that can collect annotations from end-
users while benefiting themselves in 
some ways as their motive of using. 

Traditionally, machine learning 
explanations have always aimed 
to increase human-computer trust 
(Gunning et al., 2019). However, during 
the earlier stages of the research 
(Chapter3, Chapter4), trust issues did 
not appear to be a major concern for 
our target users; instead, they seemed 
to be more concerned with the learning 
process.

To find out more about this, we 
developed three different explanation 
prototypes as sensitizers, and we drew 
assumptions based on the explanation 
goals summarized by Nothdurft et 
al.(2013). 

5.2 The Test Prototypes
5.2.1 Design space

Though we've opted to use the SECA 
framework to improve explainability, we 
haven't settled on how the explanatory 
information will be delivered. For 
ideation, we will look at the taxonomies 
of machine learning explanation to find 
properties. While not all of the variants 
can be realized in a SECA framework, 
we pick out only those properties that 
fall into the capability scope of the SECA 
framework.

As introduced in Chapter 2, there are 
multiple ways to categorize machine 

Of all the five goals (functionalities), 
we assumed the goal of justification, 
transparency, and learning will be the 
most relevant ones to users in our 
context, and use them as part of the 

Figure 5-1. The different goals an explanation 
can pursue (Nothdurft  et al.,  2013)

Figure 5-2. The explanation variants under the 
property of Explanation Target and Explanation 

Medium

learning explainability approaches. 
For example, taxonomies based 
on functional requirements of the 
approach, or that based on operational 
requirements. (Sokol & Flach, 2020)

However, the ideation of this stage 
focuses only on the following two 
dimensions of the explanation 
approaches:

Explanation target (functional): What 
types of information are to be explained?

Explanation Medium (operational): 
How will the information be presented 
to the end-users?

RQ7: Do the explanations of 
the bird species classification in 
reaching that goal?

a. Which properties of the 
prototypes help in reaching the 
goal?

RQ8: What else do they expect 
from an educational bird app with 
explanations?

RQ9: What could motivate the 
target users to take part in the 
annotation process?

Justification

Transparency

Relevance

Conceptualization

Learning

Explain the motives of the answer?

How was the systems answer reached?

Why is the answer a relevant answer?

Clarify the meaning of concepts

Learn something about the domain

Goal of Explanation Description

metrics of the evaluation to know how 
well do the prototypes fulfill these goals.

We'd also like to know the following 
things to help in follow-up development:

Data: Explaining training data

Statistical summarization

Model: Explaining model's behaviors

Visualization

Prediction: Explaining individual predictions

Textualization: 

Formal argumentation

Mixture of the above

Explanation 
Target

Explanation 
Medium

The data, model, and predictions 
are all part of the machine learning 
process. The SECA explains the overall 
behaviors of the model rather than 
individual predictions since it is a global 
explainability method rather than a local 
one.  (Balayn, 2021)  This left the data 
and the model as options for the first 
questions (explain target). Explaining 
the data refers to explaining the training 
data, whereas explaining the model 
refers to the model's behaviors.

The output of SECA is a textual 
description of the saliency maps' 
highlighted areas. As a result, we 
believe that such explanations will 
most likely be presented in the second 
dimension (explain medium) as visuals, 
textualization, or a combination of the 
two.

Figure 5-3. Design strategies mapped to the users' struggles

5.2.2 Ideation of prototypes

In the ideation session, ingredients from 
the two dimensions were combined 
together to be several different possible 
design directions. With the knowledge 
of the different possibilities there are, 
different design strategies were mapped 
to the goals or struggles of the target 
users (figure 5-3) . 

Textual description of features
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Figure 5-4. Sketches of the prototyping ideas

Figure 5-5. The prototype pages

Normal prediction page (left )

Description:  A web page simply 
showing all the prediction results 
with a piece of brief information 
for each, is presented to the 
participants to provide a full 
experience of identifying birds with 
a web app. Participants were also 
asked to use this as a baseline, 
by rating how different add-on 
features add to the experience.

Properties:  confidence value; basic 
information of the species, with 
name, habitat, and distribution; 
one sample picture for each species

After this, these different design 
strategies were converged and sketched 
out to be the primary prototype ideas for 
tests (figure 5-4). In practice, the concept 
of comparison was broken down into a 
prototype of “feature description” and 
one of “result comparison”, in order to 
study the property of textual description 
and comparison separately.

5.2.3 Three prototypes for test

The web prototype for the test contains 
a normal input and prediction page 
as start page and 3 pages of add-
on explanation features (figure 5-5). 
The add-on features were separately 
named as “feature description”, “result 
comparison”, and “showing samples”  
(see Appendix F for the complete 
prototypes).

Prototype 1: Feature description  
(referred to as “Description” )
(right)

Description:  This prototype aims 
at showing the highlights of the 
salient characteristics recognized 
by the computer, in the form 
of displaying bounding boxes 
highlighting the identified features, 
along with the textual description 
of the highlighted features.

Properties:  confidence value; 
explanation on the target photo; 
bounding boxes highlighting 
salient features; textual annotation 
of salient features; one sample 
photo for each species.

Figure 5-6. Normal prediction page

Figure 5-7. Feature Description function
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Prototype 2: Result comparison 
(referred to as “ Comparison” )
(left )

Description:  This prototype 
provides users with the comparison 
of two prediction results. Users can 
select from the prediction list what 
they want to compare and see the 
similarity and contrast marked by 
bounding boxes on the photos, 
along with a textual description.

Properties:  the contrast between 
prediction results; bounding boxes 
highlighting contrast features; 
textual annotation of contrast 
features; one sample photo for 
each species.

Prototype 3: Showing samples 
(referred to as “ Samples” ) (right)

Description:  This prototype aims 
at showing abundant sample 
pictures for users to examine. 
Filters of angles, postures, and 
similarities are provided for users 
to filter photos they need.

Properties:  Providing sample 
pictures of predicted species; Filters 
for angles, postures, and similarity.

Minor interactions and animations(eg.
showing and hiding bounding boxes) 
were developed in Figma for participants 
to navigate around these pages freely 
during the evaluation (figure 5-10).

Figure 5-10. Prototype workflow in figma

5.3 Method
5.3.1 The evaluation metrics

We know that an explanation can pursue 
the goals of justification, transparency, 
relevance, conceptualization and 
enabling learning (Nothdurft et al., 2013). 

And we make the guess that the 
justification, transparency, and learning 
function might be what our target 
users need in the chosen context. And 
this evaluation is to find out how our 
prototypes realize those goals and which 

Figure 5-8. Result Comparison function

Figure 5-9. Showing Samples function
of the goals suit their needs most.

We will figure out the first one by letting 
people rate, and the second one by 
asking them to rank the importance of 
these goals at the end.

So each of the following statements 
will be rated by the participants with a 
5-scale likert.

Transparency:  I think this function 
helps me understand why the 
predictions were made (and the 
reasons why certain predictions were 
false, if applicable)

Justification:  I think this function 
brings me more certainty on whether 
the prediction is true or false.

Learning:  I think this function enables 
me to learn more about birds.
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Usability:  I think this function is easy 
to understand and easy to use.

Like:  I like this function.

5.3.2 The evaluation steps

The evaluation steps were as follow (see 
Appendix G for details):

1. Brief introduction to the project 
background, informed consent and the 
SECA framework.

2. Three opening questions: 

-What level are you at telling birds apart?

-Have you tried any bird apps?

-Do you recognize this bird?

3. Exploring the prototypes: show 
the explanation prototype to the 
participants, ask them to explore all the 
prototypes freely for a couple of minutes 
(around 5mins).

4. Rating sessions: for every single 
prototype, there are ratings of 5 metrics, 
assessing how the prototype behaves 
in terms of its usability, transparency, 
justification, enabling learning, and how 
much it is liked. Each aspect will be rated 
with a 5-scale likert.

5. Generating new ideas: open 
questions were asked to gather their 
ideas on enriching the specific feature.

-Is there any other information you would 
like to see on the interface?

6. Needs for explanation: ask the 
participants to rank how different goals 
were important to them. 

-What are the goals that you are pursuing 

And the following two on prototypes‘ 
usability and people's preference.

when checking these prototypes? 

-Which one is more important to you?

7. Attitude towards making 
annotations: check the possibility 
of involving the bird hobbyists in the 
annotation tasks.

-Would you be interested in contributing 
your own annotation when using this 
website? Why?

5.3.3 Participant selection

6 participants in total took part in this 
session. They participated in either 
one of the interviews, mini-survey, or 
the online survey, and were reached 
out by the researcher using the contact 
methods they left for this follow-up 
evaluation . 

The participants were chosen by the 
researcher based on how experienced 
they are in birding. The recruitment 
guidelines were: 

1) Recruit 4~5 birders  from the 
beginners or intermediate levels as they 
were defined as the main target users. 

2) Include 1~2 from advanced or 
expert level, to gain some advice from 
professional aspects.

The evaluation mainly focuses 
on birders from the entrance and 
intermediate level, as they are the target 
users of the conceived app (conclusion 
from Chapter 3). One birder from the 
advanced/expert level was also involved 
in the evaluation, to know professionals’ 
advice on showing information.

5.4 Procedure
5.4.1 Data collection

All the evaluations were conducted 
via online Zoom meeting. Throughout 
the evaluation session, participants 
were asked to share their screen for 
screen recording. During and after each 
evaluation session, the researcher noted 
down participants’ comments that were 
considered important in an evaluation 
template form. 

After completing all 6 sessions, raw data 
of the answers and comments from the 
participants were documented in the 
Appendix H.

5.4.2 Data analysis

The analysis was conducted around the 
4 research questions brought up in the 
background of this Chapter.

On the basis of the documented raw 
data, the researcher picked out quotes 
that were related to the research for 
analysis.

Specifically for RQ7, we clustered 
the feedback in relation to different 
properties of the prototypes and 
different explanation goals .  In this 
way a clearer view was shown on how 
different properties could help in the 
participants’ needs (figure 5-12, see 
Appendix I for complete analysis table).

Figure 5-11. Captures of one of the evaluation 
sessions (via zoom), the opening session

Figure 5-12. Part of the feedback analysis process
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Figure 5-13. Participants demographic

5.4.3 Participants overview

In terms of their expertise in identifying 
birds, 3 out of the 6 participants put 
themselves in the entrance level in 
telling birds apart, 2 in the intermediate 
level and 1 in the advanced/expert level.

A letter between A and F was given to 
represent each participant. 

In terms of their experience with bird 
identification apps, two participants 
(A and B) from the entrance level have 
never tried any bird apps. In addition 
to this, all the other 4 participants have 
tried at least one bird app, including 
eBird, Bird ID master, or digital bird 
books. They were also asked whether 
they recognize the bird in the test photo 
before examining the prototype. The 
participants demographic was shown in 
the following table (figure 5-13). 

“Knowing what the bird is is the 
most important goal. And then the 
justification so I trust the result.”

- Participant A

5.5 Findings

5.5.1 The main goal was to learn

When asked which of the explanation 
goals they valued most, the learning 
and justification (to know whether 
the prediction is true) seemed to be 
more important than the transparency 
(to know why computers make such 
predictions). Among the participants 
from intermediate or lower levels 
(target group), 3 out of 5 of them valued 
learning more than the other two goals, 
while the other 2 of them believed 
that other goals will eventually lead to 
learning.

Participants C and E,  who placed 
learning after the other two goals, stated 
that this was because learning would 
naturally follow when the other goals 
were met.

RQ6: Which explanation goals are 
most valued by the target users?

“I care more about knowing what 
bird it is. And I want to learn 
something along the way.  And I 
don’t care about how the machine 
works(transparency).” 

- Participant B

“When watching birds I first want to 
learn bird knowledge. Then I want 
to know what characteristics do the 
machines focus on, which lets me 
know what to pay attention to when 
watching birds. 

Meanwhile, the accuracy of the 
prediction result is less important to 
me, I would rather ask around to get 
a good answer instead of relying on 
photo identification.”

-Participant D

Figure 5-14. How participants valued the 
explanation goals

Based on the comments above, we can 
draw the conclusions that the birding 
community will find learning from the 
explanations most useful for them. 
Most of them don’t care about the 
transparency goal. Some care about the 
justification goal, but for the reasons 
that they don’t want to learn from false 
information.

Participant F (advanced/expert) was 
the only one who didn't seem to mind 
learning much, owing to the fact that 
there wasn't much to learn for him in 
the information presented. As a result, 
he was primarily concerned with the 
accuracy of the prediction.“Justification is the most important 

goal. I don’t trust the prediction result 
blindly, it has happened to every app 
I used when the predictions were 
doubtable, especially when the picture 
I uploaded was not very clear. ”

-Participant C

“For me, the most important goal is 
to confirm which species it is, and 
knowing the mechanism of the models 
helps in reaching that goal. And the 
learning part will follow naturally after 
reaching those two goals, it’s not that 
important but will add to it.”

-Participant E

"I would feel more comfortable using 
this app because it provides me with 
clues to justify its predictions, so I 
don’t feel confused or probably being 
deceived by it.”

-Participant F
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Figure 5-15. Average score of testing prototypes 
on different evaluation aspects

Figure 5-16. Radar chart of prototypes' average 
score

*One participant (C) has found it hard to 
understand the definition of “transparency”, 
as she didn’t care much about it. So her score 
for transparency was considered invalid in this 
analysis.

Figure 5-17. Overview of the rating result

Participant No.

5.5.3 Attitude towards making 
annotations

At the end of this evaluation session, 
participants were asked how likely they 
would participate in the annotation 
tasks. 

Their answers lead to two design 
strategies: achievement-driven and 
learning-driven. The former would take 
the form of making their contribution 

RQ7:  Do the explanations of the bird 
species classification in reaching that 
goal?

a. Which properties of the prototypes 
help in reaching the goal?

5.5.2 How different properties of the 
prototype help in learning

The following table (figure 5-15, 5-16, 
5-17) shows the mean of the score that 
each prototype was rated on different 
aspects.

In the data analysis step (5.4.2), we have 
mapped all the participants’ feedback 
to the corresponding properties and 
explanation goals (Appendix I). 

 Teach them what characterizes a 
certain species of birds. (Highlights on 
image and the textual description)

 Show them what is the contrast 
between two similar bird species. 
(Comparison)

 Deepen their impression of the bird's 
appearance. (Sample photos)

Highlights on the 
prediction photos

Comparison between 
different prediction results

Showing sample photos

"Description"

"Comparison"

"Sample"

 “ It taught me where to look 
at when seeing these birds.”

 “This feature is useful for 
learning to distinguish birds.”

 ”Checking sample pictures 
is helpful in identifying and 
learning birds.”

“Showing a large number 
of sample pictures is a 
bit overwhelming for the 
beginners, but very helpful for 
advanced users.”

A C D E F

C D E

A C E F

A B C D E F

Properties QuotesIn which 
prototype

Who held a 
similar opinion 
(No.)

By picking out those positive feedback 
relevant to the learning goal (shown in 
figure 5-18), we can see how different 
properties help them learn better.

To conclude, the different explanation 
properties have facilitated birders’ 
learning in the following ways:

Figure 5-18. Positive feedback on how different properties facilitated learning

RQ9: What could motivate the target 
users to take part in the annotation 
process?  “ I hope the queries will not be 

too open, because otherwise, 
I don’t know what to fill in.”

“ I would love to do it with an 
appealing reward system.”

“Doing this will provide me 
with a sense of achievement 
and contribute to the birder 
community and enable myself 
to learn at the same time.”

“Be careful that not all the 
people are qualified to make 
the annotations, so you’d 
better test them first.”

D

A

D E F

F

Quotes
Who held a 
similar opinion 
(No.)

Figure 5-19. Participants' comments and advice 
on making annotation
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RQ8: What else do they expect 
from an educational bird app with 
explanations?

5.5.4 Ideas on providing explanation

We also gathered the participants' 
thoughts on how to create product 
features, which covered a wide range 
of topics (see apendix I). Those on 
information representation and 
backend technology were left out, and 
the remainder were summarized in 
figure 5-20. 

The ideas of "showing more specific 
features" and "showing birds of various 

 “Some subtle differences 
were not described, for 
example, the nuance of the 
bill shape.”  -A

"I’d like to use the feature input 
function as a supplement to 
the image information. Some 
information is hard to recognize 
on the image."  -B

 “ It will be great if the 
technology can modify the 
ambient light and angle of 
the photos.”  -D

 “... it would be of great help 
if you also link to the other 2 
kinds of blue magpie here, 
which helps to determine a 
potential range.”  -E

 “(I want to have) filters for 
location, ages, genders of the 
birds.”  -D

General
Show more detailed 
characteristics of the birds 
(like pattern, shape).

Input features manually as 
a supplement to the input 
of photos.

Modification of the 
influence of ambient light.

Present species of the same 
genus as reference.

Show sample pictures of 
the predicted species of 
different ages, gender, 
postures, molting stages, 
to present various 
appearances.

Input 
method

Showing 
prediction

Showing 
explanation

A B C

C D E F

E

D E

B D

QuotesCategory Ideas Proposed 
by

Figure 5-20. Participants' ideation on the product features

ages/genders/molting phases" among 
them illustrate what the participants 
want to learn from such a product.

Though not all of these thoughts are 
relevant to the research scope, they will 
be interesting recommendations for 
other bird ID apps developers.

5.6 Discussion on 
limitations
In this evaluation, participants were 
tested with prototypes that are not 
functioning, and the incompleteness 
of prototypes’ functions may influence 
the evaluation outcome in the following 
facets.

5.6.1 The ranking of explanation goals

The responders were confused by the 
ranking question during the evaluation. 
It may be argued that these three 
objectives interact with one another, 
making them difficult to rank in terms of 
"importance."

Transparency, for example, leads to 
justification, and both contribute 
to learning. Some may consider 
"transparency" to be the most important 
goal since it is the foundation, while 
others may consider "learning" to be 
the most important goal because it is 
the final goal.

However, by showing the prototypes 
and asking this question, we were able 
to learn how they saw these various 
goals, as well as the link between them. 
And, when utilizing an explainable bird 
ID tool, we could state that "learning" 
was the ultimate goal for the birders.

5.6.2 Impact of the “ imperfect”  target 
photo

As indicated in the participant 
demographic (5.4.3), not every 
participant knows the bird ahead of 
time (especially those from entrance 
level). As a result, the information on the 
target picture, such as the feather color 
altered by the sunshine, misleads them. 
However, participants stated that if they 
had seen the bird in person, they would 
have been able to tell the feature color 
more correctly, implying that their real-
life experience with the app will differ 
from that of this evaluation session.

5.6.3 Limited information around the 
predicted species

In the primary prototypes, only limited 
information and interaction were 
shown, which influenced the experience 
in some ways. The participants would 
have to imagine the information shown 
by the envisioned web app, making it 
difficult for the users at the entrance 
level to justify the predictions made by 
the computer.

apparent to them, so that participants 
would participate in the annotation 
process with the belief that they are 
helping the community. The latter 
proposes strategies to motivate 
participants' participation by allowing 
them to gain knowledge from the 
annotating activity.

One of the reasons why complete novice 
participants didn't want to perform it 
was their concern about the difficulty of 
the activities, which gave us insight into 
how to make the process more user-
friendly for complete novices.

Accordingly, we can draw the following 
recommendations for developing an 
annotation process:

 Test the annotators in advance to make 
sure they are qualified.

 Find ways that are intriguing for birders 
and enable learning.

 The request should not be too open-
ended, i.e. provide enough guidance 
especially for entrance-level annotators.
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Summing up Chapter 5

In this chapter, we aligned the 
capabilities of the model explanation 
and the demands of the target users by 
evaluating primary explanation mock-
ups with 6 birders. We have found 
that learning appeared to be the goal 
that most participants pursued while 
checking the provided explanations. 
Besides, we gain insights on how 
different properties in the explanations 
facilitate people in learning to identify 
birds.

In addition, the birders have contributed 
recommendations for improving the 
usability and some new ideas on the 
product’s features, some of which will 
be carried on to the final prototypes.

Takeaways

 Learning was the most important, or 
rather, the ultimate goal of using a bird 
ID app with explanations for our target 
users.

 The explanation on bird species 
classification results can help the 
entrance bird hobbyists in knowing 
where to focus when recognizing birds, 
and in knowing the contrast between 
two similar birds.

 In terms of appearance, the users want 
to learn about the subtle differences 
that characterize different species, 
and the different appearances within 
species, which is currently missing in the 
explanation prototypes.

 The users would like to annotate 
out of learning purpose or sense of 
achievement.
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CHAPTER 6.
TESTING THE 
ANNOTATION PROCESS

In order to validate the underlying hypothesis of 
this project, a test with real annotation tasks will be 
conducted at this stage. Previously, prototypes were 
presented to the participants showing, to some extent, 
an ideal situation. During the annotation test of this 
chapter, the participants will be presented with real 
materials that come out directly from the bird species 
classification models. 

By doing this, it will be found out to what extent the 
target users are able to make annotations correctly on 
those real materials.

Main RQ: To what extent are the end-users able 
to make annotations correctly on the photos pre-
processed?
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6.1 Background
We looked at what the participants 
need to see about the explanation for 
their learning in the previous chapter 
by presenting them with explanation 
prototypes in a theoretical setting.

In this chapter, we'll look at how the 
approach works in terms of involving 
end-users in the annotation process 
at this point. Now we'll run the test in 
actual environments, using original 
testing materials derived directly from a 
real classification model.

RQ10:  To what extent are the end-
users able to make annotations 
correctly on the photos with 
bounding boxes?

a. To what extent are the end-users 
able to make annotation correctly 
on photos that the model found 
hard to classify?

Main Research Questions

With the setting of quantitative research, 
we can also validate the hypothesis that 
the annotation process itself can help 
people learn about birds, or learn about 
identifying bird species, to be specific. 
So here comes our minor research 
question at this stage:

RQ11:  Does making the annotation 
enable the end-users to be better 
/ more confident at telling birds 
apart?

Minor Research Questions

6.2 Method
6.2.1 The hypotheses

In response to the research questions, 
the following hypotheses were drawn.

Hypothesis 1a:  The participants can 
make annotations with high accuracy 
on the testing bird photos with bounding 
boxes.

Hypothesis 1b:  The participants can 
make annotations with high accuracy 
even on the photos that are difficult to 
classify for the model.

Hypothesis 2a:  The participants can 
do better in telling apart the birds after 
completing the annotation tasks.

Hypothesis 2b:  The participants will be 
more confident in telling birds apart after 
completing the annotation tasks.

The user test will be designed to collect 
data to validate the hypotheses.

6.2.2 Set-up of the user tests

This test will be carried out in the form 
of an online survey, as it is the easiest 
way I found to collect annotations from 
the participants. I chose the Qualtrics 
platform to run the survey.

To enable understanding of the general 
users, professional wordings were 
avoided, with words like “classification” 
and “annotation” separately replaced 
by “identification” and “description”.

The American Goldfinch and the Lesser 
Goldfinch were chosen as the two 
species to be distinguished in this test.

The overall structure includes:

(A= the American Goldfinch, B=the 
Lesser Goldfinch)

Introduction

 An introductory diagram showing the 
main differences between A&B

 Show sample photos (4A+4B) 

Identification task I (pre-test)

 Exercises: Identification exercise with 
4 bird photos (2A+2B). Show the correct 
answer after submission.

 Identifying birds on 10 bird photos 
(5A+5B)

Figure 6-1. Screenshot of the Identification Task screen

 Feedback question: “How confident 
were you in the identifications you made 
just now?”(5-scale Likert)

Descriptions task

 Instructions and examples

 Exercise*2: Description exercise 
on 2 photos(1A+1B) with bounding 
boxes. Show the correct answer after 
submission.

 Description task on a photo of A*2

 Description task on a photo of B*2

 Feedback questions: 

- 81 -
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6.2.3 Testing materials

To simulate how the annotation 
process goes on in the wild, data from 
a dataset and a machine learning bird 
classification model were used to build 
this test, which was both provided by 
the SECA developers.

The dataset contains photos of 10 
species of birds with both training 
and testing photos(1,291 photos for 
train, 1,470 photos for test). Besides, 
the classification model that could 
identify 10 birds was trained using the 
mentioned dataset. 

With the data photos and the 
classification model, saliency maps 
were generated highlighting the 
important areas for the model to make 

its decision.  

Originally, the bounding boxes couldn’t 
be automatically generated and 
required humans to draw them, too.  
But to simplify the process a bit at this 
stage, bounding boxes were pre-drawn 
by the SECA developers on the testing 
photos based on the saliency maps, for 
human annotators to later annotate on 
(figure 6-4 (c)). 

The confidence scores by the model 
(figure 6-5) were used to decide which 
photos in the dataset will be used 
for tests. For example, we want the 
confidence values of photographs for 
Identification tasks I and II to be almost 
identical, such that the complexity of 
these two tasks does not affect people's 
accuracy.

After setting up the online test, one pilot 
test was conducted among a user, after 
which few adjustments were made to 
improve the usability of the formal test.

Introduction

Identification task  I

Description task

Identification task  II

Figure 6-2. The test flow

“How clear were the description tasks 
for you?”(5-scale Likert)

“How confident were you in the 
descriptions you made?”(5-scale 
Likert)

“How easy is it for you to identify the 
body parts of the birds?”(5-scale 
Likert)

“How easy is it for you to identify the 
color of the highlighted areas?”(5-
scale Likert)

“What did you find hard about the 
description tasks?”(text entry)

Identification task II(post-test)

 Identifying birds on 10 bird photos 
(5A+5B)

 Feedback questions: “How confident 
were you in the identifications you made 
just now?”(5-scale Likert)

Figure 6-3. Screenshot of the Description Task screen

Figure 6-4. Proccessing test materials from original dataset

Figure 6-5. (Incomplete) table of confidence scores of predictions 
for every training photos

a) Original photo in training dataset b) The test photo with saliency map c) Photo with bounding boxes drawn by the 
developers based on the saliency map

d) Photo with simplified bounding 
boxes for tests
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To conclude the materials coming from 
the model include:

1) Original photos in the test dataset;

2) Photos with saliency maps;

3) Photos with bounding boxes made 
by the developers;

4) Annotations made by the developers 
(as baseline);

5) Confidence scores of all the 
predictions by the classification model.

6.2.4 Participants selection

According to the positioning of the 
target users, there were no specific 
requirements for the participants of 
this test. We aimed at collecting at 
least 8 responses for the result to be 
convincing.

We posted the link to this survey with a 
brief introduction on /SurveyExchange 
on Reddit and Douban (Chinese version 
of Reddit), and finally got 16 valid 
responses back (1 from the pilot test 
was excluded).

Besides, we invited a participant to 
complete the whole test in front of me, 
and asked some questions after,  to 
observe what were the problems that 
she encountered.

6.3 Procedure
6.3.1 Data collection and analysis 

Both quantitative and qualitative data 
were collected from the online survey 
for the analysis.

1. Correctness of the description 
(annotation) tasks

Data to collect: 

 Calculate the correctness of the 
annotation made by the participants, 
using the annotation made by the 
researcher and the developer as 
baseline (leave room for the grey area).

To evaluate the quality of the collected 
annotations (hypothesis 1a and 1b), 
the correctness was calculated using 
the annotations made by the researcher 
and the developer as the baseline.

In particular, we input what we believe 
are the proper answers as well as 
certain "acceptable alternatives" in the 
background setting of the questionnaire 
platform. For example, "throat" and 
"belly" are acceptable answers for the 
target bird's breast area. The rationale 
for this is that the location of the 
bounding boxes can be ambiguous at 
times, and collecting these acceptable 
answers could aid in the creation of 
explainability as well as make learning 
easier for end-users.

Besides, the annotations on colors were 
left out in this correctness analysis for 
two reasons: firstly, it was hard to decide 
which was the “correct” color name as 
they were sensed differently by different 
people and could be influenced by 
ambient light or shadow; secondly, 
previous research shows (Chapter 4&5) 
names of color played a less important 
role in people’s learning process, 
compared to that of body parts.

Then, out of the total number of 
inquiries, we calculate how many 
matches there are in the participants' 
responses to determine the annotation 
accuracy.

2.Feedback on the description task

Data to collect: 

 Clearness of the tasks for the 
participants (measured by 5-point 
Likert)

 The difficulty of the tasks for the 
participants (measured by 5-point 
Likert)

 Reasons why they found it unclear/
difficult

This part of the analysis was about how 
difficult the participants found it about 
making the annotation based on their 
own feedback.

3. Comparison of the participants’  
confidence in completing two 
identification tasks

Data to collect: 

 Confidence the participants have for 
each identification task (measured by 
5-point Likert).

Participants were asked directly how 
confident they were after completing 
two identification tasks. This was to 
provide qualitative data to see whether 
the annotation process makes them 
more confident in distinguishing the 
birds (hypothesis 2a).

4. Comparison of the correctness 
of two identification(classification) 
tasks (before and after)

Data to collect: 

 The average correctness data of 
identification task I and identification 

task II. 

When the average correctness of 
identification task I is compared to the 
average correctness of identification 
task II, quantitative evidence will 
be presented on whether the 
annotation process aids participants in 
distinguishing birds.

If correctness II is significantly higher 
than correctness I, then hypothesis 2b 
is proved, which means the participants 
can do better in telling apart the birds 
after completing the annotation tasks.
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Figure 6-6. Annotations collected from the participants and their correctness

In general, we can say that the 
participants found the annotation task 
was not too difficult to complete.

Specifically, more participants found 
annotating the colors difficult compared 
to annotating the body parts, and this 
was mostly caused by the unclear 
instructions (figure 6-9, 6-10).

In the text entry question “what did you 
find difficult about the description task” 
(figure 6-11), some of the replies wrote: 

The graphic in figure 6-6 shows their 
correctness for each description task.

The second and fourth photo were 
the ones with lower classification 
confidence, meaning that the 
identification model found them hard to 
classify. The test result shows that those 
photos with lower confidence were a bit 
more difficult for humans to annotate, 
too, with the accuracy of 92% and 93%, 
compared to the accuracy of 95% and 
94% on the easier ones.

Generally speaking, participants were 
able to make the annotations with 
high correctness (correctness more 

Figure 6-8. Result for "Q30-How confident were you in 
the description you made?"

Figure 6-7. Result for "Q29-How clear were the 
description tasks for you?"

6.4 Findings
6.4.1 Correctness of the annotation

RQ10:  To what extent are the end-
users able to make annotations 
correctly on the photos with 
bounding boxes?

a. To what extent are the end-users 
able to make annotation correctly 
on photos that the model found 
hard to classify?

Main Research Questions

than 92%). Hypothesis 1a and 1b were 
verified.

Moreover, it is found from the test result 
that the most popular description 
collected from the participant is 100% 
correct. This finding indicates that if 
we pick out the most frequently made 
annotations from the collection, we can 
be sure to get the right ones.

6.4.2 Feedback on the annotation 
process

Overall, the description task was clear 
to them and participants felt relatively 
confident about the description they 
made. It was revealed by the result that 

87.5% of the participants found the 
description tasks somewhat clear or 
extremely clear (figure 6-7). And 75% of 
them felt moderately confident or very 
confident in the annotations they made 
(figure 6-8). 
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“Especially for the last lesser goldfinch, 
the bird in the image was far away 
and its parts were hard to distinguish. 
I also had a bit of a hard time deciding 
between olive/tan/grey a few times.”

“Bird in the diagram is not always the 
same shape/orientation as the bird in 
the photo.”

“Choosing which two colors is 
dominant.”

“Ambiguity about which area was 
meant”

To conclude, the reasons that made the 
description tasks difficult for them were 

(concluded from their feedback, see in 
figure 6-11):

(Annotating colors)

1) Choosing one dominant color out of 
multiple;

2) Deciding between similar colors;

3) Photos were too small;

(Annotating body parts)

4) Photos were too small;

5) More than one body part were 
included in the highlighted area;

6) Birds in the photos were not in the 
same shape/orientation as that were in 
the reference diagram.

Figure 6-9. Result for "Q27-How easy is it for you to 
identify the body parts of the birds?"

Figure 6-10 Result for "Q28-How easy is it for you to 
identify the colors of the highlighted areas?"

Figure 6-11 Result for "Q45-What did you find most 
diff icult about the description task?"

6.4.3 Comparison of the first and 
second identification correctness and 
confidence

RQ11:  Does making the annotation 
enable the end-users to be better 
/ more confident at telling birds 
apart?

Minor Research Questions

When comparing the participants’ 
confidence level for two identification 
tasks, some of their confidence 
dropped, some rose. When converted 
into numeric values (figure 6-12), their 
average confidence level even dropped 
a little bit (from 2.44 to 2.19, 1=not 

confident at all, 5=extremely confident).  
Conducting a T-test on the data, got 
p=0.388286, which means the decrease 
in confidence was not significant 
(hypothesis 2b was not verified) (the 
result is significant when p<0.05).

A rise was noticed in the average 
correctness of identification tasks 
from 6.63 to 7.56 (out of 10) (figure 
6-13). However, through a T-test, 
no significance was found in the 
comparison of these two scores 
(p=0.152696). In conclusion, the current 
data couldn’t lead to a conclusion on 
whether the annotation tasks could help 
people in identifying birds from this test 
(hypothesis 2a not verified).

Figure 6-13. Participants confidence in identification task I (left ) and 
identification task II (right)

Figure 6-12. Correctness of identification task I (above) 
and identification task II (bottom)

Participants' confidence in identification task I Participants' confidence in identification task II
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Summing up Chapter 6

This chapter conducted a scientific 
study on whether we can collect 
annotations needed by the explainable 
machine learning model from the target 
users. Along with this goal, we also 
wanted to find out whether the target 
users can be better at identifying birds 
after completing the annotation tasks.

The first goal was reached as we 
found out it is possible to get correct 
annotations out of what they made. And 
we also gained feedback on what they 
found hard about the annotation tasks, 
for usability improvements.

But for the second goal, no conclusion 
can be reached yet as to whether the 
annotation helps them in distinguishing 
birds out of the data we got from this 
stage.

Takeaways

 It was found out that participants 
were able to make annotations with 
correctness of more than 93%. 

 It was found out in the test that 
the mostly picked descriptions were 
always correct, which could inspire the 
developer when collecting annotations.

 Participants found annotating colors 
were more difficult compared to body 
parts. The difficulty in annotating body 
parts was mainly caused by unusual 
angles or small figures. 

 Participants’ confidence and 
correctness in identification didn’t 
improve significantly after annotation 
tasks.

6.5 Discussions
In this test, we used the materials 
that came directly from a real bird 
classification model to simulate a real 
annotating process. Instead of letting 
the participants write the description 
themselves, we provide them with 
reference diagrams from which they can 
choose the descriptive words.

The test result verified our first 
hypothesis that the participants were 
able to make annotations with high 
correctness (more than 93% on average) 
this way, and we can be sure to get the 
right annotation if we pick out the most 
frequent ones.

However, it remains unsure whether 
they can do better in telling birds apart 
as the test result shows no significance 
in the comparison of two identification 
tasks, which may be caused by the the 
following factors:

1) The annotation process wasn’t 
deliberately designed for teaching, but 
for collecting annotation instead, which 
limited the likelihood for participants to 
learn from it;

2) The chosen platform we employed  
for the test had (qualtrics) quite some 
limitations in terms of the interface 
design, which potentially influenced the 
participants’ cognition of the presented 
information;

3) The sample size of the test wasn’t 
large enough to notice any significant 
differences in participants' confidence 
level and accuracy for the two 
classification tasks.
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CHAPTER 7.
TESTING THE 
ANNOTATION 
INTERFACES

In the SECA framework, annotations need to be 
collected from humans to enable semantic explanations 
of the visual features. Thus, this chapter aims at 
involving end-users in the annotation process, in a way 
that is engaging and also educational for them. 

A prototype was developed using the materials coming 
out from a real classification model, in order to simulate 
a SECA process in the wild. Then, in the user tests, bird 
hobbyists will be invited to complete some tasks under 
the guidance on the prototype interfaces. In this way, 
the researcher seeks to find out most proper ways to 
engage users in the annotation process with game-like 
interactions and interfaces.

Main RQ: How to des ign an interface that 
people would like to use for learning and making 
annotations?
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RQ12:  Do the users find it engaging to do the annotation tasks through the game-
like interaction and interfaces?

RQ13: Do the users enjoy learning about birds through the prototyped interaction 
and interfaces?

RQ14: How is the usability of the interfaces and what can be improved?

Research Questions

7.1  Design considerations
7.1.1 Raw materials

In this interface test, we used the same 
10-species identification model as was 
used in Chapter 6.

The materials coming from the model 
include:

1) Original photos in the test dataset;

2) Photos with saliency maps;

3) Photos with bounding boxes made 
by the developers;

4) Annotations made by the developers 
(as baseline);

5) Confusion matrix of the model.

The confusion matrix of the classifcation 
model  (figure 7-1) was used to decide 
which bird species would be used for 
comparison. We gained the information 
from the confusion matrix that the Pine 
Grosbeak and the Lesser Goldfinch are 
the two species that the model had 
found hard to distinguish from the 
American Goldfinch, so we included 
these two birds in the classification 
challenge within the tutorial on 
identifying American Goldfinch.

Different from Chapter 6 where we kept 
materials as original as possible, in this 
stage I made changes to the materials 
to be more user-friendly. 

Figure 7-3. Attributes provided by Whatbird.com

Figure 7-2. Editing of test photos

Such editing includes:

1) Removing some bounding boxes from 
the photos on the introduction page;

2) Keeping only one box for each 
annotation task.

Figure 7-1. Confusion matrix  of the classification model

c) Body(back/belly/breast) patternb) Bill shapesa) Colors

7.1.2 Attributes

To guide the participants through the 
annotation process with consistent 
vocabulary, a list of words of body parts, 
colors, and patterns, etc, was provided 
as reference.

WhatBird.com is a website that guides 
people through bird identification 
which is briefly introduced in Chapter 
1(1.1).  Inspired by the image labeling 

process used by Branson, et al (Branson 
et al., 2010), we used the attributes 
provided by whatbird.com as options 
for the participants to select from, 
the attributes used for the prototypes 
included the name of colors, bill shapes 
and wing patterns.

a) Original photo b) Photo with bounding boxes drawn by the developers c) Photo with simplified bounding boxes
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7.1.3 The bird topography diagram

A diagram of bird topography was 
presented to the users, reminding them 
of the name of each body part.

While there are different bird topography 
diagrams going around, the one made 
by Wild Bird Unlimited (figure 7-4) was 
chosen because:

1) The colored markings on the bird 
body will be easier for beginners to 
identify, compared to those solely with 
lines.

2) The terms it uses are not too difficult 
to be understood by beginners. 

7.1.4 Interfaces design

When designing the interface of the 
introduction and classification task 
page, we took into account the insights 
from explanation prototypes tests.

Interface of the characteristics 
introduction 

At the beginning of the learning, we 
presented a screen that resembles 
the interface of the “Description” 
prototype in Chapter 5. This is to 
leave an impression on the users of 
characteristics of the target birds. 
(figure7-6)

Interface for the classification task 

Comparison was considered helpful to 
learning by users in Chapter 5. So we 

kept the comparison part here, making 
it into a small test in between the 
annotation tasks. After users submitted 
their choice, the answer was shown 
with bounding boxes highlighting 
the contrast between the two birds. 
(figure7-7)

Interface for the annotation task 

We wanted the users to choose from the 
offered vocabulary because of the lack 
of bird knowledge among the general 
public and the need for uniformity in the 
granularity of the expected annotations. 
In addition, each page just has one 
question for users to answer, ensuring a 
clear and simple experience. Users will 
be presented with an interface similar 
to figure 7-8 for annotation. 

Figure 7-4. The bird topography diagrams Figure 7-5. The markings on birds' wings 
(by John Schmitt/Cornell Lab)

3) Meanwhile, enough details on nuance 
appearance are contained for when 
users get advanced.

4) The granularity of its description is 
proper, neither too fine-grained nor too 
coarse.

Aside from this one that was used as 
the main reference diagram, there were 
other diagrams that would be used as 
supplements to cover the field marks 
that are not included yet, depending on 
different contexts. For example, figure 
7-5 showing markings on wings, would 
be used when the markings helped 
distinguish the target birds.

Figure 7-6. Characteristics introduction interface

Figure 7-7. Classification task interface

Figure 7-8. Annotation task interface
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7.1.5 Overview of the test prototype

The test prototype consists of guidelines 
of annotations, introduction to the 
target birds, with few classification 
tasks and annotation tasks appearing 
alternatively.

Here’s an overview of the prototype’s 
setup.

1. Guidelines with examples

2. Introduction of characteristics

3. Classification task

 Distinguishing 2~3 bird

4. Annotation tasks:

 Annotating body part

 Annotating color

 Annotating shape of that part (bill, tail, 
wing)

 Annotating pattern of that part (Back, 
belly, breast, head, throat)

Check Appendix L to see the live preview 
and the page-by-page content of the 
test prototype.

Figure 7-9. Screenshots of part of the prototype 

7.2 Method
7.2.1 The evaluation questionnaire

After trying out the prototype, an online 
questionnaire will be filled by the 
participants. 

The questionnaire includes a system 
usability scale (SUS)(Brooke, 1996) 
rating the ease of use, followed by 

questions evaluating separately 
the information representation, 
engagingness, and learning effect of 
the prototypes.(see Appendix M for the 
complete questionnaire).

At the end, the participants were asked 
to pick out the word and emoticon from 
the premo tool. (Desmet, 2018).

7.3 Procedure
7.3.1 The test protocal

The tests were conducted follow the 
following protocol:

1. Opening: introduction by the 
researcher to the process and content 
on informed consent (5 mins);

2. Participants freely tried out the 
prototype: (10 mins);

 a. Send participants the test link;

 b. Invite them to share their screen, 
and thinking out loud along the process;

3. Fill out evaluation questions (15 
mins).

The tests were conducted via zoom and 

Figure 7-10. Screenshot of the questionnaire

Figure 7-11. Captures of the test sessions

7.2.2 Participants selection

In Chapter 4, we decided the target users 
of this project to be people without 
much knowledge about birds. So in this 
test, I looked for participants who  have 
either no previous bird identification 
knowledge at all, or only a little bit. 

The participants (n=3) were recruited 
with snowball sampling from those who 
have shown interest in learning about 
birds. Two of them have no experience 
in bird identification, one has only a 
few months of birding experience. They 
will be referred to as P1, P2, P3 in the 
following text.
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Figure 7-12.Task completion diagram based on observation

were screen recorded with the permit of 
the participants.

7.3.2 Analysis

The Analysis was conducted based on 
the observation of the tasks completion 
and the results collected by the 
questionnaire. The complete result was 
documented in Appendix N.

Observation

During the tests, the researcher 
observed and noted down the 

participants’ completion of each task 
with the description of “perfect success”, 
“so-so success” and “fail”.

And the problems they encountered 
were clustered into three typologies: 
“ambiguous guidance”, “bugs”, 
“unnoticed indication”.

In this way, all the usability problems at 
different screens were documented for 
improvements.

P1,  P2,  P3:  Participant number

Questionnaire result 

Besides the observation, the result 
collected from the questionnaire was 
used to analyze the participants’ overall 
impression of the prototypes. 

Metrics involved are the SUS score 
measuring the usability, how they 
rated the engagingness of the concept, 
and how they felt during trying out the 
prototype.

7.4 Findings 
7.4.1 Engagingness of the prototype

RQ12: Do the users find it engaging 
to do the annotation tasks through 
the game-like interaction and 
interfaces?

In the evaluation, 2 out of 3 participants 
agreed that this kind of learning activity 
was engaging to them, and they rated 
4 (out of 5) for the engagingness of the 
prototype.

While the other participant with a little 
bit more experience in birding didn’t 
find it engaging, rating 1 (out of 5) for 
the engagingness. 

“I would prefer a lighter way of 
learning. Now there are too many 
details in it which make me fear.”-P3

7.4.2 Overall feelings towards the 
experience

RQ13: Do the users enjoy learning 
about birds through the prototyped 
interaction and interfaces?

The first participant (P1) picked all the 
positive words ( joy, hope, confidence, 

admiration, fulfilled, motivation, 
attraction) on the list to describe her 
feelings.

“The whole process is joyful. And I feel 
hope because it is a totally new thing to 
me. I feel admiration because I expected 
it to be very difficult to start but it 
wasn’t. And fulfilled when the app told 
me that I was correct or accomplished 
something.”-P1

P2 thought the experience has made 
him feel fulfilled, motivated and 
attracted, due to the representation of 
the interface and the game-like setting.

“I feel fulfilled because I learnt 
something. And the whole setting and 
that its content is getting deeper made 
me feel motivated and attracted.”-P2

P3 felt joy, confidence and fear. She 
thought the form of a game-like web-
app seemed fun to her, and the tasks 
were easy. But still she feared making 
mistakes during the process.

“The learning was joyful and relaxing, 
but I felt insecure and feared that 
anything would go wrong during the 
usage. I guess it was because I haven’t 
tried something like this before.” -P3

7.4.3 Usability score

RQ14: How is the usability of 
the interfaces and what can be 
improved?

The SUS scores given by the three 
participants respectively were: 92.5, 90, 
80, with an average of 87.5. 

The average score got an A, top 10% 
of score, which means the product is 
most likely to be recommended to their 
friends.(Sauro, 2011)

As there were not many samples, we 
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looked at all of the three single scores 
and their average, which all fell into 
the “acceptable” zone of the SUS 
evaluation system, along the acceptable 
dimension, which means the product 
usability is good enough to be put to 
use.(Sauro, 2018)

7.4.4 Recommendations for 
improving usability

Based on the observation and 
participants’ feedback, here are the 
recommendations for improving 
usability:

 On the guideline/intro page, provide 
a full example of the coming tasks. 
Participants were confused and a bit 
nervous at the guideline/intro page 
because they didn't know what to 
expect in the following tests.

Figure 7-14. The current guideline page

 Enable guidelines to be seen on each 
page. All the participants didn’t quite 
understand the guidelines and forgot 
about them in the tasks.

 Show a topography diagram 
along with/before the intro session. 
Participants felt confused when coming 
across the professional terms for the 
first time.

 Make the bounding box button and 
page indicator stand out more. They 
were ignored by most participants.

Figure 7-15. The buttons that were often 
neglected during the tests

  Allow room for more colors in the 
description, because people have 
different perception of colors and 
the current color description in the 
introduction session sometimes causes 
confusion.

“Isn’t it yellow/grey/...?” (P1, P2, P3)

Figure 7-13. Five dimensions to interpret a SUS score

 Confusion on how to annotate the 
pattern. For both participants 2&3, it 
makes more sense to describe only the 
pattern but not the grounding colors. 
While all of them have forgotten what’s 
said in the guidelines (describe both the 
pattern and the grounding colors).

“It should say ‘select as many color as 
possible’ ”.-P1

“Because it says the color of the 
‘pattern’, I think it should be white.” 
-P2

Figure 7-16. The guideline and annotation task 
that confused the participants

 Bring more focus to the identification 
of different gender/ages. 

“It’s still not super clear what are the 
differences between male/female, 
mature/immature birds.” -P1

“It will be even funnier if there are tests 
of telling apart male/female birds.”-P2

 Transition sentences/pages between 
different tasks.

“It feels a bit abrupt when suddenly a 
classification task comes out after the 
annotation task. Maybe a transition 
sentence like ‘now you are going to 

The show/hide 
bounding box  button

The page indicator

learn about how to identify female 
goldfinch’ will do better.” -P3

7.4.5 Positive feedback

The participants also thought positively 
of some of the design ideas. 

 The repetition of the annotation tasks 
helps to solidify the knowledge.

“The repeating has really helped to 
learn, it has helped me memorize 
names of different body parts 
better.”-P1

 The annotation tasks help bring 
attention to details.

“The detailed features of birds’ body 
parts have been marked out, which is 
very comprehensive.”-P3

 The knowledge provided was getting 
deeper.

“I like how the order of the tasks was 
designed. It first showed photos of 
breeding males, which were easiest 
to recognize. Then it got into photos of 
female goldfinches, and practices on 
that. It is getting deeper.”-P2

 The confirmation after each task was 
cheering, making the participant feel 
that they achieved something.

“I like the confirmation after each task, 
it makes me feel that I have achieved 
something.”-P1

Figure 7-17. The confirmation page at the end of 
a learning session
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Summing up Chapter 7

The aim of this chapter was to test 
among the target users the interfaces 
and the notion of gamifying the 
annotation process. The main goal of 
this chapter was to find out how they 
like the idea of the product in general, 
and what usability problems there 
were of the product’s interactions and 
interfaces.

In the evaluation, it was found that the 
overall idea seemed attractive to most of 
them. The usability of the prototype was 
good, though some recommendations 
were gained for improvements.

Takeaways

 The prototype got a good score (87.5 
on average) in usability according to the 
SUS (system usability scale).

 Overall, the interaction designed 
for the annotation task is easy to 
understand by the participants, though 
some details needed improving in the 
guidance.

 Two out of three participants thought 
the prototype was engaging to them, 
the other one didn’t think so but still 
thought the process was fun.

 Participants thought positively about 
learning to identify birds with the 
designed annotation process.
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CHAPTER 8.
FINAL DISCUSSIONS

In this chapter, insights from all the previous stages were 
wrapped up. To finalize, it discusses the main outcomes, 
answers to the research questions, design implications, 
future opportunities and reflects on the limitations of 
the project assignments.
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8.1 Project summary and 
outcomes
In this graduation project, I carried out 
research around how to utilize a human-
in-the-loop method for developing 
the explainability of machine learning 
models. To summarize, the following 
ingredients are required to enable 
a human-in-the-loop development 
process for an explainable machine 
learning model: citizen scientists who 
may be interested, strategies to motivate 
their use, and user-friendly interfaces. 
And during the project's research and 
design phases, these various parts of 
the puzzle were pieced together one by 
one.

In the beginning, we have roughly 
decided that hobbyists in birding will 
be the group of people we are going 
to design for. We observed that bird ID 
apps are not only a tool for identifying 
birds but also an important component 
of their learning tour of the birding field, 
based on interviews and online surveys 
with birding hobbyists (Chapters 3&4).

Then we presented birders of different 
levels with a few quick mock-ups, each 
representing part of the bird species 
identification model explainability, one 
was the representation of explanatory 
information, the other was the process 
of making annotations.

First were the explanation prototypes 
(Chapter5), where we learned the 
preference of the birding community in 
seeing different types of explanations, 
as well as validated the assumption that 
they can learn about bird ID with those 
explanations. 

Then came the mock-ups of the 
annotation process (Chapter6), where 
we found out how likely it is for a general 

citizen to make annotations correctly 
on the materials coming out from ML 
models.

Finally (Chapter7), we put together 
the explanation and annotation part 
to develop the interfaces of a bird ID 
learning platform, which was tested 
among the users and gained the 
feedback of engagingness, fun, and 
enabling learning.

The design research conducted in 
this project proved the possibility 
of involving citizen scientists in the 
development of explainability for ML 
bird species identification models. 
It also demonstrated that the SECA 
framework can be used by ordinary 
citizens to collect useful annotations 
for developers, which opens up exciting 
new possibilities for future research.

8.2 Answers to the research 
questions
Before answering the research questions 
we posed, we'd like to remind readers of 
how these questions arose.

Initially, we wanted to find a way to 
engage end-users in the process, and we 
hoped explainability could benefit them 
in either learning domain knowledge 
or justifying the bird ID predictions. 
And it was discovered during the 
research activities that the learning 
aspect is more important to the birding 
community than the justification aspect. 
And, in particular, the information they 
can gain from a product enabled by the 
ML explainability is how to identify birds 
based on their looks.

As a result, it has become the project’s 
design goal to enable end-users to learn 
to identify birds, as a way to incentivize 

their participation in the explainability 
development. And we had the following 
research questions around this:

Can the end-users learn about 
bird species identification with ML 
explanations and the annotation 
tasks?

According to the 6 user tests of the 
explanation prototypes conducted in 
Chapter5, several ways of presenting 
explanations were found helpful in 
teaching the users knowledge in bird ID. 
For example, by showing comparisons 
of two relevant species and by 
highlighting the contrast between them, 
people know better what characteristics 
they should pay attention to when 
distinguishing the species. And in the 
testing in Chapter 7, 3 participants 
indicated that the annotation tasks 
helped them get familiar with the 
features of birds.

End-users were able to learn about 
bird ID in a more systematic way when 
the explanation and annotation were 
combined in a game-like procedure, 
as we did in Chapter7. For example, 
participants appreciated that not only 
the visual traits of one species were 
taught, but also those of different ages 
and genders within that species.

Are the end-users able to make 
annotations needed by the developers 
through a game-like process?

In the testing on the annotation process 
in Chapter 6, 16 participants completed 
the 4 annotation tasks with 20 inquiries, 
with the help of a reference diagram 
on body parts, obtaining an average 
accuracy of more than 93%. The 
average accuracy is slightly lower (92%) 
for photographs that the classification 
algorithm has found more difficult to 

identify.

Furthermore, we discovered that all of 
the most popular descriptions were 
correct, implying that if we select all of 
the participants' popular descriptions, 
we are quite likely to receive the correct 
ones.

How can we engage the end-users in 
making annotations with a game-like 
bird identification learning product?

The explanations and annotation tasks 
were combined in a game-like process 
in Chapter 7, and three participants 
from the entrance level were examined. 
Overall, they agreed that using 
the product was an enjoyable and 
interesting experience. The belief that 
they can learn about bird ID with this 
process has made the product sound 
attractive enough to them. In addition, 
they also believed that the gamification 
element, like the textual confirmation, 
and varying levels of difficulty added to 
the process's appeal.

8.3 Design implications
In general, the result of this project 
suggests the possibility to recruit bird 
hobbyists as annotators in the loop of 
developing explainability for ML bird ID 
models. 

Through the research conducted in the 
project, we validated both the capability 
of general citizens to make correct 
annotations on the provided materials, 
as well as their willingness to do so.

8.3.1 Annotation collection

Findings from this project’s research 
(Chapters 6&7) suggest that annotation 
collection can be achieved through 
showing diagrams with professional 
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vocabulary on attributes for people to 
select from. According to our online 
annotation test among 16 participants, 
users were able to identify the proper 
descriptive words with an average 
accuracy of more than 90% using a set-
up that included displaying reference 
diagrams on avian body parts and 
providing testing photographs with 
bounding boxes for them to annotate. 

Our research also showed that the most 
popular descriptions collected were 
mostly right (100% correct in our test).

Besides, we got following information 
from the SECA developers:

1) They estimated that 300 sample 
pictures are needed for classification 
tasks for photos with 2 or 3 labels to 
provide high accuracy, high precision 
and high recall results, which allow to 
accurately explain ML models. 

For additional labels, the number of 
sample photographs will augment. 
However, how it will augment depends 
on the intricacy of the added labels in 
relation to the ones that are currently 
there.

2) Typically, the developers choose the 
number of annotators per task/sample 
to be 3, to balance the cost and the 
accuracy of the annotation. Because 3 
is the smallest odd number that allows 
us to check for annotator disagreement 
and collect a sufficient number of 
annotations. As a result, we'll need at 
least three different annotators for each 
image.

In our case, we're not sure how many 
example photos we'll need. It actually 
relies a lot on the task's complexity, 
such as whether the birds of different 
labels are difficult to distinguish or 
quite similar (e.g. similar shapes, colors, 

background, etc.). If we assume the 
number is n, then the total number of 
annotated photos required is n*3.

What’s more, the findings provide the 
following insights for future work in 
annotation collection:

1) The data from Chapter 6 indicates 
that annotating on body parts is 
easier for people than on the colors. 
And as colors are not as important an 
element as bird body parts in learning, 
it is recommended to leave enough grey 
space for the recognition of colors.

2) Practices and tests in advance are 
necessary to ensure the high accuracy 
of collected annotations.

8.3.2 Designing user-friendly 
interactions and interfaces

From the user tests done in Chapter6 and 
Chapter7, we have gained the following 
insights on how to further enhance 
the user experience with the design of 
interactions and user interfaces:

1) Show clear guidelines on tasks, for 
example, by showing example and 
providing practices. Our research 
showed that participants might make 
false annotations because of the 
fuzziness in guidance.

2) The transition pages between tasks 
will align the experience, remind 
the audience of where they are, and 
therefore provide a better learning 
experience.

3) The order in which the information 
is delivered is crucial. People can learn 
about bird ID in a step-by-step manner 
with carefully-assign-sequence, giving 
them a sense of accomplishment.

8.3.3 Getting real people to use

While our study proved the feasibility 
of such an approach, we recognize that 
more work has to be done in terms of 
incentivizing people before this notion 
can be implemented as a large-scale 
citizen science project.

Additional particular user modeling, 
as well as more work on gamification 
design, is required to motivate users, 
for example, by carefully developing the 
leveling system, giving tasks of varying 
difficulty to people at various levels, or 
showing them with bird species that are 
present near their locations.

8.3.4 Future work

We focused on visual-based bird 
identification learning within the scope 
of our project because we solely used 
photo classification models. However, 
during our research, birders expressed a 
strong desire to learn how to identify a 
bird species using the information other 
than its visual appearance, such as its 
habitat, location, and behaviors, which 
was not included in our study.

Acknowledging that the information 
beyond birds’ appearance is an 
important aspect of bird species 
identification, here’s how we envisioned 
it to be possible in our existing 
framework:  

1) Imagine we have an identification 
model that incorporates all of the 
necessary information for bird 
identification, such as location, pictures, 
habitats, and so on. 

2) Then, using reference materials, 
human annotators might be trained 
to identify any of the information and 
describe them, which allows them to 

learn about bird ID at the same time.

3) As a result, the annotations they 
generated might be used to assist 
the debugging of the model as well 
as generate explanations for the 
identification results, which could also 
facilitate the end-users' learning.

Moreover, other than making 
annotations, we can also recruit citizen 
scientists with training to do more 
advanced tasks such as classify the 
photos of female or male birds, using a 
similar framework. 

To conclude, the framework we 
investigated in this study has the 
potential to be used to a broader range 
of applications where ML classification 
models are used, as indicated by the 
above conceptualization.

8.4 Limitations
One thing we'd like to point out to 
readers is that the research in this 
project focused on the part of the 
SECA approach that generates local 
explanations, while the part that 
transforms local explainability into 
global explainability was left out of the 
project's scope, where more research is 
needed.

It is one of the limitations of this study 
that there is currently no quantifiable 
proof that the annotation procedure 
improved participants' ability to 
distinguish birds. We tested this in 
Chapters 6 and 7, but the tiny sample 
size prevented us from making definitive 
judgments regarding the impacts on 
learning.

Moreover, compared to the one required 
in practice, the testing of the annotation 
process in this study was actually 
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simplified, with the step of drawing 
bounding boxes being deleted. As a 
result, the annotation tasks' accuracy 
does not fully reflect the real-world 
situation.

Furthermore, due to the length of the 
Master's thesis, we were unable to test 
users with a fully interactive game-like 
prototype, opting instead for a static 
one, making the results on the overall 
engagement of the annotating and 
learning process less convincing.

To finalize, the tests weren’t conducted 
fully in vivo. As a result, extensive testing 
should be conducted in order to properly 
understand the quality of collected 
annotations and people's willingness to 
engage in a citizen scientific project like 
this.

8.5 Reflection on the design 
assignment 
In this project, we collaborated 
with birdwatching enthusiasts and 
professionals to look for ways to apply 
explainable AI to the birding context. 
Despite its exploratory nature, the study 
provided insight into how to collaborate 
with people from other fields, including 
the machine learning developers and 
the birding enthusiasts end-users.

Throughout the project we conducted 
various activities such as interviews, 
internet surveys, and prototype 
testing in order to understand users’ 
expectations, as well as gathered 
thoughts and suggestions from the 
birdwatching community. 

Because this is a new issue for the 
researcher, there are a number of 
design-methodology-related hurdles to 
overcome along the process.

Firstly, in contrast to design projects that 
are closely related to people’s daily lives, 
to conduct a design research project 
in the field of machine learning, such 
as this one, where abstract notions are 
involved, it is difficult to elicit people's 
attitudes regarding those concepts 
through communication. As a result, we 
ran into certain difficulties concerning 
language to use during the interviews 
and surveys at the early stage of this 
project.

Moreover, when everything except the 
underlying technology of what we're 
designing for is hazy, we chose to adopt 
a "reverse engineering"-style approach, 
in which we built prototypes based on 
what we already had and showed them 
to end-users to sensitize their thoughts. 
This was found particularly useful for 
tech-focused innovation projects like 
this.

To sum up, this study advocated the 
creation of a bird-identification learning 
platform as a means of involving 
general citizens in the development 
loop of machine learning bird-id 
models' explainability. Throughout 
the process, we strive to find a link and 
balance between the development 
requirements and the needs of the 
users.

Besides, the project also shed light 
on how to carry out design tasks that 
require specific domain knowledge 
and the participation of people from 
various backgrounds. We learned 
along the process that presenting them 
prototypes of our concepts rather than 
asking them text-based questions was 
a more successful approach of eliciting 
their views and thoughts, especially 
when professional knowledge is 
involved. 

  The findings on design outcomes 
and approaches from this project lay 
the groundwork for future research 
into using the human-in-the-loop 
framework to develop interpretability 
for ML classification models.
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