
 
 

Delft University of Technology

When People Come First
A Human-Centered Approach to Computer Science Education
Zakharov, Ilya; Piatnitckaia, Liudmila; Birillo, Anastasiia; Sergeyuk, Agnia; Izadi, Maliheh

DOI
10.1145/3724389.3730766
Publication date
2025
Document Version
Final published version
Published in
ITiCSE 2025 - Proceedings of the 30th ACM Conference on Innovation and Technology in Computer
Science Education

Citation (APA)
Zakharov, I., Piatnitckaia, L., Birillo, A., Sergeyuk, A., & Izadi, M. (2025). When People Come First: A
Human-Centered Approach to Computer Science Education. In ITiCSE 2025 - Proceedings of the 30th
ACM Conference on Innovation and Technology in Computer Science Education (pp. 711-712). (Annual
Conference on Innovation and Technology in Computer Science Education, ITiCSE; Vol. 2). ACM.
https://doi.org/10.1145/3724389.3730766
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3724389.3730766
https://doi.org/10.1145/3724389.3730766


When People Come First: A Human-Centered
Approach to Computer Science Education

Ilya Zakharov
ilia.zaharov@jetbrains.com

JetBrains Research
Belgrade, Serbia

Liudmila Piatnitckaia
liudmila.piatnitckaia@u-paris.fr

Université Paris Cité
Paris, France

Anastasia Birillo
anastasia.birillo@jetbrains.com

JetBrains Research
Amsterdam, Netherlands

Agnia Sergeyuk
agnia.sergeyuk@jetbrains.com

JetBrains Research
Belgrade, Serbia

Maliheh Izadi
m.izadi@tudelft.nl

Delft University of Technology
Delft, Netherlands

Abstract
The rise of AI tools is reshaping computer science education, shift-
ing the focus from coding skills to teaching students how to ef-
fectively use these technologies. Understanding students’ mental
models and fostering computational and metacognitive skills are
now essential, as over-reliance on AI can weaken critical thinking.
This panel explores how a human-centered approach can balance
these challenges, sharing strategies to optimize learning while ad-
dressing the risks of cognitive offloading in an AI-driven world.

CCS Concepts
• Social and professional topics→Computing education; •Human-
centered computing → Interactive systems and tools; HCI
theory, concepts and models.
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1 Summary
Coding practices are changing as AI-based tools become widely
used. This shift means that computer science education now focuses
not only on coding skills but also on teaching students how to use
these new tools effectively [6]. When people work with complex
systems, they rely onmental models, representations that help them
understand, reason, and predict the outcome of interaction with
the tool [8]. By understanding students’ mental models of AI tools
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for coding, educators can better decide what to teach in today’s
world.

In the age of AI, not only students build mental models of AI
tools, but AI systems also create their own models of user behavior
to better assist them. Some researchers even talk about a mutual
understanding between humans and AI, where both sides learn
from each other over time [1]. An example of this is the Promptly
tool, which shows that training both students and AI can lead to
better use of AI in programming courses [2].

AI tools are also changing what skills students need to be good at
for coding. In the past, success in coding depended on memorizing
and recalling information, but now the focus is on metacognitive
skills. Today, tools require students not to write code, but rather
read, understand, evaluate, and prompt code generated by large
language models [3]. This change makes one of the most important
skills computational thinking (CT). Computational thinking is de-
fined as “a way humans solve problems with the help of a computer”.
CT consists of the ability to think in abstraction, decomposition,
algorithms, evaluation, and generalization. New teaching tools are
being developed to help students build these skills [5].

However, these changes also introduce a threat, such as learn-
ers’ over-reliance on code generation models [3]. Over-reliance on
these tools may cause students to skip careful reading of problem
statements and may weaken important critical thinking skills. This
problem is known as cognitive offloading. Cognitive offloading
can be described as the reliance on external tools or resources to
manage cognitive tasks rather than processing the information
internally [7]. Studies demonstrated that when individuals delegate
tasks like remembering information or solving basic perceptual
problems to external aids (e.g., calculators, notepads), there is often
a corresponding decline in internal cognitive processing or skill
maintenance. Current research is already showing evidence that
intensive use of AI tools can lead to decline in critical thinking
more generally [4].

In our panel, we will discuss how a human-centered approach
to computer science education can help address these challenges.
We will share successful teaching practices and explore how under-
standing students’ mental models and metacognitive skills can lead
to better educational outcomes.
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2 Panel presentation structure
Table 1 outlines the panel structure. The moderator will introduce
the panelists and discuss dispositions in the context of human-
centered CS education. The panelists, whose position statements
appear in the next section, will present their perspectives.

As shown in Table 1, the session includes enough for active audi-
ence participation. The moderator will also include early questions
from remote participants to ensure their involvement.

Table 1: Panel Structure

Description Duration

1. Introductions and Background 3 minutes
2. Panelists’ Presentations 30 minutes
3. Audience Q&A 25 minutes
4. Summary 2 minutes

3 Position Statements
3.1 Agnia Sergeyuk - moderator
Agnia Sergeyuk1 is the head of Human-AI Experience team at Jet-
Brains Research and a PhD candidate at Delft University of Technol-
ogy, with her Specialist degree in Clinical Psychology. Her research
covers various topics, from the cognitive aspects of reading code to
understanding the needs people have when interacting with AI sys-
tems. She will moderate the panel, introduce the panelists, outline
dispositions, facilitate the audience with questions and discussions,
and summarize the session.

3.2 Ilya Zakharov - students’ mental models of
AI

Ilya Zakharov2, a senior researcher at Human-AI Experience team
at JetBrains Research and a PhD in Psychology. He has a divers
background in the intersection between psychology, neuroscience
and behavioral genetics, with focus on individual differences in
cognition and intelligence. In his recent research he focuses on
humans’ mental models of AI and the roles human assign AI at a
workplace. He is interested in understanding how taking into ac-
count different mental models human have about AI can be utilized
for the more effective human-AI interaction.

3.3 Maliheh Izadi - AI’s mental models of
students

Maliheh Izadi3, an assistant professor at Delft University of Tech-
nology. She holds a PhD in Software Engineering from Sharif Uni-
versity of Technology. Her research focuses on building smart soft-
ware systems through tailoring machine learning and NLP tech-
niques to source code. She studies, designs, and develops learning-
based models, specifically LLMs for source code, to automate soft-
ware engineering and developer-related tasks such as understand-
ing, generating, and documenting source code. She is interested in
1Agnia Sergeyuk’s Google Scholar: https://scholar.google.com/citations?user=
EHnCIIwAAAAJ&hl=en&oi=ao
2Ilya Zakharov’s Google Scholar: https://scholar.google.com/citations?user=MTOEI-
oAAAAJ&hl=en&oi=ao
3Maliheh Izadi’s Google Scholar: https://scholar.google.com/citations?user=
F2D5RawAAAAJ&hl=en&oi=ao

how AI can diagnose students’ current mental models and create
customized learning paths.

3.4 Anastastia Birillo - metacognitive skills in
CS education

Anastisia Birillo4 is the head of the Education Research group
at JetBrains Research5 and an external PhD student in Computer
Science at Utrecht University. Her research interests are in-IDE
learning, intelligent tutoring systems, generative AI, and low-no
code programming education. She is particularly keen on exploring
how CS education can shift from teaching CS concepts to helping
students improve their computational thinking and meta-cognitive
abilities.

3.5 Liudmila Piatnitckaia - cognitive offloading
Liudmila Piatnitckaia6, a PhD candidate at Université Paris Cité,
holds master degrees in Clinical Psychology and Learning Sciences.
She focuses her research on AI for Education and Critical Thinking.
She will discuss potential research on cognitive offloading—the
process of delegating cognitive tasks to external tools. While past
research emphasized low-level functions like memory and spatial
tasks, emerging studies now examine offloading high-level func-
tions with advanced AI. Preliminary evidence suggests that as stu-
dents rely on AI for analysis and creative problem-solving, they
may bypass the deeper cognitive engagement.
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