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Nomenclature

cost function of WLS routine, -

cosine of angle x, -

effectiveness matrix of the actuators, -

effectiveness matrix of the state, -

effectiveness matrix of a general control law, -

= identity matrix of size m, kg - m?

moment of Inertia of the drone around an axis x, kg - m?
gain number x of block y, -

moment arm around center of gravity of actuator u, m
mass of the drone, kg

position vector, m

desired position vector, m

reference position vector, m

magnitude of location of pole x, -

sine of angle x, -

thrust of the pusher motors, N

thrust of the quad-motors, N

state of actuator u, -

commanded state of actuator u, -

preferred state of actuator u in the WLS routine, -
vector of real actuator state, -

diagonal matrix of weighting factors of the actuators, -
diagonal matrix of weighting factors of the pseudovec-
tor, -

state vector, -

output vector of a general system, -

WLS primary objective weighting factor, -

u = first-order dynamics corner frequency of actuator u,
rad/s

vector of attitude angles, rad

torque curve linear coefficient of motor u, (N - m - s%)/
rad?

thrust curve linear coefficient of motor u, (N - s?) /rad?
skew angle, rad

pseudocontrol vector, -
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T, = first-order-dynamics time constant of actuator x, -
Q = vector of angular rates, rad/s
W, = rotational speed of motor u, rad/s

I. Introduction

YBRID unmanned aerial vehicles (UAVs) integrate both multi-

copter vertical takeoff and landing (VTOL) capabilities and the
efficiency of winged flight, facilitated by a transition process. This
combination of capabilities has opened up a myriad of applications,
from urban package delivery to offshore missions. However, these
applications often entail operating in challenging environments with
strong and gusty winds. Thus, there is a pressing demand for UAV
platforms capable of withstanding turbulent conditions and con-
ducting autonomous operations.

The variable skew quad plane (VSQP) is a novel platform devel-
oped by TuDelft (Patent NL 2031701) specially designed to execute
precise landings in windy conditions and on moving platforms. In
[1,2], the control of the VSQP was accomplished using incremental
nonlinear dynamic inversion (INDI) with weighted least squares
(WLS) [3.4] control allocation. One of the main benefits of INDI
over, for example, proportional integral and derivative control in the
realm of micro air vehicles (MAVs) is its demonstrated capability for
rapid disturbance rejection [35,6]. This capability has also been veri-
fied for winged platforms [7]. It is evident how disturbance rejection
is a critical requirement for a platform intended for precise landings in
windy conditions or on moving platforms.

As shown in [8], another advantage is the minimal requirement for
modeling knowledge and gain tuning to develop an INDI controller.
Ref. [1] provides a comprehensive overview of control for the VSQP,
demonstrating how a few simple assumptions and models enable
accurate control effectiveness estimation and control. Likewise, [2]
reaches similar conclusions but with an emphasis on guidance.

Whereas [1] and [2] only make use of simple error controllers
(ECs) to track desired pseudocontrol vectors, Refs. [9] and [10] show
that reference models can be used to generate feasible smooth refer-
ence trajectories directly from the control variables. This allows for
better definition of the response dynamics of the platform as well as
detection of deviations from desired trajectories at all derivative
levels.

As for the structure of the controller, [1,5,7] propose a cascaded
implementation in which two nested control allocation routines try to
satisfy attitude and position demands. Instead, [9-11] develop a
unified controller structure that makes use of a single dynamic
inversion procedure to track a given pseudocontrol vector. This
method, when combined with a WLS approach, offers the advantage
of enabling the definition of a hierarchy in control allocation between
position and attitude requirements, particularly in situations where
the actuators effective in both domains become saturated. The
method has been proven to robustly provide control for transitioning
hybrid VTOL aircraft with actuators capable of generating both
forces and moments.

In INDI, the control law lacks a representation of actuator dynam-
ics and entirely neglects state-induced effects. It is assumed, as in the
work of [12], that the state- dependent term changes sufficiently slow
compared to the actuator dynamics. However, a real-life actuator,
which often can be modeled as a first- or second-order system, would
suffer from lag as well as attenuation of amplitude.

In [13], the state change is incorporated over one time step.
However, this approach is limited when actuator dynamics are sig-
nificant, as the anticipated state change is not realized within one time
sample. In [14], the state-dependent terms are added in discrete time,
but this method also struggles with actuator time constants larger than
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the controller’s time step, leading to potential large actuator inputs
and hidden oscillations.

In [15], pseudocontrol hedging is proposed to prevent a controller
from adapting to system input characteristics such as actuator dynam-
ics. In [9], the hedging effect is incorporated by recalculating the
highest-order derivative and moving the reference model in the
opposite direction (hedge) by an estimate of the amount that the plant
did not move due to actuator dynamics.

In an effort to develop a more comprehensive compensation tech-
nique for actuator dynamics and state-dependent terms, [16-18]
integrate knowledge of the actuators’ dynamics directly into the
control allocation process. This involves formulating an INDI control
law based on an additional time derivative of the system output,
thereby incorporating information about the actuators’ response
dynamics directly into the effectiveness matrix. This control law is
termed actuator nonlinear dynamic inversion (ANDI) by [18].

In the control of the VSQP, precise trajectory tracking during
transition and landing has proven to be challenging. These difficulties
primarily stem from the slow attitude dynamics, leading to erroneous
control allocation with other fast actuators like the pusher motor. The
contributions of this Technical Note are the following: 1) the first
implementation and flight testing of the ANDI control law on a real
platform, 2) the first proposal of a method to extend the ANDI control
law for guidance operations and its application to higher-order
dynamic actuators, 3) the first integration of the ANDI control law
within a unified controller structure, and 4) an in-depth comparative
analysis of the real-world performance of INDI and ANDI controllers
in trajectory and desired state tracking.

II. The Variable Skew Quad Plane

In hovering, the drone functions as a quad-rotor, with attitude
control achieved through differential thrust. During forward flight,
the drone behaves like a plane, utilizing aerodynamic surfaces for
attitude control. Similar to a typical quad-plane configuration, the
drone gains forward speed from a push propeller located at the tail.
However, unlike a traditional quad-plane design, in the proposed
configuration the wing is not fixed. Instead, it employs the rotating
concept akin to that used in an oblique flying wing [19]. A central
rotating structure facilitates wing deployment while the lateral rotors
are folded into the fuselage. This approach is anticipated to signifi-
cantly enhance cruise efficiency by leveraging the lift generation
benefits of the wings and reducing drag through the retraction of
unused rotors. Furthermore, in hover mode, positioning the wing atop
the fuselage reduces the area susceptible to wind gusts, consequently
enhancing control authority. Figures 1 and 2 depict the VSQP in
hover and forward flight modes, respectively. The VSQP employs a
total of 10 actuators, detailed in Table 1. Additionally, a graphical
depiction of the actuators’ placement on the VSQP is presented in
Fig. 3. The right-hand column of the table indicates whether each
actuator rotates with the skew angle.

The control of the VSQP is intricate, due to several factors. The
coupling of certain actuators with the skew angle introduces vari-
ability in their effectiveness. Additionally, the lift generated by the
wing is a function of both the skew angle and airspeed, adding further
complexity. Moreover, the broad flight envelope is achieved through

Fig. 1 VSQP with skew angle A set to 0 deg.

TECHNICAL NOTES

Fig.2 VSQP with skew angle A set to 90 deg.

Table1 List of actuators for the VSQP

No. Actuator Symbol Rotates
1 Front motor mg —_—
2 Right motor m; v
3 Back motor my —_—
4 Left motor ms v
5 Pusher motor ny —_—
6 Elevator e —_—
7 Rudder r —_—
8 Ailerons a v
9 Flaps f v
10 Rotation servo R ——

Fig.3 Actuator schematic of the VSQP.

a transition between hovering, where the quad motors are primarily
utilized for control, and forward flight, where the aerodynamic
surfaces come into play.

III. Unified Control Approach

One approach to organizing an INDI controller is to employ a
cascaded structure. In this setup, an outer loop guidance controller
provides inputs to an inner loop attitude controller. An example of
such a cascaded control structure for a quadcopter is illustrated in
Fig. 4. The control allocation blocks vary in structure depending on
the specific control law employed. Lastly, the MAV block represents
the dynamics of the drone.

In Fig. 4, it is evident that the command signal to the actuators
results from two cascaded optimization routines. When an actuator is
highly effective in both generating a moment around the center of
gravity for attitude control and producing a force for guidance, it
becomes less straightforward how the final actuator command is
computed. In contrast, the unified controller computes a single con-
trol allocation to simultaneously address linear and angular acceler-
ation goals. This consolidation integrates guidance and stabilization
into a unified control allocation for two sets of actuators. The first set
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Fig. 5 Example of unified control structure.
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comprises the real actuators, such as motors and servos. The second
set consists of virtual actuators, which, in the simplified control
scenario depicted in Fig. 5, are represented by the attitude angles.

Thanks to the unified structure and single control allocation,
complemented by a WLS routine, implementing actuator cost func-
tions becomes more straightforward. The cost function for the WLS
routine, as outlined in [1,3], is expressed as

Clu) = |W,(u = u,)|? + 7| Wo(Gu = )|

Primary Objective

Secondary Objective

r"W,G W g

u—
Wu Wu u 4

ey

This cost function can be minimized by solving the associated
quadratic programming problem to determine the actuator state
vector that reduces the cost while adhering to the actuators’ saturation
limits. By assigning different weights in W, the designer can estab-
lish a hierarchy in control allocation, prioritizing position or attitude
requirements according to their preferences. Such a hierarchy is
particularly valuable when actuators effective in both domains reach
saturation. For instance, during a transition phase, the VSQP can
increase altitude by either increasing the quad thrust or adjusting the
pitch angle to generate more lift. When the quad motors are com-
manded to reach saturation, the control allocation mechanism needs
to determine whether to prioritize achieving a new attitude or gen-
erating more linear acceleration. The unified structure has been
demonstrated to robustly provide control for transitioning hybrid
VTOL aircraft equipped with actuators capable of producing both
forces and moments [11].

IV. Actuator Nonlinear Dynamic Inversion

In INDI, control allocation challenges arise when attempting to
distribute the control action to multiple actuators with significantly
different dynamics, such as in the case of the attitude and real
actuators within the unified control approach. This occurs because
the effectiveness matrix provides information solely on the effective-
ness of an actuator, without considering its dynamics. As a conse-
quence, two actuators with equal effectiveness along a controlled axis
x, and equal weighting in the control allocation, but differing dynamics
and effectiveness along other axes, will receive equivalent commands
to achieve the desired pseudocontrol vector along that axis, v,.

(sq/sé} - CU/CHS(/))KTW“

A (C(/;Ce)KT,,,O (C(/;Ca)KT,,,1
=
0 —
0 Ca lml KT,
lmo KT, s/\lml KT,,
K

—K
Tmg Tmy

(cys9 + cesd,s,,,)lcrml (cys9 + 095¢SW)KTMO

(SV/SQ - Cu/CF}S(/))KTml

characterized by varying and nonnegligible first-order actuator
dynamics, defined as

u=¢,(u.,—u) =¢e,Au 2)
where
€, = diag(&, Em, s Emys Emy» Emys Ees Ers €as Ef» €y €9) 3)

The derivation of the ANDI control law starts from the definition of a
general system for the VSQP:

x = f(&u,),
y=hxu,) )
where
*=[ru),
x =[Py.Pp.Pp.Q.Q,. Q]
u, =[¢.0]",
u, = [}, 0k, w2 0%, " (3)

Similar to [10], we distinguish between nondirectly controlled states
x and the states used as virtual actuators u,. The system’s output is
expressed as a subset of the time derivative of the total state vector
corresponding to the non-directly controlled states:

y=h@Eu,)=%=fxu) =[Py PrPp Q.00 (©6

where the general actuator state vector u is defined as [u,,u,].
Performing a differentiation in time and using the actuator dynamics
definition of Eq. (2) leads to

5= 6f(axx,u))2+6fg;,u)u

=Fx+ F,u=F.x+ F,e,Au
(N

Now, by setting the pseudocontrol vectorv equal to y, assuming F ¢,
is full rank and taking its pseudoinverse, and rearranging Eq. (7), we
derive the ANDI control law:

Au = (F,e,)"(v - Fx) ®)

In Eq. (8), the effectiveness matrix F, consists of subcomponents
associated with the quad motors (Q), the pusher motor (P), and the
attitude angles (7). As outlined in [1] and [2], it is defined as

F, = diag(m,m,m, 1, 1,,.1.)7"[ Fuys Fu,. Fu, | 9)

(cys9 + CQS¢SW)KTW,2

(Sylsé’ - C,,,CgS{/))KTmz

(cys9 + cgs¢sW)KT”13

(SV/SQ - CI//CF}S(/))KTW,3

(C(/;Cf))KTm2 (C(/ICH)KT,,,3 (10)
0 CA lm3 K’rm3
_lmzKTmz —SA lm3 KT,
—K K

I

Ty m3
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[ (eyco = spsys0)Kr,,
(CHS(// + CV/S(/)SH)KT

Fu — (_C(/)sf;‘)KT,,,4 (1 1)

my

i cpCoSyTo — cypsysoTp

—S¢C9TQ + S¢59Tp
n 0
0
0

u,

where

w3+ kp @3

Kr, @5 + K, ©f + K7, iy @3
- (13)

S
e 4

TP = KT"’A CU% (14)
It is important to note that, unlike in [1,2], no effectiveness values for
the aerodynamic surfaces and lift are provided in this study. This
omission is due to the fact that the tests presented here are conducted
indoors and at a negligible airspeed. Therefore, for clarity, these
effectiveness values are omitted.

From Eq. (8), it is evident that in ANDI, aside from directly
incorporating knowledge of actuator dynamics in the matrix inver-
sion, one can also compensate the state-induced effects F, if known.
However, for the purposes of this study, which includes validation
tests conducted indoors where the velocities and angular rates (x) are
small, we will assume these effects to be negligible. This simplifies
the command law to the form given by Eq. (15).

Au = (F,e,)t () (15)

We observe that in an effort to track v, actuators with faster dynamics
€, will receive smaller commands compared to actuators with slower
dynamics. This effectively embeds knowledge of the actuators’
dynamics directly into the effectiveness matrix.

V. Incremental Nonlinear Dynamic Inversion

In [18], the INDI control law is derived from the ANDI control law
under the assumption of ideal actuators with infinite e. This deriva-
tion is particularly noteworthy, as it also introduces a method for
designing consistent ECs tailored to the two control laws. Notably,
[18] proposes a structured approach to the general error dynamics of
the system, modeling it as a cascade of two components: a slower
system representing the desired error dynamics and a faster inner loop
with a corner frequency e,, designed to capture the faster actuator
dynamics. Using the notation of this Note, the error dynamics in the
Laplace domain can be expressed as

1
E(s) (s21 +> sfk,.ﬂec) (sI+¢€,) =0 (16)
i=0

where e, = ys — y is the error in y with Laplace transform E ,(s),
(s’T + Y"1y s'k; ;) describes the desired error dynamics with
respect to the system, (sI + €,) is the desired error dynamics due
to the first-order actuators, and k are the gains of the parallel EC.

(cocy = 54595,)T o — (cyySg + c9545,)Tp
—cycocy To + cpeysoTp  (cosy + 54590, )T — (5,59 — ¢, Co54)Tp
—S9C¢TQ - C¢C9TP
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Expanding Eq. (16), transforming to the time domain and setting the
pseudocontrol vector v to y leads to

V=Yt + (ko +€))€, + (e)ky + ki e, + ek e, (17)

It is also possible to redefine Eq. (17) so that k represents the gains of
a cascaded EC, similar to the one proposed later in Sec. VI for INDI:

0 12)

0
0

V=Yt + (ko +€,)6, 4 (e)ky + ki ko )éy + ek ks e,
(13)

The control law of ANDI reported in Eq. (8) can then be reformulated
to

Au = (Fue,) " (Veer + (ko +£))€, + (e, + ky_k>_)é,
+ e,k k,_e, — F,x)
= (Fu&,)" Vet + ko€, + ki _ko_é, — F X
+e,(E, + ko by +k ks e))) (19)

Now, assuming that all actuators have the same dynamics, such that
€, = &1 x|u|, and choosing accordingly &, = &,I}x|yj> it 18
possible to derive that

Au = - (Fu)+(yref +ky &+ ki _ky é,— Fxx)
+ (F)" (6, + ko 6, + ky ko e) (20

Letting the actuator dynamics ¢ approach infinity leads to

£,—00

Au = lim (8— (Fu)* (et + ko€, + ky_k,_é, — F,X)
u

+ (F)*T (6 + ks 6y + klcckzccey))

= (F)" (¢, + ko, + K1 Ko €))
= (Fu)+(j;ref + k2ecéy + klcckZEcey - y)
= (F)* (-}) 2D

where v is the pseudocontrol vector calculated by a second-order
cascaded EC. Equation (21) is nothing other than the INDI control
law as reported in literature [1]. Therefore, it can be concluded that
under the assumption of infinitely fast actuators, the INDI control law
approximates the exact ANDI control law. In addition, with the
proposed error dynamics structure, it is possible to relate the gains
of a second-order INDI EC to the gains of a third-order ANDI EC,
given the actuator dynamics.

VI. Reference Model and Error-Controller-Poles-Based
Design

In [1], control objectives are derived solely from linear ECs. These
ECs, as shown in Fig. 4, process the desired positions and attitudes to
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linearly calculate the required adjustments in linear and angular
accelerations. This framework, however, does not facilitate the
explicit definition of other higher-order reference signals that one
might wish to track. For instance, during transition, commanding a
specified position might not be the only goal; specifying a particular
velocity and acceleration envelope could also be desired. These
higher-order reference signals can be formulated and bounded where
needed, using a reference model (RM). A sample RM is illustrated
in Fig. 6.

An adapted version of the EC that accepts multiple reference
signals as input is provided in Figs. 7 and 8 for ANDI and INDI,
respectively. The RM in Fig. 6 can be captured with the following
transfer function with negative real poles with magnitude p;, p,,
and ps:

Pi1 P2 P3

Hiy(s) = 2
() S+pys+prs+ps

P1P2P3

C S+ (P14 P2+ p3)St+ (pip2+ P13+ Pap3)s+ pipaps
(22)

The transfer function for the RM can be calculated by block-reducing
the diagram in Fig. 6, leading to

K1 K2 K3,
SZ + kzrmk3 S + kl

Hi(s) = (23)

S3 + k3 k2rm k3

The same transfer function can be derived for the EC dynamics of
Fig. 7. In essence, the gains of RMs or ECs can be calculated as a
function of the poles of a third-order system by comparing the

coefficients of the denominators of Egs. (22) and (23):

_ P1P2P3 P V2 + p1p3 + P2D3
1 = ) -
P1P2 + P1P3 + P2D3 p1+p2+p3
ks =pi+ p>+p3 (24)

Consequently, it becomes possible to design pole positions to realize
a specific desired dynamics and then translate those pole positions
into gains for RM and EC. This methodology offers a significant
benefit by enabling the explicit design of the system’s response based
on well-established Linear Time-Invariant (LTI) systems theory. It is
important to note that in this Note we primarily focus on systems with
real poles to achieve a critically damped response of the system.
However, the same conclusions could be drawn for a system with a
real pole and a pair of imaginary conjugate poles.

Fig. 8 Position error controller for INDI.

TECHNICAL NOTES 1171

VII. ANDI and INDI Theoretical Comparison

Figure 9 presents a modified version of the unified controller
depicted in Fig. 5. This version incorporates the ANDI control law
through Moore—Penrose pseudoinversion of the effectiveness matrix,
along with the RMs and ECs discussed earlier. Additionally, the
desired attitude angles are no longer calculated using the output of
the MAV block. Instead, they are explicitly determined using the
attitude dynamics described in €,. Both approaches yield equivalent
results, provided the utilized attitude dynamics accurately reflect the
real attitude dynamics and no external disturbances influence the
attitude angles.

The last block to be analyzed is the MAV block, which in real-life
applications is accompanied by an inertial navigation system and
sensor readings. This block contains the transfer function x(s) /u(s)
and integration blocks to output the state and its derivatives, which are
then fed back to the ECs. For a linear system, assuming the state-
dependent term is negligible, this transfer function is equivalent to
F,(xy,uy). Consequently, for a single input single output (SISO)
system, one can see how the signal path from the pseudocontrol
vector up to and including the MAV block can be reduced to just an
integrator.

By further rearranging the block diagram of the ECs with the extra
integrator for a single signal path, we discover that P(s)/P,.(s) and
7(s) /N (s) reduce to unity gains. In other words, with ANDI, the
transfer functions from P(s)/Pg..(s) and 5(s) /Ny (s) are simplified
10 Pyt (5) / Paes (8) and e (5) /Maes (5), respectively.s The same cannot
be said for an INDI unified controller with the ECs, as depicted
in Fig. 8. In this case, the transfer functions P(s)/P.¢(s) and
11(s) /11:.r (s) do not reduce to simple unity gains. Instead, they become
dependent on the respective error-controller gains and actuator
dynamics:

’1(3) _ €y (S2 + kZSCs + kleckZ“)
nref(s)lNDI S3 + g”sz + kZeCEus + klec k2ec Eu

(25)

In a nutshell, under the assumption that actuator dynamics can be
accurately represented by a first-order model, perfect inversion
becomes feasible with ANDI. On one hand, this assumption is
typically valid for nonsaturated real actuators allowing their corner
frequency to be utilized in control allocation. On the other hand, this
does not hold true for virtual actuators, such as attitude angles. In
ANDI, as deduced earlier, the dynamics of the attitude angles
1(8) /Nges(s) correspond to the dynamics of the attitude reference
model #,.¢(5) /Mges (8), Which, in turn, is a third-order system. Hence,
to incorporate virtual actuators into control allocation, we must
approximate the attitude dynamics to a first-order system and evalu-
ate the impact of this introduced inaccuracy. To this end, consider the
Taylor expansion of an exponential function:

XZ 3 4 X5

SO I S M AT 2
e +x+2+6+24+120+0(x) (26)

Now, truncating the approximation of Eq. (26) at the second term
allows us to introduce the relation of Eq. (27). By adopting this
approach, we are already aware that we are introducing inaccuracies
in the high-frequency regime. A more thorough analysis of these
inaccuracies will be conducted later. Using such a Taylor expansion,
it is possible to derive a mathematical approximation of a first-order
system with time constant z:

1 1

-T5
eV =—n

e” 1+471s

27

Starting from the transfer function of a third-order system as depicted
in Eq. (22):

SFind all block-reduction derivations at [20].
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we have derived an approximation of a third-order system to a first-
order H4(s) transfer function. This means that additionally to
defining the gains of the RMs and ECs, the pole-based definition
of the third-order system allows one to derive the mathematical
approximation for the nearest first-order system, the dynamics of
which are applicable in the ANDI controller for the virtual actuators.

Table 2 presents the selected poles for each component of the
system, both for ANDI and INDI, along with the corresponding
cascaded gains. It is notable that the poles of the EC are determined
based on the error dynamics structure outlined in Sec. V. Hence, in
INDI, the EC shares two poles with those in ANDI, whereas the latter
includes an additional pole representing the actuator dynamics spe-
cific to that axis. These actuator dynamics are the slowest among the
set of actuators used to control the axis, as the overall control is
constrained by the slowest actuator. For the attitude EC, this corre-
sponds to the quad motors’ dynamics at 10.1 rad/s. For the position
EC, it reflects the attitude dynamics at 1.57 rad/s, computed using
Eq. (30) and the attitude RM poles.

In Fig. 10, the frequency responses of the attitude reference model
from Eq. (22) and its first-order approximation from Eq. (30),

Table2 ANDI RM and EC poles location and gains flight tuned

Fig. 10 Frequency response of the attitude dynamics transfer functions
in Egs. (22) and (30) with the poles defined in Table 2.

utilizing the pole set defined in Table 2, are presented. It is evident
that up to a frequency of 1 rad/s, the frequency responses of the
two transfer functions are nearly identical. Therefore, one can infer
that the first-order approximation can effectively approximate the
third-order transfer function up to this frequency.

Similarly, in Fig. 11, the attitude INDI controller matches the
frequency response of the ANDI controller up to 2 rad/s. Because

Magnitude (dB)
g

for VSQP

System Controller pl p2 p3 k1 k2 k3
Attitude RM  ANDIand INDI 4.71 471 471 157 471 14.14
Attitude EC ANDI 450 450 10.1 1.84 5.82 19.10
Attitude EC INDI 450 450 —— 225 900 ——
Position RM  ANDIand INDI 093 0.93 093 031 093 2.79
Position EC ANDI 1.00 1.00 157 038 1.16 3.57
Position EC INDI 1.00 1.00 —— 0.50 2.00 ——

-100 - -
107" 100 10" 102
0
o0
()
=
2 -200 S
Z — ANDI M
A~ = =INDI Se ol
-400 ‘ ‘
107" 100 10" 102
Frequency (™24)

Fig. 11 Frequency response of 7(s) /1145 (s) in ANDI and INDI with the
poles defined in Table 2.
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we have shown that for ANDI, the transfer function 7(s) /#4es(s) .20
simplifies to the RM dynamics #,c;(5) /45 (s) due to the unitary % 10 ,»\
nature of the EC dynamics #(s)/#,.(s), the same conclusion can > P
be drawn for INDI up to 2 rad/s. Figure 12 shows the adjusted ANDI = o == N
unified controller with the identified attitude dynamics. &= \\

To ensure that the attitude angles are not commanded reference 0 -10 ¢ N
signals falling within the frequency range where the approximation is = 20 | K
invalid, one can design a position reference model as depicted in 10t 10° 10t
Eq. (23), with poles specified as reported in Table 2. The Bode plot
in Fig. 13 demonstrates that such a system already attenuates the . 0 hEN
magnitude by —10 dB at 1 rad/s, and further attenuates at higher ¥ 50l 1
frequencies. Z \

As for the position EC, it is essential to acknowledge that the g -100 \
controller assumes first-order attitude dynamics, whereas they are .50l | ANDI Mo
actually third order. As a result, even in ANDI, when considering the = = INDI RN
SISO signal path allocating to the attitude angles, which have the -200 & . >
slowest dynamics and thus dictate the dynamics of the entire system, 101 10° 10t
the transfer function P(s)/P.;(s) anpr Will not simplify to a unity Frequency (%1)

gain. However, we can evaluate the impact of assuming the approxi-
mated first-order dynamics in the controller by substituting the
simulation of the attitude dynamics #(s)/fges(S)anpr With the
dynamics of the attitude reference model #,.¢(s)/fyes(s) and block
reducing. Similarly, in INDL, P(s)/P,.;(s)inpr can be estimated by
substituting 7(s) /faes(5) ;xp, With the product of #,e¢(5) /74es (5) and
7(8) /Mees ($)np1 [as reported in Eq. (25)], and block reducing.
Figure 14 illustrates the frequency response of the transfer
function P(s)/P.s(s) for both ANDI and INDI for the poles and
gains of Table 2. It is noteworthy that the INDI transfer function
displays positive magnitude amplification, starting from 0.4 rad/s

o

R
S

A
)

Magnitude (dB)

10t 10° 10

Phase (deg)
N}
o
o

-300 -
10" 10° 10
Frequency (™)

e
Fig. 13
Table 2

Frequency response of P..;(s)/Pges (s) with the poles defined in

Fig.14 Frequency response of P(s)/P.¢(s) in ANDI and INDI with the
poles defined in Table 2.

and reaching a peak of 13.9 dB at 1.9 rad/s. The phase remains
approximately O deg until it starts to decline at 1.5 rad/s.

The ANDI transfer function instead shows positive magnitude
amplification starting at a later frequency, 1.0 rad/s, coinciding with
the onset of imprecisions due to the approximation of higher-order
dynamics to first-order dynamics, and peaking at 7.0 dB at4.0 rad/s.
The phase remains approximately O deg until it starts to decline at
2.5 rad/s. It can be concluded that the ANDI controller exhibits
comparatively favorable characteristics compared to the INDI con-
troller: 1) smaller magnitude peak and 2) reduced phase lag occurring
only at a 3) higher frequency.

Considering a set of reference signals describing a sinusoidal wave
at a frequency of 0.8 rad/s, one can conclude from Fig. 14 that
whereas an ANDI controller would be capable of precisely tracking
the input signal (magnitude of 0.05 dB and phase of 1.69 deg), the
INDI controller would consistently slightly lead and overshoot the
reference signal (magnitude of 2.00 dB and phase of 5.51 deg).

VIIIL.

This observation is further confirmed by conducting a simple
simulation in Simulink, where the drone attempts to track an input
sinusoidal signal in the longitudinal body direction. The simulation
involves two actuators, namely thrust and pitch angle, and is con-
structed based on the structure depicted in Fig. 15. The absence of a
pusher in the test setup serves the purpose of ensuring that the pitch
angle must be actively utilized throughout to achieve positioning.
This restriction effectively confines the system dynamics to the pitch
dynamics, aligning with the considerations of the SISO transfer

Test 1: Position Sinusoidal Tracking
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Fig. 15 Diagram of the unified ANDI controller as implemented on the VSQP.
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Fig. 16 Simulation longitudinal position sinusoidal tracking at
0.8 rad/s.

functions discussed in Sec. VII. It is worth noting that one deviation
from Fig. 12 is that the position reference signals are generated
analytically rather than using RMs. This step is taken to calculate
the perfect reference signals to track the position sinusoidal and to
isolate the response to only the error-controller dynamics, ensuring
that the position reference model does not interfere. The simulation
files and all presented test data can be found at [20].

In Fig. 16, the results of the position sinusoidal tracking test are
depicted. As anticipated, the ANDI controller tracks the reference
signal nearly perfectly, whereas the INDI controller consistently
overshoots the reference signals by approximately 0.25 m. This test
was validated in real life through an indoor test with the VSQP,
utilizing an infrared tracking positioning system. The tracking of
the position sinusoidal during the flight test can be found in Fig. 17.9
Remarkably, the flight test results closely align with the simulation
results, with the INDI controller demonstrated to perform worse than
the ANDI controller.

Slight differences between the simulation and flight test exist,
particularly concerning the magnitude and periodicity of the position
error, as illustrated in Figs. 18 and 19. These discrepancies are
believed to arise from intrinsic modeling inaccuracies of real-life
systems, as well as the fact that the simulation is conducted purely in
two dimensions, whereas in real life, the drone is executing control
allocation to accommodate positioning in three-dimensional space
along with the three attitude angles.

IX. Test2: Overactuation Test

In Fig. 12, control allocation is performed through the pseudoin-
version of the effectiveness matrix. However, this is just one of many

A video of the presented flight tests can be found at https://www.youtube.
com/watch?v=yL.cbNwS9VxM&ab_channel=MAVLabTUDelft.
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methods available for solving the control allocation. In truth, as
shown in Fig. 15, the control allocation executed onboard VSQP
utilizes a WLS [1,3] routine, with specific adaptations to incorporate
the use of pusher motors and the lift generated by the wing [21]. The
advantage of WLS lies in its ability to incorporate saturation limits, a
hierarchy between the pseudocontrol vectors and a preferred state for
the actuators in the control allocation process.

Itis important to note that the VSQP is partially overactuated along
its body x axis, which means it can hover steadily with a positive pitch
angle at a specific point in space by compensating with the pusher
motor. Such capability can be particularly advantageous during
transitions to forward flight and hover. In Ref. [2], transitions are
performed by introducing a desired pitch along with changing air-
speed. This approach helps to steer the drone away from states where
aerodynamic effects, difficult to model precisely, disturb its stability.
For instance, when the wing is retracted and the drone is moving
forward with a positive pitch, the exposed section of the wing at the
front creates a pitch moment that could potentially saturate the rear
motor. To mitigate this scenario, setting a slightly negative preferred
pitch angle has been found to be effective. Another reason for
specifying a desired pitch angle is that VSQP was designed to land
on moving ships. Therefore, being able to partially mimic the deck
pose during landing can be beneficial for achieving precise and robust
landings.

It is evident how maintaining precise trajectory tracking and being
able to match a desired pitch angle are crucial aspects of the control of
VSQP. Therefore, a second test is devised to demonstrate the advan-
tages of the ANDI controller over the INDI controller. In this test, a
sinusoidal signal with a frequency of 0.8 rad/s is supplied to the
control allocation as the preferred pitch angle. This frequency is
selected again because, as shown in Fig. 11, both controllers should
be capable of perfectly and identically following the attitude refer-
ence signal. However, it is anticipated that in INDI, due to the
omission of the slow dynamics of the attitude angles, the thrust and
pusher motor command will not be optimally calculated to maintain
precise position tracking simultaneously.

Figure 20 illustrates the pitch-related signals during the overactu-
ation test for both the ANDI and INDI controllers. The preferred
signal is a sine wave with a frequency of 0.8 rad/s. To ensure that the
control allocation prioritizes matching the preferred pitch angle
wave, only the pitch angle is assigned a cost in the secondary
objective of the WLS routine. The output of the control allocation
is then the preferred pitch signal itself, which is fed to the attitude RM
as depicted in Fig. 12, and the associated thrust and pusher motor
commands to maintain the hover position. Because both controllers
receive the same attitude desired and utilize the same attitude RM,
their attitude outputs are identical.

As expected, Fig. 20 confirms that both the ANDI and INDI
controllers are proficient in accurately tracking the pitch reference
signal. However, Fig. 21 reveals that while accomplishing this task,
the INDI controller maintains an average position error of 0.42 m,
whereas the ANDI controller exhibits a much lower average position
error of 0.17 m, indicating its superior precision.

| —Reference  =-ANDI - INDI

0 10 20 30 40
Time (s)
Fig. 20 Overactuation test pitch sinusoidal tracking at 0.8 rad/s.
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X. Conclusions

The aim of this Technical Note was to demonstrate how a Unified
actuator nonlinear dynamic inversion (ANDI) controller with pole-
based reference model and error controller is a suitable solution for
precisely tracking trajectories of a platform that integrates both fast
and slow actuators, as seen in the variable skew quad plane. Four
main conclusions can be drawn from the test flight results and
theoretical considerations presented in this Note:

1) The ANDI control law is demonstrated for the first time to
function effectively on a real platform in a real-life environment.

2) A novel method to extend the ANDI control law for performing
guidance tasks within a unified-controller structure is successfully
presented and validated.

3) ANDI is shown to outperform INDI on platforms with varying
and slow actuator dynamics in tracking position trajectories.

4) ANDI demonstrates superior performance over INDI in
efficiently utilizing overactuated axes while maintaining precise
positioning.
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