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1.1. A thesis about tourism, transport and climate change

1.1.1 Tourism and transport
Tourism is often thought to be a typically twentieth-century phenomenon, but this idea requires correction. 
Tourism, in its broadest sense of people travelling and staying outside of their normal environment, was 
already common during the Roman Empire (Perrottet, 2002), and it has been a constant factor of human 
culture ever since. For example, it has been in the form of trade, in religion (pilgrimage), and in education 
and status (the Grand Tour) (Anderson, 2000; Bates, 1911; Towner, 1985, 1995). Nevertheless, the scale of 
modern mass tourism is unprecedented. Whereas in 1950 the United Nations World Tourism Organisation 
(UNWTO) recorded 25 million international tourists, in 2014 it reported 1,133 million (UNWTO, 2016c). As the 
number of domestic tourists is about five to six times greater than the number of international tourists (UN-
WTO, 2016c), the number of tourists (i.e. return trips) totalled between six to seven billion in 2014. Over the 
past 65 years, there has been a nearly continuous growth of between 3 and 4% per year. The 2014 export 
value of international tourism is estimated at some $1.5 trillion, with the wider tourism industry1 having a 
9% share of the global economy. Growth is projected to continue, rising as high as 1,800 million internation-
al arrivals in 2030 (UNWTO, 2011). The future of tourism was studied in various ways. Hall (2005b) devotes a 
qualitative chapter to the future of tourism, suggesting that space tourism might represent the final leap for 
the sector. Yeoman (2008) takes a more quantitative approach, providing 2030 projections for international 
tourism that are comparable to the UNWTO. Yeoman (2012) extends his earlier projections (Yeoman, 2008) to 
4,173 million international arrivals in 2050. The ‘grey literature’ also provides some future studies (Bosshart 
& Frick, 2006; TUI UK, 2004), which are all dedicated to international tourism. All assume continued strong 
growth and focus mainly on economic and social trends. In some cases, the impact of the changing global 
environment (like climate change) is mentioned as a potential factor that will shape tourism in the future. 

Although tourism is reliant on transport (Peeters, 2005; Prideaux, 2001), surprisingly little has been pub-
lished on the development of tourism transport volumes, modal split and economic and ecological effects. 
Knowledge about the volume and modal split of current global tourism transport is sparse and fragmented, 
or, as Lohmann and Duval (2014) observe about the combined tourism and the transport research fields: “It 
remains, despite strong and illuminating contributions over the past few decades, a comparatively under-
studied topic in either field.” The best documented is Air transport, which has a 54% share of trips in inter-
national tourism (UNWTO, 2016c), but less than 20% of total (domestic plus international) tourism (Peeters, 
2005). Boeing (2016) expects the global airliner fleet to more than double to 45,240 aircraft between 2015 
and 2035. Airbus (2016) envisages comparable growth but with lower numbers of aircraft overall: 18,020 in 
2015 and 37,710 in 2035. Even faster growth is expected of passenger kilometres (pkm), from 6,600 billion 
pkm in 2015 to 16,000 billion pkm (Airbus, 2016) or even 17,000 billion pkm in 2035, according to Boeing 
(2016). Tourism researchers often do not assess the development of Other transport modes like private cars, 
trains, buses, ferries and cruise ships. A possible reason for the lack of interest in tourism transport from 
origin markets to destinations is that most tourism studies limit the scope of their research to the destination 
(Hall, 2005a). The destination is a level which excludes the (environmental, economic and behavioural) im-
pact of transport between the normal place of residence and the destination. But transport researchers, like 
for instance Schäfer and Victor (1999), who discuss the future of global passenger transport for all modes, 

1  This number includes indirect and induced economic effects. The direct share is about 4.3% (WTTC, 2014).
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fail to consider tourism as a travel motive. In my study, I include transport and distance travelled in the 
tourism system. Integrating tourism and transport is an essential aspect of the ideas underlying this study. 

1.1.2 Climate change in tourism research
It was only in 2002 that Gössling (2002) made an initial attempt to quantify tourism’s contribution to the 
changing global environment, including climate change, and he concluded that it was significant. Four years 
later, Gössling and Hall (2006, p. 317) observed that “mobility lies at the heart of global anthropogenic envi-
ronmental change, with tourism being a significant contributor to such change even though it promotes itself 
as being environmentally friendly and a key factor in species conservation through ‘ecotourism’.” Higham 
and Hall (2005, p. 304) show that (at least up to 2005) “the tourism and hospitality industry response to 
climate change issues has largely been one of denial” and that the “industry itself must demonstrate a 
commitment to assessing and responding to its own contribution to climate change” (Higham & Hall, 2005, 
p. 306). Inventories of aviation’s contribution to climate change have a much longer history (Baughcum, 
Henderson, & Tritz, 1996; Penner, Lister, Griggs, Dokken, & McFarland, 1999; Vedantham & Oppenheimer, 
1998), but none of these specifically refer to tourism transport, although most passenger air transport falls 
within the wider UNWTO definition of tourism (see 1.4.2).

The relationship between tourism and climate (not climate change) was studied as early as 1936, with 
a paper by Selke (1936) cited by Scott, Jones, and McBoyle (2006). However, it was not exactly a ‘hot topic’ 
with only fourteen papers about tourism and climate or weather published between 1936 and 1970 (Scott 
et al., 2006). Scott et al. (2006) further show that this increased to 38 papers per decade in the period 
1970-1980 and 74 per decade in the period 1980-2000. Between 2000 and 2006, 198 papers related 
to climate, weather and tourism were published. A substantial share of the papers published after 1980 
discussed the impact of climate change on tourism and travel (e.g. Wall, 1998). It was not until the late 
1990s, however, that papers appeared whose focus was tourism’s impact on climate change (e.g. Bach & 
Gössling, 1996), the main subject of this thesis. Also, the reports issued by the International Panel on Climate 
Change (IPCC) ignored this interest in tourism as a potentially important ‘vector of climate change’ (Cabrini, 
Simpson, & Scott, 2009). The first IPCC Assessment Report published in 1990 did not even mention tourism 
and the second one only referred to the impact of climate change on tourism’s development (Scott, Hall, & 
Gössling, 2012b). The IPCC special report on aviation (Penner et al., 1999) was the first UN report to discuss 
a significant share of the tourism industry - Air transport - albeit without acknowledging aviation to be a 
part of tourism. At the same time, the tourism and travel sector seemed unaware of the issue and mainly 
considered itself to be a ‘victim’ of climate change. The 2000s marked a shift in interest by researchers and 
the sector in tourism’s role in climate change. The First International Conference on Climate Change and 
Tourism, Djerba (Tunisia), 11-13 April 2003 (WTO, 2003), cautiously acknowledged that tourism’s contribu-
tion to climate change might be relevant. Since then, research interest has gained volume from, on average, 
only 0.9% of all publications in the tourism domain in the 1990s to 2.6% in the 2000s and up to 3.4% in 
the 2010-2016 period (based on my own search using the search term [“climate change” AND tourism] on 
Scopus in February 2017). Since 2003, results of the study described in this thesis have contributed to the 
scientific literature (among which, the four papers in Annex I).
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1.1.3 Motivation and timeline of the study
The idea for, or better yet, the necessity of an integrated global tourism and transport model to assess cli-
mate change emerged in 2007 during an OECD workshop in Paris. Daniel Scott, Stefan Gössling, Bas Ame-
lung, Susanne Becken, Jean-Paul Ceron, Ghislain Dubois, Murray Simpson and I were asked by the World 
Tourism Organisation (UNWTO) to draft a status report on the relationships between tourism and climate 
change. I was responsible for the chapter titled ‘Emissions from Tourism: Status and Trends’ (Chapter 11 of 
UNWTO-UNEP-WMO, 2008) as well as a section on the future contribution to climate change of tourism in 
Chapter 12. Initially, the idea was to give an overview of case studies involving tourism and transport emis-
sions, which is in line with the common practice in tourism research (Xiao & Smith, 2006). In environmental 
studies, a meta-analysis of case studies has proven helpful to developing knowledge at a more general level 
(Rudel, 2008). However, it was impossible to answer highly relevant questions for policymakers about the 
role and share of tourism’s emissions in global climate change and the primary mechanisms causing its 
continued growth, based on case studies only. Therefore, I pressed the guidance group of the study to agree 
to a full CO2 emissions inventory of all tourism (including domestic tourism) and to use a simple constant 
exponential growth model for projecting current emissions for a medium-term future. This model formed the 
first of a series of my three global tourism and transport models (GTTM):
1.  GTTMbas is a MS-Excel-based model that features constant exponential growth to explore medium-

term future scenarios. Several publications describe this model, and its results (Dubois, Ceron, 
Peeters, & Gössling, 2011; Peeters, 2007; Peeters & Dubois, 2010; UNWTO-UNEP-WMO, 2008). See a 
summary of the approach and its results in Section 1.6.1.

2.  GTTMadv is still an exponential development model based on constant coefficients without feedback 
loops, but programmed in system dynamics software Powersim™ Studio 7. This software enabled me 
to use the optimisation feature of Powersim™. A description of this model and its results can be found 
in Reprint Annex II and an additional paper (Dubois et al., 2011). See the results in sections 1.6.2 and 
1.6.3.

3.  GTTMdyn represents the dynamic global tourism and transport model, including full feedback and non-
linear behaviour, modelled in Powersim™ Studio 10. Reprint Annex IV, a reprint of (Peeters, 2013) 
provides the model set-up. For a description of the model, see chapters 2 and 3 and the results of a 
range of model runs in Chapter 4.

During the 2000s and 2010s, the tourism sector became aware of its problematic relationship with climate 
change, but, as tourism research scholars identified at that time, “there is little incentive for proactive 
mitigation across the sector” (Prideaux, McKercher, & McNamara, 2012, p. 170). The tourism sector does 
acknowledge that solutions are needed. However, it simultaneously sets strong conditions for such solu-
tions: “the challenges of climate change should not be about sacrifice but about opportunity” (Lipman, 
DeLacy, Vorster, Hawkins, & Jiang, 2012, p. L336), and “there should be a healthy aviation industry, even 
when we have achieved the low-carbon world of the future” (Lipman et al., 2012, p. L336). From the context 
of this statement, it is clear that a ‘healthy’ aviation sector is one that continues to grow. These statements 
raise the question of just how realistic it is to combine unlimited Air transport with a low carbon future and 
why specifically ‘aviation’ must have unlimited growth to support a healthy tourism sector. To answer these 
questions, one needs to assess and understand the development of tourism, the effects of policy measures 
ranging from technological improvements to taxes, subsidies or growth-restricting legislation and the im-
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pacts of these on the tourism industry. My first research objective has been to fill this knowledge gap. In 
this thesis, the main operational question I try to answer is ‘How can the global tourism sector develop in 
a climatically sustainable way? To answer this question, I have to define what ‘climatically sustainable de-
velopment of tourism’ is (see Section 1.3) and gain insight into the main drivers of tourism growth and how 
this growth affects climate change and potential policy strategies to mitigate these impacts. To that end, I 
will explore the global tourism and transport system by developing and running a global model (the GTTMdyn). 

As shown in Figure 1.1, I began my research in 2007 when I wrote Chapter 11 and parts of Chapter 12 
of the UN World Tourism Organisation (UNWTO) report on tourism and climate change (UNWTO-UNEP-WMO, 
2008). Before that time, only two studies (Bigano, Hamilton, & Tol, 2005; Gössling, 2002) had attempted to 
calculate tourism’s share of global CO2 emissions with varying results. The ‘Policy dialogue’ was a large 
stakeholder meeting attended by UNWTO and UNEP and organised by Consultancy TEC Marseille. At this oc-
casion, the UNWTO commissioned the UNWTO status report on tourism and climate change (UNWTO-UNEP-
WMO, 2008), providing me with the opportunity to start working on the first CO2 emissions inventory of 
global tourism. For this research, I developed the first version of the basic GTTMbas, a constant exponential-
growth spreadsheet model. The statistical office of UNWTO generated the core dataset for global tourism 
and (mainly Air) transport, now including not only detailed international tourism and aviation data but also 
global domestic tourism and some transport volume estimates. We presented the results of the draft report 
to the sector at the 2nd International Conference on Tourism and Climate Change, Davos, 1-3 October 2007, 
organised by UNWTO2.

2  See http://sdt.unwto.org/en/event/2nd-international-conference-tourism-and-climate-change. 

Two workshops held in Aix-en-Provence and Brussels were pivotal in the development of the GTTMbas 
and the GTTMadv. These models explore a range of scenarios, and we published them in two papers (Dubois 
et al., 2011; Peeters & Dubois, 2010). The two years following the development of the GTTMadv model al-
lowed me to generate additional general insights and some theory toward the system dynamics needed 
to programme GTTMdyn and resulted in two more papers (Peeters, 2010b; Peeters & Landré, 2012). The 
presentation given in Freiburg in 2012 of the first draft of the GTTMdyn model helped to shape the behavioural 
part of the model further and culminated in a paper (Peeters, 2013), later also republished as a book chapter 
(Peeters, 2014). During another workshop held in Freiburg, June 2016, the model went through a process 
of face validation, and the delegates developed several scenarios. The basic GTTMdyn model‘s ability to 
generate a broad range of contextual scenarios formed the quantitative basis of several papers in 2015 and 
2016 (Gössling & Peeters, 2015; Peeters, 2016; Scott, Gössling, Hall, & Peeters, 2016a). The next section will 
provide some definitions and a conceptual framework of the study and the model. 

Most of the text of this thesis involves a description of the GTTMdyn and the results of analyses based on 
it. I discuss the results of the analyses using the GTTMbas and GTTMadv models in Section 1.6. In the remain-
der of Chapter 1, I will describe several definitions (1.2), a definition of ‘climatically sustainable development 
of tourism’ (1.3) and a range of knowledge gaps I had to fill to do my study (1.4), which shapes my research 
objectives and questions (1.5). Section 1.6 provides an overview of the early work we published in several 
papers and book chapters (Peeters, 2010b; Peeters & Dubois, 2010; Peeters & Landré, 2012) and which are 
reprinted in Reprint Annex I through to Reprint Annex III. De following section (1.1.4) describes the further 
report set-up.
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Policy dialogue on tourism, transport and climate
change, Paris, 17-04-2007

UNWTO Tourism and Climate Change
Conference, Davos, 03-10-2007 

Workshop, Aix-en-Provence, 23-03-2008

Workshop, Brussels, 23-04-2008

Presentation behavioural model ,
Freiburg, 29-06-2012

Workshop  Freiburg, 29-06-2016

Thesis Defence, Delft

Dubois, Ceron, Peeters, & Gössling (2011)

Peeters (2010b)

Peeters & Dubois (2010)

Gössling & Peeters (2015)

Peeters (2016)

Scott, Gössling, Hall, & Peeters (2016a)

Peeters (2013)

 
Figure 1.1: Timeline and main milestones and publications of my research.
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1.1.4 Guide to the reader of this report
Chapters 1 through 5 provide a full report of my thesis, of which the four reprinted published papers in 
Reprint Annex I through Reprint Annex IV form an integral part. The remainder of chapter 1 provides basic 
information like definitions (1.2), an explanation of what my understanding of ‘climatically sustainable de-
velopment’ of tourism (1.3), the knowledge gaps I had to overcome to do the study (1.4) and the research 
question (1.5). The final section (1.6) of chapter 1 discusses the results of three early modelling studies with 
GTTMbas and GTTMadv. Chapter 2 describes the GTTMdyn, its requirements and general layout (2.1), followed 
by a description of the main model suite that governs tourist transport behaviour (2.2). Section 2.3 provides 
a detailed description of additional model units, 2.4 the calibration of the model to the history of tourism 
between 1900 and 2005 and 2.5 a description of the modelling of policy measures in GTTMdyn. Sections 
2.2 and 2.3 are partly based on the three theoretical papers reprinted in Reprint Annex I (Peeters, 2010b), 
Reprint Annex III (Peeters & Landré, 2012) and Reprint Annex IV (Peeters, 2013). Chapter 3 describes four 
ways of validating GTTMdyn: historical validation (3.2), scenario validation (3.3), extreme values validation, 
including a wide range of socio-economic contextual scenarios (3.4), and face validation (3.6). Chapter 4 
explores tourism’s future starting with a description of the Reference Scenario 2100 (4.2), followed by the 
effects of 24 individual policy measures (4.3). Section 4.4 describes seven workshop-based suggestions for 
policy scenarios, and Section 4.5 contains my exploration of low carbon emission futures for the tourism 
sector. Finally, Chapter 5 provides answers to the research questions (5.2) and an overview of my study’s 
contributions to our knowledge and understanding of the tourism transport system and its role in climate 
change (5.3). Section 5.4 reflects on the limitations of the models and study (3.7) and the role of (un)known 
unknowns in technological development (5.4.2) and policies (5.4.3). Section 5.5 discusses the role of tour-
ism in sustainable development. The thesis closes with a personal reflection on the study results (5.6).

Because my thesis is rather long, I like to provide some guidance to the reader to how to quickly get 
acquainted with its key results or to find specific information:

· 1.1.1 introduction to tourism and transport
· 1.1.2 introduction to the relationship between climate change and tourism
· 1.1.3 outline of the study
· 1.2 definitions
· 1.4.4 research gaps
· 1.5 research questions
· 2.1.2 model requirements
· 2.1.6 overview of the model
· 2.3.1 background global context scenarios
· 4.2.1 and 4.2.5 Reference scenario and context scenario sustainability
· 4.3.3 effects of policy strategies
· 4.5.6 main policy scenario results
· 4.6 Climatically sustainable development of tourism
· 5.2 answers to the research questions
· 5.4 reflection on the results
· 5.5 reflection on tourism and sustainable development; and
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certain topics easily. Also you may find it helpful to consult Figure 2.1 to find the section numbers describing 
certain GTTMdyn model parts and Figure 2.2 for sections describing elements of the behavioural model of 
GTTMdyn.

1.2. Definitions 

This study uses concepts like tourism, transport, climate change, scenarios and sustainable development. 
Because different scientific disciplines define these concepts in various ways, I provide a set of definitions 
in Table 1.1 as I understand them and have applied them in my study. Table 1.1 provides a summary of the 
most relevant definitions and concepts for this thesis, and I would like to invite the reader to read these 
definitions carefully. Annex II provides a full overview of definitions of visitor, usual environment, sustainable 
development, sustainable tourism, radiative forcing, background scenario, problem owners and backcasting 
scenario. 

Table 1.1: Overview of the main definitions and concepts used in my study. Note: for the concept of ‘dangerous 
climate change’, refer to section 1.3.2.

Concept Definition Comment/reference

Tourist “A visitor (domestic, inbound or outbound) is classified as a 
tourist (or overnight visitor) if his/her trip includes an overnight 
stay.”

UNWTO (2016a, pp. 531-
532).

Tourism Tourism is the sum of economic activities serving the demand 
of all tourists for any purpose other than to be employed by 
a resident entity in the country or place visited or for military 
purposes.

Based on UNWTO (2016a). 

Global Tourism 
System

The global tourism system comprises tourists travelling from a 
tourism-generating geographical region through a transit route 
region to a tourist destination region. The tourism sector pro-
vides hospitality, leisure, transport and financial, insurance and 
other travel-related services and operates within an environment 
of physical, cultural, social, economic, political and technical 
elements with which it interacts. 

I base this definition on 
Leiper (1979); Leiper 
(1990), as cited by Cooper 
(2008).

Climate change “Climate change means a change of climate which is  attributed 
directly or indirectly to human activity that  alters the composi-
tion of the global atmosphere and which is in addition to natural 
climate variability observed over comparable time periods.”

United Nations (1992).

Climatically sus-
tainable develop-
ment of global 
tourism

A tourism system develops in a climatically sustainable way 
when it does not compromise the agreed global CO2 emissions 
pathway and cumulative CO2 emissions budget considered 
necessary to keep the temperature rise below 2 °C, as agreed in 
Paris (UNFCCC, 2015).

My definition.

Emission factor An emission factor is the amount of emissions (COP2 in most 
cases) per unit of activity, product or service. Common emission 
factors in my thesis are those representing the emissions per 
guest-night, per vehicle-kilometre, per seat-kilometre and per 
passenger-kilometre.

Based on the information 
on page 15 of EEA (2013).
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Concept Definition Comment/reference

Scenario “A scenario is a coherent, internally consistent and plausible 
description of a possible future state of the world.” 

IPCC (2007a, p. 145).

Contextual sce-
nario

 “Contextual scenarios provide images of possible future envi-
ronments of the […] system to be taken into account.” 

Enserink et al. (2010, p. 
125).

Reference Sce-
nario

A contextual scenario assuming medium population and high 
economic growth and ‘business-as-usual’ technological devel-
opment (i.e. energy efficiency and infrastructure) meant as a 
reference case to demonstrate the impacts of policy measures. 

My definition.

Policy measure A single coherent intervention in a system’s exogenous vari-
ables, representing an action completed by policymakers.

My definition.

Policy strategy A set of different policy measures for a certain policy domain 
(e.g. Taxes and Subsidies).

My definition.

Policy scenario A policy scenario describes “possible developments of the 
problem or system itself, where the problem owner or poli-
cymaker can influence the choices that give direction to the 
development.” 

Enserink et al. (2010).

Throughout this thesis, I have tried to as much as possible utilise contemporary concepts within the disci-
plines of tourism, transport and climate research. However, one matter complicates this: in the early stages 
of my research, while working on the basic and advanced version of the GTTM models, I sometimes used 
deviating terms and definitions. I published these definitions in reviewed journals and books, four of which 
are reprinted in Reprint Annex I. Therefore, in some cases, Table 1.1 indicates the same definition for two 
different terms (or concepts). For instance, the terms ‘contextual scenario’ and ‘background scenario’ are 
used to describe the same concept. 

1.3. Climatically sustainable development of tourism

1.3.1 Planetary boundaries
My study of mitigating tourism’s climate change is inspired by, and thus part of, the broader discussion 
about the sustainable development of tourism (e.g. Bramwell & Lane, 1993; Butler, 1999). To be able to 
evaluate the ‘sustainability’ of tourism’s development, I needed a set of metrics and criteria that could evalu-
ate the tourism system’s performance. An issue with ‘sustainable development’ is that “the concept is not 
value-free” (Butler, 1999, p. 10). To minimise bias, I defined a relatively wide range of criteria sets. As Table 
1.1 shows, the overall definition was coined by the World Commission on Environment and Development 
(1987, p. 43). This definition mainly tells us that each generation should fulfil its needs in such a way that 
the earth and its resources are conserved so following generations can still ‘meet their own needs’. This 
WECD report develops the idea by explaining two ‘key concepts’ (World Commission on Environment and 
Development, 1987, p. 43):

priority should be given; and

ability to meet present and future needs.” 
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The concept of ‘limitations’ is further defined as being “sustainable development must not endanger the 
natural systems that support life on Earth: the atmosphere, the waters, the soils and the living beings” 
(World Commission on Environment and Development, 1987, pp. 44-45). Recently, the idea of limitations 
due to global unsustainability has been defined by Rockstrom et al. (2009) as “planetary boundaries within 
which we expect that humanity can operate safely.” Griggs et al. (2013) argue that “the stable functioning 
of Earth systems - including the atmosphere, oceans, forests, waterways, biodiversity and biogeochemical 
cycles - is a prerequisite for a thriving global society.” In 2015, the concept of planetary boundaries was 
further refined and, for climate change, shows a planetary boundary of CO2 concentration in the atmosphere 
should be set at 350 ppm (parts per million), with an uncertainty range of 350-450 ppm, while the level was 
398.5 ppm in 2015 (Steffen et al., 2015). The politically agreed planetary boundary in terms of CO2 emis-
sions is set by the UNFCCC (2015) with the objective of avoiding ‘dangerous climate change’ (see 1.3.2).  
I define ‘climatically unsustainable development’ as any development that violates this planetary boundary. 
Climatic sustainability is not a function of how the CO2 emissions are distributed over nations, regions, indi-
viduals or sectors, but it is defined as the total budget, which is the total cumulative CO2 emissions between 
2015 and 2100. The budget should not exceed the politically agreed planetary boundary, and keep the CO2 
concentration more or less below the 450 ppm defined by Steffen et al. (2015). This brings me to the issue 
of how to define ‘climatically sustainable development of tourism’. By trying to define sustainable develop-
ment for just one sector, the question of the distribution of the CO2 emissions becomes a relevant aspect of 
the definition. Trying to extract the concept from contemporary sustainable tourism literature is problematic 
as Buckley (2012) found that of “5,000 relevant publications, very few attempt to evaluate the entire global 
tourism sector in terms which reflect global research in sustainable development.” In other words, I need 
to develop my own framework to assess the ‘climatic sustainability’ of tourism development, as described 
in the following two sections.

1.3.2 Dangerous climate change 
Given that ‘avoiding dangerous climate change’ is a key assumption in my thesis and needs to be defined, I 
will first devote some words to explaining how to define this. The definition for this term was initially devel-
oped by the Framework Convention on Climate Change (UNFCCC), which was signed at the United Nations 
Conference on Environment and Development in Rio de Janeiro in 1992 (Parry, Carter, & Hulme, 1996) and 
operationalised and developed in many later publications (Hansen et al., 2015; Parry, Lowe, & Hanson, 
2008; Schellnhuber, Cramer, Nakicenovic, Wigley, & Yohe, 2006; Seneviratne, Donat, Pitman, Knutti, & Wilby, 
2016). Though policymakers generally tend to emphasise reducing emissions by a certain percentage and 
year, the basic challenge is to keep long-term global cumulative emissions within a certain limit. This has re-
cently been set at limits that vary between 470 and 1270 Gton CO2 (Rogelj et al., 2016). Though Hansen et al. 
(2013) set it at a much lower value (about 130 Gton C, which is 477 Gton CO2), Seneviratne et al. (2016) pro-
pose a global value of some 850 Gton C (including cumulative emissions since 1870), meaning about 350 
Gton C (1,284 Gton CO2) budget left. I have chosen to assume about 1000 Gton CO2 for the 2 °C temperature 
rise limit (the Paris-Agreed goal) and about 600 Gton CO2 for the 1.5 °C (the Paris-Aspired goal). With that in 
mind, I took the emission paths published by IIASA (2015) and corrected these so that negative emissions 
were avoided without changing the cumulative emissions. In this way, I defined the two Paris goals in terms 
of two emission paths. The IIASA (2015) associates 450 ppm with 1.5 °C, and 480 ppm with 2 °C.
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1.3.3 Metrics 
To operationalise the ‘climatically sustainable development of tourism’, firstly, one needs a metric for meas-
uring the impact of tourism on climate change. I have defined the following three metrics that jointly provide 
a static measure of tourism’s contribution in the future, a cumulative (budget) measure and a measure that 
at a certain moment in the future tourism does not derail the global CO2 emissions pathway agreed in Paris:

Em-2100 (%): the percentage of global tourism’s CO2 emissions per year of the Paris-Agreed projected 
emissions per year, both in 2100; this criterion tells us to what extent tourism can reduce its emissions 
below the globally accepted level;
Budget (%): the percentage of global tourism’s accumulated CO2 emissions of the global Paris-Agreed 
(to keep temperature anomaly below 2 °C) accumulated CO2 emissions between 2015 and 2100. 
This figure gives an indication of the share taken by the tourism sector in using the globally available 
carbon budget; and
Deficiency (%): the percentage of global tourism’s cumulative CO2-emissions deficiency of the Paris-
Agreed CO2 emissions budget for the 2015-2100 period. This indicator (see definition below) shows 
whether tourism makes it impossible to attain the Paris-Agreed emissions pathway. When it is more 
than 0%, the global pathway becomes impossible3. 

Figure 1.2 provides a graphical overview of the elements that make up the three metrics. The Em-2100 
is the percentage of tourism emissions in 2100 (represented by the red arrow) of the global Paris-Agreed 
emissions (the blue arrow). In this example, the tourism emissions are much higher than the Paris-Agreed 
emissions, and thus the share is 380%. The ‘budget’ metric is the percentage of the reddish plus yellow area 
(tourism’s cumulative emissions between 2015 and 2100) of the blue and the reddish area (the cumulative 
global emissions between 2015 and 2100). The deficit is the yellow area, and thus the of cumulative amount 
emissions by which tourism exceeds the globally agreed emission pathway. Note that this is the minimum 
deficiency, as it assumes that tourism emissions will stay below the global emissions. The above means 
that emissions of all non-tourism sectors will have to become zero in 2072, where the ‘yellow’ deficiency 
starts to emerge. 

3   Theoretically, the Paris pathway is still attainable in case the tourism or other sectors have anticipated the 
situation by implementing additional emission reductions before the deficiency occurs. 
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Figure 1.2: Schematic overview of the three metrics. The graph shows the global emissions budget (combined blue 
and reddish shape area), the tourism deficiency (yellow shape area) as a percentage of the global budget, the total 
cumulative tourism emissions (reddish plus yellow shape area) and the Em-2100 (red arrow size as a percentage of 
the length of the blue arrow; in this example, much higher than 100%). The vertical axis indicates annual CO2 emis-
sions in Mton/year. Note: the Reference Scenario shows tourism-related emissions only.

1.3.4 Criteria
To judge sustainability, a criterion for ‘climatically sustainable development of tourism’ is needed. Such a 
criterion is difficult to determine because facts and values both play a role. While at the global level, for a 
more or less closed system like earth, setting ‘planetary boundaries’ has been shown to make sense, this 
is far more complex to accomplish for earth subsystems. Is tourism development only sustainable when 
it exactly follows the global annual emissions reduction percentage every year? Or should it contribute in 
efficiency terms, thus reducing emissions along a pathway dictated by the global average emissions per 
€ revenues, or per full-time labour position or any other socio-economic parameter? Or is it reasonable to 
take account of the costs to mitigate, which varies per sector? In that case, the significant challenges to 
improving aviation’s emission factors4 (Peeters, Higham, Kutzner, Cohen, & Gössling, 2016) could be an 
argument for allowing tourism to follow a slower than average emission reduction path. Directly related 
to the three metrics is the question: What is a sustainable level for tourism’s percentage of CO2 emissions 
in 2100, for its share of the total CO2 budget, and for its CO2-emissions deficiency? And how should these 
three metrics be combined? Should all three be satisfied or can shortcomings in one be compensated by 
better compliance by others?

This kind of discussion is the domain of ‘moral philosophy’, which Broome (2012) applied to climate 
change and ‘ethics in a warming world’, including the fair distribution of the burdens of reducing emissions. 
Broome (2012) argues that a general rule of fairness is that “when some good is to be divided among 
people who need or want it, each person should receive a share that is proportional to the claim she has to 
the good.” For instance, in case of dividing food among people, the most hungry may claim to get relatively 
more than those who are well fed. But in case of emission reduction, the criterion is less obvious. Therefore, 
I have created four sets of criteria (see Table 1.2) that apply a range of different levels of ‘fairness’. The lower 

4   An emission factor is defined as the amount of emissions (CO2 in most cases) per unit of activity, product or 
service. Common emission factors in my thesis are those representing the emissions per guest-night, per 
vehicle-kilometre, per seat-kilometre and per passenger-kilometre. 
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limit is set by assuming that other sectors have to reduce their emissions ‘immediately’ to zero, thus leaving 
100% of the budget for the tourism sector. I defined this as ‘weak contribution to climatically sustainable de-
velopment’. It is more difficult to find a ‘fair’ distribution of emissions. Den Elzen, Lucas, and Vuuren (2005) 
argue there are four key equity principles that may be used for the distribution over nations: “(1) Egalitarian, 
i.e. all human beings have equal rights in the ‘use’ of the atmosphere; (2) Sovereignty, i.e. all countries have 
the right to use the atmosphere, and current emissions constitute a ‘status-quo right’; (3) Responsibility, i.e. 
the greater the contribution to the problem, the greater the share of the user in mitigation/economic burden; 
and (4) Capability: The greater the capacity to act or ability to pay, the greater the share in the mitigation/
economic burden” (den Elzen et al., 2005, p. 2139). The sovereignty principle does make sense and can be 
translated into the ‘current’ or, in the case of the CO2 budget, the unmitigated share in the reference case. 
This provides us with the ‘fair emissions-based shares’. The strongest set, ‘fair economics-based shares’, 
follows the responsibility principle, where tourism’s shares of CO2 emissions in 2100 of total cumulative CO2 
emissions between 2015-2100 (the budget) proportional to its share in the economy. This means, tourism 
will improve its current worse than average eco-efficiency - kg of CO2 per € revenue - (Gössling et al., 2005) 
to get closer to the average of the global economy. Finally, the ‘capability principle’ may lead to the conclu-
sion that tourism may be allotted a larger share of emissions than most other sectors because tourism 
depends partly on Air transport for which technological and efficiency measures are more limited than for 
most other sectors (Peeters, 2010b; Peeters & Middel, 2007). Therefore, to define the ‘fair emissions-based 
shares corrected for technology’ set of criteria, I have multiplied the ‘fair emissions-based shares’ by a fac-
tor of 3.0. This is a rather arbitrary value, which is mainly meant to illustrate the potential consequences of 
distributing the mitigation burden in this way. Furthermore, this set of criteria allows a 1% deficiency, under 
the assumption that tourism may help other sectors to reduce total emissions and thus initially provide for 
an additional CO2 budget that compensates for the deficiency of 1% of the total budget (this is 10 Gtons 
CO2). The condition for this is that tourism will take its responsibility before the deficiency starts to develop 
somewhere in 2070. Table 1.2 provides an overview of the criteria sets and definitions. 
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Table 1.2: Criteria for the minimum climatically sustainable development of tourism case. The ‘criterion’ is the level 
below which sustainability exists.

Metric (%) Criterion Reasoning

Weak contribution to climatically sustainable devel-
opment

The guiding principle is that tourism should not compro-
mise the Paris-Agreed 2 °C emissions path. So tourism 
can take up to 100% without causing deficiency (0%). 
No ‘fair share’ criterion. Total emissions in 2100 <100%

Total emissions budget for 2015-2100 <100%

Deficiency 2015-2100 0%

Fair emissions-based shares The guiding principle is that tourism should reduce 
its emissions to a level proportional to its reference-
scenario emissions share in a business-as-usual global 
scenario. For budget share the cumulative emissions 
share for 2015-2100, has been taken.

Total emissions in 2100 <13.8%

Total emissions budget 2015-2100 <7.5%

Deficiency 2015-2100 0%

Fair economics-based shares The guiding principle is that tourism should reduce its 
emissions to a level proportional to its economic share. 
Economic share here is defined as tourism revenues 
divided by global GDP in the Reference Scenario. For 
budget share, the cumulative economic share of 2015-
2100 has been taken.

Total emissions in 2100 <2.9%

Total emissions budget for 2015-2100 <3.4%

Deficiency 2015-2100 0%

Fair emissions-based shares corrected for technology The guiding principle is to account for the physical 
impossibility for the aviation sector to reduce its emis-
sions significantly through efficiency measures. I use the 
fair emissions shares times 3.0 and a small allowance 
for deficiency.

Total emissions in 2100 <41.4%

Total emissions budget for 2015-2100 <22.5%

Deficiency 2015-2100 <1%

1.4. The knowledge gaps

In Section 1.1.3, I introduced the three versions of the global tourism and transport model (GTTMbas, GTTMadv 
and GTTMdyn), which is the main tool for assessing tourism’s impact on climate change and for exploring 
systemic changes and policies to mitigate these effects. To develop a model like the GTTM, one needs 
to have a theoretical understanding of how the system’s components depend on each other and behave 
both individually and as a system, but also how the system reacts to exogenous inputs. With regard to the 
GTTM, the global tourism system comprises tourists travelling from a tourism-generating geographical 
region through a transit route to a tourist destination region. The tourism sector provides hospitality, leisure, 
transport, financial, insurance and other travel-related services, and operates within an environment of 
physical, cultural, social, economic, political and technical elements with which it interacts (see Table 1.1). 
Exogenous to the tourism and transport system are global economic growth (measured as income per 
capita and income distribution), demographic growth, technological developments (e.g. fuel efficiency of 
aircraft and cars), taxes, subsidies, investments in high-speed rail (HSR) and airports, and legislative poli-
cies (for details, see Table 2.2). Endogenous to the tourism and transport system is the number of tourist 
trips, guest nights, distribution of trips over distances and transport modes, tourism-sector revenues and 
environmental costs used. When starting this PhD study in 2007, there were major gaps regarding suitable 
and directly applicable theory, data and scenario modelling.
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1.4.1 The theoretical gap
To be able to calculate a system’s emissions, one needs an understanding of where and how these emis-
sions arise in the system. The total emissions of a system (during a day, a year, throughout its lifetime) are 
calculated by multiplying the volume of the use of the system’s elements (e.g. nights in accommodation, 
kilometres travelled by each transport mode) by the appropriate emission factors for these elements and 
then summing all these emissions. To develop the GTTM, I needed a global and integrated theory of tour-
ism and transport. Both ‘global’ and ‘integrated’, however, are problematic. While some attempts have 
been made to develop a ‘theory of everything in tourism’, the conclusion was that this is not possible due 
to the “complexity and plasticity of the phenomena known collectively as tourism” (Smith & Lee, 2010, p. 
3). In tourism studies, a common theoretical approach is to develop a ‘grand narrative’ (e.g. Kellner, 1988). 
Such a narrative is rich in details and full of original lines of thought, but it is hard to translate into a few 
general rules that can be used for modelling a global tourism and transport system. Can these theories even 
answer simple - or simplistic - questions like ‘Why do people travel?’ According to Moscardo (2015, p. 72) 
this question was answered in sociological terms by MacCannell (1976) for he “argued that tourism was 
a feature of modern societies in which alienated individuals sought to bring meaning to their lives through 
the discovery of others.” Moscardo (2015) identifies two approaches in research: the ‘lists approach’ and 
the ‘Maslow approach’. The ‘lists approach’ simply lists all kinds of motivations and assesses the shares 
of these categories among tourists. This dichotomy is generally troublesome because these approaches 
confuse different levels of analysis and are incomplete (Moscardo, 2015). For instance, travel motives are 
often confused with destination choice only, thus ignoring the question of all the other reasons and motives 
for why people travel. Maslow’s pyramid distinguishes between deficiency needs (survival needs like food, 
safety and relationships) and growth needs, which develop one’s self-esteem. Travel is mainly located in 
these upper parts of the pyramid. Most travel motivation theory bypasses the question of why some people 
do not travel at all and implicitly assumes that “people will travel if they can” (Moscardo, 2015, p. 79). There 
is also a group of people who, owing to societal pressures, still elect to travel though they personally would 
prefer not to. Moscardo (2015) concludes, “A more complete study of tourist motivation would require us to 
consider the costs as well as the benefits of tourism,” which, incidentally, is a common approach in most 
transport theories. Overall, current mainstream tourism theory delivers an amalgamate of very different, 
rather specific and sometimes incompatible approaches that are beset by complexity. This perceived com-
plexity has led to ‘troubles’ with tourism theory (Franklin & Crang, 2001). Tourism theory is based in a large 
number of case studies, lacking meta-studies. Tourism research seems obsessed with ever more detailed 
classifications. McKercher (2015, p. 87) observes, “Sometimes we academics make life more complicated 
than it need be” and “because we ignore the simple, we also miss out on some profound observations that 
can open doors to innovative research areas.” I hope to contribute to some extent to such an innovation. 
Rather than a ‘grand narrative’, for me, a theory is “a plausible or scientifically acceptable general principle 
or body of principles offered to explain phenomena” (Merriam-Webster, 2017). Therefore, I hope some of the 
‘general rules’ I have formulated for the world tourism and transport system model may inspire to develop 
new grand narratives.

The second issue with tourism theory is its weak integration with transport theories. Though tourism 
obviously depends on transport - moving from home to a destination is part of the very definition of a tour-
ist - the disciplines of tourism and transport have never really come together as the “transport aspects of 
tourism is a neglected field of studies” (Prideaux, 2001, p. 92). Transport’s role in tourism was recognised 
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in the early days of tourism research (Miossec, 1976; Williams & Zelinsky, 1970), but was subsequently 
never fully developed (Pearce, 1995). Most current textbooks on tourism management and economics view 
transport as a derived demand, with cost expressed in terms of time and money (e.g. Cooper, 2008), with 
only few exemptions (e.g. Hall, 2005b). For Car transport, Hannam, Butler, and Paris (2014, p. 175) observe 
that “tourism’s dynamic relationship with automobilities has frequently resided on the periphery of tour-
ism research.” Conversely, transport research strongly focuses on commuting and business travel, almost 
entirely ignoring tourism-related research (Lumsdon & Page, 2004). Furthermore, transport studies often 
consider daily transport, not transport for over-night travel, thus generally ignoring tourists and long distance 
transport. The gaps in tourism and transport research cause a lack of well-defined tourism flows in transport 
models and data and the overlooking of transport in tourism studies (Peeters, Szimba, & Duijnisveld, 2007a). 
In the 2000s, the ‘new mobilities paradigm’ emerged in sociology (Sheller & Urry, 2006). This concept is 
highly qualitative and theoretical, and not easily applied in, for instance, modelling. 

An additional weakness of tourism studies is their focus on destinations (Butler, 2006; Lozano, Gómez, 
& Rey-Maquieira, 2005; Mitchell & Murphy, 1991; Pearce, 1995; Pike, 2005). Hall (2006) argues that the 
widely cited ‘tourism area life cycle’ theory (TALC, see Butler, 1980) would have greatly benefitted from a 
more geographical approach because aspects such as distance, travel time and costs may have a much 
larger impact on the number of arrivals than socio-economic characteristics of the visitors or issues with 
over-crowding and the ability of the residents to cope with high numbers of tourists. To develop an inte-
grated global tourism and transport model, I needed to extend elements of contemporary tourism geography 
so that it integrates tourism transport, including the role of infrastructure, transport, cost and speed and 
distance (Peeters & Landré, 2012); see also the reprint in Reprint Annex III.

1.4.2 Gaps in definitions and data

The nation-state: domestic versus international
Many tourism studies and the global tourism data provided, for example, by UNWTO (2016a) use the 

nation-state as their geographical scale. This geographical scale is problematic for several reasons. A na-
tion is not a very uniform entity as, for instance, the largest nation; Russia, and the smallest; Vatican City, 
differ by 7.5 orders of magnitude in land area and 5.5 orders of magnitude regarding population. Tourism 
in countries with such large differences seem incomparable regarding, for instance, domestic distances 
travelled and shares of ‘international’ and ‘domestic’ trips. Add to this a strong bias in tourism studies to 
‘international tourism’, and it will be clear that tourism flows and tourist behaviour become very difficult to 
study. For instance, it leads to misconceptions such as the idea that Europe is the most important tourism 
destination (UNWTO, 2008b, 2009). This statement is incorrect given that, for instance, the number of do-
mestic tourists in China, 1.6 billion (National Bureau of Statistics of China, 2009), exceeds the number, 0.8 
billion, of combined domestic and international intra-European visitors (Peeters et al., 2007a).

Also, the behavioural characteristics of tourism for different countries cannot be usefully compared 
based on international tourism alone, because the nations’ different scales mean that virtually all tourist 
trips by citizens of Monaco will be ‘international’, while most trips by Australians are ‘domestic’. Based 
solely on international tourism, one could easily conclude that nearly 100% of Australian tourists use Air 
transport for their trips, while tourists from Monaco use a range of transport modes, while in both cases the 
car is most likely the most important mode of transport for all tourists together. When utilising this kind of 
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nation-state-based data, one will not be able to make a valid comparison between the travel behaviour of 
Monegasques and Australians in terms of trip frequency, the average length of stay, spending per trip, modal 
choice and distances travelled. 

The divide between domestic and international tourism has caused an overvaluation of international 
tourism, which is relatively easy to measure, while the harder to measure domestic tourism represents a 
much larger volume (Pearce, 1995). Also, it has resulted in an overvaluation of Air transport‘s share of and 
importance for tourism. For European tourism transport, Peeters et al. (2007a) show that the car is the 
backbone of tourism, not the aircraft. Many textbooks only discuss air travel, ignoring more abundantly used 
modes (e.g. Dwyer, Forsyth, & Dwyer, 2010).

Definitions
Tourism transport data are a prerequisite for assessing environmental effects (Gössling, 2002; Høyer, 1999; 
Peeters et al., 2007a). The first problem pertains to the definitions used in tourism studies in comparison 
to transport studies. The UNWTO provides the following set of definitions (UNWTO, 2016a, pp. 531-532). 
Firstly, a visitor is defined as “a traveller taking a trip to a destination outside his/her usual environment, for 
less than a year, for any purpose (business, leisure or ‘other personal purpose’) other than to be employed 
by a resident entity in the country or place visited.” The usual environment of an individual is defined as 
“the geographical area (though not necessarily a contiguous one) within which an individual conducts his/
her regular life routines.” Defined in this way, tourism involves all visitors including excursionists and same-
day returns. For the 2008 UNWTO report (UNWTO-UNEP-WMO, 2008), UNWTO estimated the number to be 
approximately 5 billion in 2005, but also found that data for excursionists are scarce and require strong 
assumptions regarding their travel behaviour, distances they cover, transport modes they use and even their 
very number. Defining the number of tourists is also hampered because of the wide range of different defini-
tions used in the national statistics that feed the international UNWTO statistics. The UK Office for National 
Statistics recommends defining same-day visitors, or excursionists, by setting a limit to the minimum time 
of the total trip (from leaving home to arriving back again) at three hours. The US long-distance travel statis-
tics (Office of Highway Policy Information, 1998) use a different definition and assume a minimum distance 
of 75 or 100 miles travelled from home, but no overall time limit. The UN recommends that “each country 
define the precise meaning of what is termed regular and frequent in the context of its tourism statistics” 
(UN Department of Economic and Social Affairs, 2010, p. 12) in the context of determining what the ‘usual 
environment’ is and when a traveller becomes a visitor, because she or he travels to a destination outside 
his usual environment. This room for vastly different definitions is problematic.

Often, the word ‘tourism’ causes confusion as, for instance, transport researchers associate it with 
holidays only, tourism researchers consider it as all over-night visitors, and leisure researchers may not rec-
ognise their same-day visitors as part of their studies at all. I have chosen to follow UNWTO for the definition 
of tourism in terms of the visitor that UNWTO labels as a ‘tourist’: “A visitor (domestic, inbound or outbound) 
is classified as a tourist (or overnight visitor) if his/her trip includes an overnight stay.” 

In summary, in this thesis tourism is the sum of economic activities serving the demand of all tourists 
staying for between one night and one year outside their usual environment for any purpose other than to 
be employed by a resident entity in the country or place visited. This definition means it includes not only 
holiday travel but also visiting friends and relatives (VFR), business trips, visiting conferences and events 
and both domestic and international. In 2014, holiday travel accounted for 53% of all international arrivals, 
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while 27% was VFR motivated and 14% was for business purposes, with 6% undefined (UNWTO, 2016c). 
For domestic tourism, the shares of tourist motives are not reported at the global level. Ignoring same-day 
visitors may overlook about 10% of CO2 emissions as published by UNWTO-UNEP-WMO (2008).

In transport research, ‘tourism’ is often not included or defined in a way that is compatible with tour-
ism research (Peeters et al., 2007a). TEN-STAC, a large European-transport model, disperses tourism flows 
over different segments (TEN-STAC, 2003). They define holidays by a two-night limit, business travel has 
no overnight limit but is defined as ‘inter-regional’ and visiting friends and relatives is part of the ‘private’ 
travel segment, which also includes same-day visits. Peeters et al. (2007a) created a database by combining 
UNWTO data with those from TEN-STAC, thus providing a relatively detailed tourism-transport data model. 
This model facilitated the study of the impact of European tourism transport on the environment, of which 
the results are published in Peeters, van Egmond, and Visser (2004). 

Data 
There are two issues concerning global tourism and transport data: only a small share of all tourists world-
wide is systematically reported and these data exclude transport attributes like transport mode and kilome-
tres travelled. The UNWTO provides the most accessible global tourism data in their annual Compendium 
of Tourism Statistics (e.g. UNWTO, 2016a). However, these tourism statistics are incomplete regarding do-
mestic tourism, almost ignoring between 5 to 6 billion domestic tourists (UNWTO, 2014) or about 83-86% 
of combined domestic and international tourists. Another caveat is the lack of outbound data. These are 
not systematically measured, though recently UNWTO has begun providing outbound statistics per country 
of destination (UNWTO, 2016b). UNWTO calculated these by summing all of the arrivals reported by every 
country, per country of origin. However, many destinations have aggregated arrivals to regions (e.g. ‘rest of 
Africa’), or simply have underreported their arrivals per country, which limits the accuracy of the outbound 
data at the individual country level.

A further serious data gap is the lack of transport data. Becken and Lennox (2012, p. 135) state that 
“global interactions within the tourism sector (e.g. substitution between destination countries) are not well 
accounted for” because of “current limitations of global datasets.” Global tourism statistics fail to provide 
the transport modal split and distances travelled from origin to destination. The aggregated mode shares 
for international tourism - 52% Air transport, 40% by road including cars, taxis, buses and coaches, 2% by 
rail and 6% by water in 2012 (UNWTO, 2014) - are insufficient to calculate CO2 emissions as it is unclear 
which distances tourists cover by these modes and because it does not include domestic trips. Figure 1.3 
shows a ‘treemap’ of the tourism sector in terms of number of trips (left panel) and number of passenger 
kilometres (pkm) travelled between the home and the destination (right panel), (including same-day visitors). 
What the treemap shows is the tiny green-shaded share of international trips that are covered by more or 
less consistent data. Most of the red-shaded area, representing the scope of the GTTM, is not covered by 
consistent data. Furthermore, contemporary tourism and transport statistics only remotely cover the green 
dashed-line circumvented area and fail to provide data about tourism transport volumes. 
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Figure 1.3: Treemap of tourism and transport data. A treemap is a visual method for displaying hierarchical data that 
uses nested rectangles for the elements (all trips are on the left, and all passenger-kilometres are at the right). Each 
rectangle has an area proportional to the shares of the number of trips (in the left half) and the volume of passenger 
kilometres (in the right half) that it represents. These shares, which are for 2005 and Sda-Dom-Car (same-day 
visitors, domestic, car), clearly represent the largest share of trips, while To-Int-Air (international air-based tourists) 
represents the largest volume of passenger kilometres. The shares are further divided over same-day visitors (Sda), 
tourists (To), domestic (Dom), international (Int) and the three transport modes: Air, Car and Other. The transport mode 
is also used to shade the areas (yellow shading). The green-shaded and lined shapes indicate the full (continuous 
line) or remote (dashed line) availability of data. The red-lined shape indicates the scope of data required for the 
GTTMdyn. 

Mode choice is an important determinant of any CO2 emissions inventory because of the different emission 
factors between transport modes. However, the most important determinant is ‘distance travelled’. Data 
about distances travelled by tourists are not directly collected by tourism or transport statistical offices. For 
international tourism, distances can be derived by calculating the great circle distance (e.g. as provided 
by Swartz, 2010) between the ‘centre’ of each country. A centre can be the population-weighted centre of 
gravity, the main international airport or the capital city. The best way to define the distances depends on the 
country pair studied. Whatever the method to pinpoint the centre, these distances need to be corrected for 
‘detours’ because cars, trains, ferries and aircraft never follow a straight line. Also, a correction is required in 
the case of large cross-border volumes between neighbouring countries, because the majority of such trips 
will originate and terminate within these border regions, therefore, in most cases involving much shorter 
distances than would be estimated based on the two centre points of the neighbouring countries. I have 
tried this approach twice. During the first attempt, together with my colleague Martin Landré, we created a 
Global Tourism and Transport Database for 2005 (GTTD2005), which revealed a global international tourism 
distance of 3,720 billion passenger kilometres (pkm) (Peeters & Landré, 2012), see also the reprint in Re-
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print Annex III. For the second attempt, a master student developed a more advanced method for inputting a 
series of UNWTO data from the 2001-2010 period (Janssen, 2012) into a GTTD2010. This data revealed 7% 
higher distances for international tourism in 2005 (4,013 billion pkm) as in the GTTD2005. One difference 
appeared to be the larger detour factors for aviation applied in the newer study, based on a range of real 
flight examples that were not available in 2005. Additional national data also revealed some underestimates 
in the GTTD2005 regarding detours, neighbouring country distances and the location of the centres of 
entrances to countries. In principle, I could have tried to work with the GTTD2010. However, the data in the 
GTTD2010 are still far from detailed enough to estimate a conventional transport model using a common 
approach like the ‘four-stage’ model (Bates, 2008), where trip generation, distribution and mode-choice are 
combined, including assigning travellers to transport networks. At a global level, a network-based approach 
becomes far too detailed and complex and is difficult to develop reliably. I will elaborate more on modelling 
in the next section. 

1.4.3 Gaps in scenarios 
Global tourism modelling is a much-neglected trade in tourism research (Prideaux et al., 2012). Most of the 
literature published is based on national or regional studies e.g. New Zealand (Becken & Lennox, 2012), 
France (Ceron & Dubois, 2007), Europe (Peeters et al., 2007a), Australia (Walker, Greiner, McDonald, & Lyne, 
1999), Cyprus (Georgantzas, 2001), and a Chinese lake area (Guo et al., 2001). In the early 2000s, the Ham-
burg Tourism Model (Bigano, Hamilton, Lau, Tol, & Zhou, 2004; Bigano et al., 2005) was the only example of 
a global tourism model. This econometric model was initially developed for assessing the effect of climate 
change on tourism (Bigano, Hamilton, Maddison, & Tol, 2006) but was later also used for evaluating the 
impact of climate mitigation policies on aviation (Mayor & Tol, 2007, 2010b). The UNWTO also occasionally 
uses an econometric model to generate a global tourism projection (UNWTO, 2011; WTO, 2000b). Some 
model-based scenario studies exist (Bosshardt, Ulli-Beer, Gassmann, & Wokaun, 2006; Hamilton, Maddison, 
& Tol, 2005; Nordin, 2005; Scott & Gössling, 2015; TUI UK, 2004; Yeoman, 2012), but all of these studies 
lack the detail about transport modes and distances needed to assess the impact of tourism on climate 
change. On a regional level, very few studies deal with tourism’s contribution to climate change except for 
instance for the EU by Peeters et al. (2007a) and for France by Dubois and Ceron (2007). Scenarios for global 
transport and climate change are more common (e.g. Åkerman, 2005; Azar, Lindgren, & Andersson, 2003; 
Boeing, 2007; Hawksworth, 2006; Kelly, Haider, & Williams, 2007; Moriarty & Honnery, 2004; Olsthoorn, 
2001; Schäfer, 1998; Schäfer & Jacoby, 2005, 2006; Schäfer & Victor, 2000; Vedantham & Oppenheimer, 
1998; Wiederkehr, 1999), but none of these studies specifically deal with tourism transport. The above-
mentioned list of studies describes the pre-2007 situation, thus before the start of my research I presented 
in this thesis. Several colleagues and I published a range of papers that were all based on work for my PhD 
thesis (e.g. Dubois et al., 2011; Gössling & Peeters, 2015; Peeters & Dubois, 2010; Scott et al., 2016a; UN-
WTO-UNEP-WMO, 2008). The IPCC publishes global emissions inventories (e.g. IPCC, 2000, 2007b, 2007d, 
2014c), but these inventories are not suitable for extracting the impact of tourism, because tourism IPCC 
does not recognise it as an individual sector. The IPCC considers it as part of an amalgamate of elements of 
contemporary economic sectors like transport and services industries (Gössling, 2013). 

An important choice for scenario development is the ‘appropriate timescale’. I have chosen a time span 
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of 100 years, i.e. up to 2100. Most tourism projections span from fifteen to twenty years (e.g. Berkhout, 
Berkhout, Girigorie, & Kotzebue, 2005; Forum for the Future, 2009; Schwaninger, 1984; UNWTO, 2011; 
WTO, 1998), even though some published tourism and climate change scenarios have used wider time 
horizons between 2050 and 2100 (e.g. Ceron & Dubois, 2007; Mayor & Tol, 2010b; Müller & Weber, 2007). 
I chose this 100-year time horizon for the following reasons. Firstly, transport infrastructure life cycles (rail, 
airports and new aircraft types) are measured in centuries rather than decades (Grübler, 1990), causing both 
political decision-making and long-term socio-economic behaviour to be locked-in by the significant sunk 
cost of those infrastructure investments. Secondly, climate responses to socio-economic changes can take 
anywhere from decades up to centuries to manifest (Tokarska, Gillett, Weaver, Arora, & Eby, 2016). Global 
climate mitigation scenarios adopt time horizons of 2100 (Girod, van Vuuren, & Deetman, 2012; Girod, Wiek, 
Mieg, & Hulme, 2009; IPCC, 2000; Rogelj et al., 2011) or as late as 2300 (Moss et al., 2010; Tokarska et 
al., 2016). As I will show later, a time horizon that extends to 2050 would tell us that tourism CO2 emissions 
grow exponentially, while the time horizon that extends to 2100 shows this development to flatten at the end 
of the twenty-first century. A consequence of adopting this long time horizon is that I will need to calibrate 
and test the model over a more or less similar historical period (e.g. van Vuuren, Strengers, & De Vries, 1999) 
to capture the long phased life cycles of infrastructure. This consequence means a historical calibration of 
the twentieth century, a period that witnessed an entirely new mode of transport: air travel. The aircraft 
entered the tourism and transport system in the 1920s, requiring the GTTM to accommodate the emergence 
of a completely new transport mode. 

1.4.4 Overview of the gaps
Table 1.3 provides an overview of the theoretical, data and modelling gaps. The colours indicate the size of 
the gap. Chapter 2 describes the ways to overcome the gaps. Table 1.3 illustrates the shortcomings of the 
integration of tourism and transport in data, theory, models and scenarios. This situation may partly be the 
result of a lack of cooperation between the tourism and transport research communities, the substantial 
differences between definitions and general assumptions, modelling and research traditions and data. This 
situation provided me the opportunity to add to our knowledge and understanding of the tourism system, its 
impacts on climate change and ways to mitigate these impacts.
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Table 1.3: Overview of the main pre-2007 knowledge gaps regarding global tourism transport systems and modelling.

Theory and definitions

Global tourism theory A large body of case studies that provide empirics for a 
range of theories (grand narratives); but no meta-studies 
to generate a set of global, generalised rules that I need 
for the GTTMdyn.

Tourism economics theory Destination centred and ignoring transport.

Tourist behaviour theory Ignores transport, except mobilities work by Sheller and 
Urry (2006), which is not quantitatively operationalised 
to be helpful for underpinning a generalised global 
model.

High-level (aggregation) relationship between number of 
trips and socio-economic variables

One national reference (Mulder et al., 2007) and one 
international one (Bigano et al., 2004) show a linear 
relationship: Trips/year = f(GDP/capita).

Tourism classification Based on an international/domestic nexus that is not 
helpful for understanding tourism mobility

Tourism transport modal choice theory Some ideas from transport geography

Global tourism data

Arrivals Nights Distance Mode choice

International per nation Yes No No No

Domestic per nation Some No No No

International total Yes Some No Some

Domestic total Yes Some No No

Tourism-transport models and scenarios

Global tourism trip models Hamburg Model (Bigano et al., 2004; Bigano et al., 
2005)

Global tourism transport models Hamburg model (Bigano et al., 2004; Bigano et al., 
2005), econometric

Global tourism scenarios Several, but ignoring transport and/or domestic with 
medium-length time horizons of, at most, a couple of 
decades.

Global tourism transport scenarios None

Legend

Available

Available to a certain extent 

Not available
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1.5. Research problem and questions

As discussed in 1.1.3, the prevailing view in the tourism sector is that unlimited tourism (transport) growth 
can be reconciled with avoiding dangerous climate change. However, pre-2007 evidence neither supported 
nor contradicted this view because global tourism and transport data were incomplete and global tourism 
transport models did not exist at the time, excepting the ‘Hamburg Model’ (Bigano et al., 2004; Bigano et 
al., 2005). After 2007, growing evidence contradicts this view, based in part on research I was involved in 
(Gössling & Peeters, 2015; Peeters & Dubois, 2010; Scott, Peeters, & Gössling, 2010; UNWTO-UNEP-WMO, 
2008), but including many valuable contributions from colleagues in the field (e.g. Ceron & Dubois, 2007; 
Dickinson & Lumsdon, 2010; Mayor & Tol, 2010a). Gössling (2002) had already hinted at the problematic 
aspects of unlimited tourism growth. But it was only with the first results of my PhD study (Peeters & Dubois, 
2010; UNWTO-UNEP-WMO, 2008) that it became apparent that tourism’s CO2 emissions may even outpace 
the globally reduced emissions in scenarios assuming to avoid dangerous climate change during the sec-
ond half of the twenty-first century (Scott et al., 2010). The overarching social issue connected with this 
situation consists of the conflict between the desire of many for unlimited travel and the conflicting desire 
of many who want to avoid dangerous climate change. The emission pathway toward avoiding dangerous 
climate change has become better defined through the international policy goals established by the 2015 
Paris Agreement (UNFCCC, 2015). Therefore, one may formulate the social problem as follows: ‘the tourism 
sector can potentially cause the UNFCCC Paris Agreement to fail if it continues its current growth patterns 
without significant mitigation measures’. 

My research’s main operational question (see Section 1.1.3) is ‘How to reconcile long-term CO2 emis-
sions of the global tourism sector with the internationally agreed ambition to avoid dangerous climate 
change, as agreed upon by UNFCCC in Paris, December 2015 UNFCCC (2015)?’ Based on the definition of 
‘climatically sustainable development of tourism’ (see Section 1.3), this question translates to ‘How can the 
global tourism sector develop in a climatically sustainable way?’ To answer this operational question, I need 
to answer the following main research question: 

 Which mechanisms drive the development of global tourism and its CO2 emissions, and what are the 
potential effects and consequences of the policy strategies to mitigate these emissions?

Every model represents a simplification of reality and describes a well-defined part of the world (Sterman, 
2000). Because my models cover the tourism and transport system, which is part of larger systems of earth 
and humanity, there will be three kinds of mechanisms and associated variables. The first kind includes 
those variables and mechanisms that are part of the model (endogenous). The second kind is formed by 
variables that are external to it, but which do affect the model (exogenous, e.g. input variables). Finally, some 
variables are ignored (excluded variables). In all cases, the choice lies with the modeller, so even excluded 
variables may, in the real world, affect the behaviour of the system, but they are ignored by the modeller to 
avoid too high complexity or because of a lack of data or knowledge. See Section 2.1.5 for further details 
regarding the scope of the GTTMdyn. Bearing in mind that I need to define the endogenous mechanism and 
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variables and the responses to changes in exogenous variables, I derived the following five detailed research 
questions from the main research question: 
1. What are the main endogenous mechanisms driving the tourism system?
2. What might tourism’s long-term impact be on climate change?
3. Which exogenous developments drive tourism’s long-term impact on climate change?
4.  Which policies (or combinations thereof) will be able to attain a climatically sustainable development 

of tourism?
5.  What are the main consequences of policies achieving a climatically sustainable development of the 

tourism sector? 

In the next section (1.6), I will first summarise the early developments and results of my research. This 
part of the research has been published in peer-reviewed journals (Peeters, 2013; Peeters & Dubois, 2010; 
Peeters & Landré, 2012) and a scientific book (Peeters, 2010b), and these papers form an integral part of 
my thesis (see Reprint Annex I through Reprint Annex IV in Annex I). 

1.6. Intermezzo: the early model studies 

1.6.1 GTTMbas global tourism and CO2 emissions: landscapes
The first more or less detailed greenhouse gas emissions inventory for global tourism and transport was 
developed for UNWTO and published in 2008 (UNWTO-UNEP-WMO, 2008). This CO2 inventory was based on 
data about Air transport trips and distances (provided by ICAO through UNWTO), some characteristic aver-
age transport distance and modal split data from several regional studies (Becken, 2002; Dubois & Ceron, 
2006; Gössling, 2002; Peeters et al., 2007a), international tourism trip distributions throughout the world 
and some data about domestic tourism. I was able to obtain all of the information required to estimate global 
tourism transport trips and distances per mode and main market, the number of nights and CO2 emissions 
(see Table 1.4).

Table 1.4 Results of the first CO2 emissions inventory of global tourism (excluding same-day visitors). Source: (UN-
WTO-UNEP-WMO, 2008).

Emissions of CO2 (Mton/year) Air Car Other Accommodation Activities Total

International 304.8 46.9 3.8 118.3 20.3 494.0

Domestic (developed world) 156.1 213.4 4.5 128.3 22.0 524.1

Domestic (developing world) 41.5 45.5 29.9 27.0 5.5 149.4

TOTAL 502.3 305.8 38.1 273.5 47.7 1,167.5
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The total amount of 1,168 Mton of tourism-related CO2 emissions in 2005 represents a 4.6% share of global 
emissions5. Of the fifteen different segments distinguished (from ‘international Air transport’ to ‘developing 
world domestic activities’), international Air transport generates 305 Mton, the largest share (26%). Includ-
ing domestic tourism, Air transport is responsible for 502 Mton (43%) of CO2 emissions and all transport for 
846 Mton (72.5%). The majority of the remaining emissions is caused by accommodation (20%), leaving 
about 7.5% for activities, which represents the emissions caused by excursions, touring, visiting museums, 
festivals and other tourist attractions and holding meetings (e.g. for business travel). Figure 1.4 shows the 
inequality of the distribution of tourism and CO2 emissions over both the main tourism markets and the main 
transport modes. Whereas international tourism accounts for about 16% of all tourism trips, it generates 
42% of emissions. Because about 5% of international tourists originate from the least-developed countries, 
we found that the developed world is responsible for some 70% of all tourism CO2 emissions, when as-
signed to regions of origin (based on data from Peeters & Eijgelaar, 2014). 

Although 2005’s tourism could be described as a “non-negligible contributor to climate change” (UN-
WTO-UNEP-WMO, 2008, p. 27), the more important issue is the continued growth of this contribution. In the 
UNWTO-UNEP-WMO (2008) report, I show that by 2035 tourism’s CO2 emissions will have grown by more 
than 160% with respect to 2005, equivalent to an average rate of 3.2% per year. This finding is the result 
of UNWTO international tourism arrival projections (WTO, 2000a) extended to 2035, Air transport data (IATA, 
2009b) and expert opinions about development of domestic tourism, length of stay, shares of transport 
modes and transport distances travelled. 

Figure 1.4: Distribution of tourism trips and CO2 emissions for transport per transport mode and main tourism market. 
Source: GTTMadv.

In their book ‘Shaping the next 100 years’, Lempert, Popper, and Bankes (2003) propose ‘landscaping’ as 
part of robust policymaking. Landscaping is visualising the effects of a range of policy combinations on the 
development of the system. Peeters and Dubois (2010) use the GTTMadv to provide an example of exploring 
tourism mitigation policies. The landscape is composed of 70 scenarios as combinations of ten levels of 
volume changes (i.e. changes in the assumed growth factors for transport volume per transport mode and 
global market) combined with seven assumed rates of change of efficiency (CO2 emission factors) of three 

5   This is lower than the 4.9% share cited in UNWTO-UNEP-WMO (2008) because the latter includes same-day 
visitors.
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transport modes, and accommodation and tourist activities separated for the developing and developed 
world. Tables 8 and 9 of Peeters and Dubois (2010), see Reprint Annex II, provide the detailed assumptions. 
The results are based on the GTTMbas exponential model. The technological improvement assumptions were 
added to the baseline scenario and ranged between 1.3%/year for aviation to 2.0%/year for Other transport 
modes, accommodation and tourist activities. The seven policies varied in the way it combined the addi-
tional improvement for each main element (e.g. Air transport, accommodations) of the system. The volume 
growth changes were defined in absolute terms of % growth per year varying between 0.0%/year to 7.7% 
and again in different combinations for the various main elements.

Figure 1.5 depicts the resulting scenario landscape for the growth factor of CO2 emissions between 
2010 and 2035. Only one combination, Volume_scen_9 plus Tech_scen_6, shows a reduction of the CO2 
emissions compared to those in 2005. The results do not provide any solution that could be called ‘sustain-
able’, i.e. in line with the 2 °C climate change goal. Of course, assuming larger technological or volume rates 
of change would improve the results. The ones chosen here were those that the researchers involved, Jean-
Paul Ceron, Ghislain Dubois, Stefan Gössling and myself, considered the physical, political and economic 
limits of what could ultimately be done. Therefore, they were based on our expert judgement. 

Figure 1.5: Landscape of CO2 emissions growth for a variety of policy assumptions.

1.6.2 GTTMadv global tourism CO2 emissions: narrative backcasting
The GTTMadv uses the same exponential growth coefficients as GTTMbas. The difference is that the GTTMadv 
has been programmed in Powersim™ Studio (version 7). Using this software enabled the model not only 
quickly to assess the effects of a large number of policy and system settings, but also to automate this 
process using certain objectives (e.g. a specific reduction of emissions while maximising revenues). 

The model cannot run without entering background economic and population scenario data. These 
contextual scenarios in are based on the IPCC SRES scenarios (IMAGE-team, 2006) designated by Dubois 
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et al. (2011) as A1 (High Growth and Less Crowded6), A2 (Low Growth and Very Crowded), B1 (Medium 
Growth and Less Crowded) and B2 (Medium Growth and Medium Crowded). Just like GTTMbas, the GTT-
Madv distinguishes three main tourism markets (international, domestic developed and domestic developing 
world), three transport modes (air, car and other) and two other main system elements (accommodation 
and activities). The user can change the system by setting a total of 42 system ‘growth’ constants. See 
Dubois et al. (2011) for a detailed description of all the constants that define a scenario run. These constants 
manipulate the three tourism markets, the trip and distance growth rates of all three transport modes in 
each of the three tourism markets and the development of CO2 emission factors (a proxy for technological 
development). The results of a workshop held with Jean-Paul Ceron and Ghislain Dubois, attempting to 
define scenarios based on storylines and using GTTMadv that will reduce tourism’s emissions by 70% in 
2050 compared to 2005, were published by Dubois et al. (2011). This exercise was not to find policies for 
mitigating tourism’s CO2 emissions, but to describe what the tourism system should look like under a strict 
mitigation goal. In other words, how many trips and kilometres could fit within the goal? This analysis would 
merely set the size of the changes required to reduce tourism emissions to a set level and provide the chal-
lenge for policies to achieve this. To systemise our efforts, we defined three ‘storylines’:

 ’Happy Few’ scenario. This scenario is characterised by global cooperation and governance 
stimulating technological innovation and high mitigation taxes enabled on A1 (high) economic growth. 
It means that rich people can still travel as much as they want, but many others have to reduce the 
distances they travel; 

’Proximity’ scenario. In this scenario, people are all equal in their basic right to travel, which 
leads to more general reductions of distances (for everyone). The major difference with the Happy Few 
scenario, therefore, is that policymakers introduce household carbon budgets, which can be traded up 
to a certain limit (20%). This trading mechanism will generate even stronger technology developments 
because the carbon budgets do not allow for high emission technologies and low emission factors 
thus directly determine the size of the market and the prospects for growth. This development also 
creates a strong market for an expanding long-distance electric rail transport network and modal 
shifts from air and car to rail. As we assume limited emission trade, the difference between rich and 
poor will be far less substantial, and the growth in the number of trips is much larger in developing 
countries than in developed ones; and

’Global Isolationism’ scenario. This scenario assumes limited global governance and a multi-
polar world. Conflicts about resources abound, and the pace of technological innovation slows down 
due to lack of international cooperation and reduced funds for innovation, development and research 
in a weak economy, international travel becomes less attractive and even domestic tourism is under 
pressure. All travel volumes grow much less than in the other scenarios.

The workshop approach - based on the general storyline - was designed stepwise to modify the system 
parameters, evaluate the results for CO2 emission, revenues and equity and then define the next step, until 
the maximum emissions reduction was reached within the constraints we felt we had to maintain. The result 
was that none of the three scenarios reached the 70% emissions reduction with respect to 2005 emissions. 
Figure 1.6 shows the overall results. In all cases, the number of trips, the number of nights and distances 

6  High Growth refers to growth of GDP/capita; Less Crowded refers to a low population growth assumption. 
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travelled decrease substantially compared to the baseline or the Reference Scenario. The outcomes mean 
that in this exercise we did not manage to reduce the emissions as far as we would have liked to (between 
-33% and -42% instead of -70%) and we managed only to do so by significantly constraining the entire 
tourism sector.

Figure 1.6: Overview of results for the three ‘hand-made’ scenarios using the manual version of GTTMadv. 

1.6.3 GTTMadv Global tourism CO2 emissions: automated backcasting
Because of the failure during the workshop to reach the emissions reduction goals in the manual scenario 
exercise, I used the capacity of Powersim™ Studio 7 to find an optimum objective-based solution. I defined 
two objectives. The first was once again to reach the 70% CO2-emissions reduction in 2050 with respect 
to 2005. The second objective was to maximise the net revenues, which was the sum of all revenues for 
transport, accommodation and activities minus the cost of emissions abatement (see also Section 2.3.5 for 
a description of the calculation method). The abatement cost method was introduced to avoid the system 
receiving ‘free’ technological improvements. I disaggregated the original 42 parameters to fourteen by as-
suming the growth rates for trips of transport modes to be equal for all markets and that average distances, 
and the maximum number of trips per capita would not change. I tried the optimisation for each of the four 
contextual scenarios. Figure 1.7 shows the results regarding the ‘optimum’ modal split of the scenarios. 
Interestingly, the four contextual scenarios only provided two different optimum solutions based either on 
very low Air transport shares (in absolute terms about the level of the 1970s) combined with a high share of 
personal car or a very large rail share and Air transport to be kept at the level of about 2005. In all four sce-
narios, the 70% emissions reduction is matched. The parameters were allowed to vary over a larger range 
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than in the landscape case described in Section 1.6.1. The landscape case was limited due to constraints 
imposed on the research by the reviewers of the draft versions of the UNWTO report (UNWTO-UNEP-WMO, 
2008). 

Figure 1.7: Result of the automated backcasting scenarios based on the GTTMadv. Peeters and Dubois (2010), re-
printed in Reprint Annex II, published this graph. The scenario names refer to the four different socio-economic 
contextual scenarios that give rise to different ‘optimum’ solutions.

The GTTMbas shows us that manually defining the tourism sector within constraints set by experts of the UN-
WTO (as a proxy for the sector) in terms of technology improvements and volume restrictions failed to generate 
very significant emissions reductions. Only one of the many scenarios showed an overall reduction of CO2 
emissions and only a moderate 16% in 2035 in comparison to 2005. However, also our attempt to manually 
find scenarios which achieve 70% reduction in 2050, with respect to 2005, failed, even though all four of us 
were very aware of the need to reduce emissions. This failure to reduce emissions - the second finding with 
GTTMadv based on the landscape of 70 ‘scenarios’ - may have been because the researchers were not prepared 
to push changes to wider limits because of presumed and partly unconscious social or political issues to do so. 
I remember discussions about the ethics of forcing down the volume growth in domestic tourism in develop-
ing countries. The third finding was that an automated optimising model had no problems finding solutions 
for reducing emissions by 70% between 2005 and 2050 while keeping the net revenues of the tourism and 
transport sector as high as possible. This result is not surprising as the automatic run of the model was allowed 
to explore the changes over the same range of values, but certainly not hampered by what the researchers 
initially judged to be ‘realistic’ or ‘ethical’. Also, the model performed several sessions of up to 10,000 runs, 
enabling it to find a global or local maximum concerning revenues. Even more interesting was the finding that 
the model’s solutions tended to either keep the volume of flying constant at the 2005 level, combined with a 
major shift from Car to Other (mainly rail) transport or to maintain the share (not the volume!) of car users as in 
the Reference Scenario for 2050, but reducing the Air transport volume to the level of the 1970s. The assumed 
contextual scenario determined the result (see Figure 1.7). 
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The findings from running the GTTMbas and GTTMadv indicate that technology alone is unable to re-
duce the emissions in absolute terms and other volume-related changes need to be strong. To reduce CO2 
emissions to the level required to avoid dangerous climate change, major shifts in transport modes and 
destination choice (less far away) are necessary. This conclusion was drawn within the limitations we set 
for ourselves regarding the maximum technological development we deemed possible and the maximum 
reductions of volumes we considered socially desirable. Furthermore, these conclusions were based on 
constant exponential growth modelling and as such may miss secondary effects and feedbacks that could 
profoundly influence the long-term future (past 2050). Furthermore, the ‘scenarios’ are based on different 
system assumptions such as for growth, efficiency, rather than policy measures to achieve such changes 
in the modelled system. Therefore, the objective of the third version of the model, the GTTMdyn, is to resolve 
these issues by creating a full-fledged system dynamics model and adding a range of policy measure inputs. 
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2.1. Introduction to the GTTMdyn

2.1.1 GTTMdyn: rooted in earlier models
The GTTMbas and GTTMadv models revealed that tourism’s emissions are likely to significantly increase in 
the coming decades, which contrasts with the strong mitigation of global CO2 emissions necessary to avoid 
dangerous climate change (see 1.6). Furthermore, absolute reductions of CO2 emissions are only possible 
with significant changes to the tourism system: changes regarding distances travelled and transport modes 
used. Though these models illustrate what a low CO2-emissions tourism sector may look like, it fails to reveal 
which policies might achieve these changes. The main objective of the GTTMdyn was to be able to apply 
policy strategies and analyse how these affect global tourism and transport and its CO2 emissions. Another 
objective was to enable long term systemic analyses of the tourism and transport system, rather than short 
or medium term projections.

The GTTMadv model allows the researcher to explore what the tourism and transport sector should look 
like regarding technological efficiency, tourism trip volumes, transport volumes, modal split and length of 
stay. In contrast, the GTTMdyn model was developed not only to provide a model based on mechanisms 
rather than growth assumptions and add policy strategies (or measures) as inputs instead of changes in 
the exponential growth coefficients of the model. Furthermore, it includes several feedbacks in the system 
that might cause rebound effects for certain measures (e.g. more efficient cars make driving cheaper and 
increase the volume of Car transport). The GTTMdyn is also designed so that it can be used as a ‘simulator’ 
by stakeholders, researchers, students or other parties interested in the issue, to explore the development 
of the tourism system, its impacts on CO2 emissions and the impact of policies to mitigate these emissions.

I chose system dynamics modelling based on the perception that global tourism and transport is a sys-
tem. Leiper (1979) suggested decades ago that tourism is indeed a system. Also (Cohen, 1984, p. 382) de-
scribes modern tourism as “an ecological, economic, and political system that is complex and global.” More 
recently, scholars have confirmed that the tourism system is complex, non-linear and dynamic (Lazanski & 
Kljajić, 2006; Ndou & Petti, 2006; Walker et al., 1999). The non-linearity makes analytical modelling impos-
sible as shown by von Bertalanffy (1969, p. 20). Another important characteristic of systems is the existence 
of feedback loops between system elements (von Bertalanffy, 1969). The tourism transport system does 
show feedback loops like a ‘mode shift loop’, a ‘cost loop’ and a ‘travel time loop’ like I showed in a book 
chapter (Peeters, 2010b), reprinted in Reprint Annex I. 

So, tourism might be considered a dynamic and complex system (Peeters, 2015). A convenient way to 
explore such systems is to use systems thinking and system dynamics models (SDMs). System dynamics 
provides a way to learn about the behaviour of non-linear complex systems (Sterman, 2000). Contrary to 
most econometric models, system dynamics is based on the assumption of causal relationships, where 
econometric models normally start with statistical relationships for which causality is not necessarily known 
nor even in existence. See further my paper (Peeters, 2013) reprinted in Reprint Annex IV. In system-dy-
namics models, the ability to accommodate these causal relations allows the study of complex non-linear 
dynamics that do not have analytical solutions. Early applications can be found in Industrial Dynamics 
(Forrester, 1961), and the ‘World 2’ model (Forrester, 1971). Meadows and others further developed this 
model into the ‘World 3’ model used for the iconic ‘Limits to growth’ report (Meadows, Meadows, Randers, 
& Behrens III, 1972). The goal of the GTTMdyn is to create a global tourism and transport model that enables 
exploring both the impact of contextual scenarios and policies to generate policy-relevant system outcomes 
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at appropriate timescales. These considerations generate requirements regarding the time horizon, desired 
policy inputs and policy-relevant system outcomes. 

2.1.2 GTTMdyn requirements
A detailed discussion of the requirements for the behavioural part of GTTMdyn can be found in (Peeters, 
2013), reprinted in Reprint Annex III. As shown by the results of the analyses with the GTTMadv, the model 
needs to be able to accommodate substantial changes. These may be relatively easy to model for tech-
nological development that improves energy and emission efficiencies. But for the major emitting part of 
tourism, the Air transport sector, improving energy efficiency and reducing emission factors is less straight-
forward (Chèze, Chevallier, & Gastineau, 2013; Cohen, Higham, Gössling, Peeters, & Eijgelaar, 2016; Peeters 
et al., 2016; Sgouridis, Bonnefoy, & Hansman, 2010). This lack of development is due to, for instance, very 
long lead times between the development of new technologies to their wide-spread application in aircraft, 
trains and both air and rail infrastructure. Furthermore, the model should be able to handle strong behav-
ioural changes in response to strong policies, a feature that is hard to achieve with econometric modelling 
(compare Van Cranenburgh, 2013). These large behavioural changes were the main focus when developing 
the GTTMdyn. Finally, the very long time horizon may require the emergence of a new major technology, like 
Air transport during the 1920s. To enable answering the research questions, the following set of require-
ments has been deduced for the GTTMdyn, which had to:
1. handle both international and domestic tourism, independent of geographical regions;
2.  handle new transport modes like the emergence of aviation in the 1920s, and eventually space travel 

during the twenty-first century;
3.  be based on mechanisms governing travel behaviour rather than pure econometric/statistical 

relationships;
4. handle large changes in costs, infrastructure capacity and other main system parameters; and
5. provide long-term policy analysis up to the year 2100.

Defining the model in trips per ‘transport mode’ and ‘distance class’ rather than trying to model all flows 
between and within every country in the world fulfils the first requirement. Global trip generation was based 
on a linear relationship between GDP/capita and the number of trips per year (Bigano et al., 2004; Peeters 
& Dubois, 2010; Peeters & Landré, 2012), further explained in Section 2.2.3. 

The second requirement - handle the emergence of new products on the market - was solved by using 
the product adoption and diffusion model proposed by Bass (1969). The Bass adoption and diffusion model 
assumes product diffusion consists of commercial adoption (advertising) and social adoption (word-of-
mouth) mechanisms. The overall sales development of a new product is initially dominated by commercial 
adoption until social adoption takes over after some time has passed. The third requirement is implemented 
by using the psychological value (PV) from prospect theory (Kahneman & Tversky, 1979; Kahneman & 
Tversky, 2000) rather than a utilities-based econometric approach. For the GTTMdyn, the PV is defined as 
the sum of generalised travel cost (travel cost plus monetarized travel time) and distance (as an attractor). 
By integrating prospect theory into the framework of the Bass model, the GTTMdyn becomes sensitive to 
changes in income, population size, travel cost and time, and it is based on mechanisms beyond constant 
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exponential growth functions. This approach enables the model to follow larger changes in the inputs of 
income, costs and travel time (fourth requirement). It also allows the model to cover very long time spans 
(the fifth requirement).

2.1.3 Description of the GTTMdyn 
The GTTMdyn model has been programmed using the academic version of Powersim™ Studio 10 Academic 
SR 5, system-dynamics modelling software. It consists of a series of stock and flow constructions. The 
model runs from 1900 up to 2100. The time step has been set to one year. This time step plays a role in the 
air fleet model that assumes a shift of all aircraft by one age class for every exact year. Unfortunately, this 
means the model only runs correctly at this one-year time step.

The model is composed of a series of model units (graphically separated parts of the main model) 
and mutually interacting sub-models. The model uses a range of data input files (the GTTMDB, a suite of 
Microsoft Excel files that were specially prepared for the GTTMdyn) and generates both graphical output in 
the Studio file as well as time-series data outputs into several data files (Microsoft Excel files). The model 
calculates a range of characteristics for the tourism and transport system, such as number of trips, dis-
tances travelled, travel time, number of nights, modal split, revenues, costs (revenues plus additional costs 
due to policy measures), CO2 emissions and radiative forcing (a measure of the net-energy flux into the 
atmosphere). The main exogenous inputs for the model were GDP/capita, GINI factor (a measure of income 
equity), global population, assumptions on transport costs and speed and accommodation costs and some 
characteristics of car fleet, airport and high-speed rail infrastructure and aircraft in the fleet. These inputs 
were provided in time series from 1900 up to 2100, with projections starting in 2010. 

The scope of GTTMdyn is the tourism and transport system. The tourism system consists of hospitality 
(accommodation) and service industries providing travel products and services, and MICE (Meetings, Incen-
tives and Conventions and Exhibitions) facilities and services (UNWTO, 2012). Furthermore, those parts such 
as local tourism and leisure-dedicated facilities (museums, zoos and lunar parks), restaurants, cafés, that 
are used by tourists are also considered part of the tourism system. Regarding transport, all transport that is 
used by tourists to travel from their normal place of residence to their destinations is regarded as part of the 
system. For Air transport, this means most of the Air transport industry is included as some 90% of air pas-
senger travel is tourism-related (Peeters et al., 2007a). For Car and Other transport modes, global passenger 
transport’s shares of tourism are more likely approximately 20% (Peeters et al., 2007a). For Other transport 
(such as rail, bus, ferry), the tourism system includes high-speed rail as that is considered as a potential 
substitute for Air transport. Moreover, on some major connections like the Eurostar between UK, France and 
Belgium, it is mainly used by tourists (UNWTO, 2007b). Local transport, i.e. transport at the destination from 
and to or between temporary places of residence is excluded from GTTMdyn.

Section 4.5 provides an extensive overview of the policy measures and strategies used when exploring 
the GTTMdyn model. However, to be able to describe the main elements of the model, I provide a summary of 
them here. The GTTMdyn provides the user with a range of inputs for policy measures. These policy measures 
have been organised around the following strategies:
1.  Alternative Fuels: choosing which fuel feedstocks to include, subsidies per chosen feedstock and 

maximum land-use available following ‘sustainable’ or ’physical’ criteria;
2.  Technology: set development (% change per year) of emission factors for the main parts of the 

system;
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3.  Infrastructure: set turboprop desired share, air-fleet scrapping age, investments in high-speed rail 
and airport capacity limits; 

4.  Travel Speed policies: maximum aircraft cruise speed, maximum car speed and average speed for 
Other transport;

5. Taxes and Subsidies: a global carbon tax for the main system elements of choice, ticket tax/subsidy 
for Air and Other transport and a fuel tax for Cars; and
6. Behaviour Change: sets factors for the length of stay, inclination to travel and the value of distance.

Furthermore, the GTTMdyn provides the user with two results screens showing a range of scenario time 
graphs and a suite of key performance indicators (set-up of the KPIs). In the following section, I will describe 
the general set-up of the model. 

2.1.4 General layout of the GTTMdyn

The GTTMdyn main model has been divided into several model units. A model unit is a part of the main model, 
but with a specific task. Each model unit has been visually separated from the main model by clustering the 
model elements in a coloured frame. The submodel units are at a lower level and are connected through 
‘global’ variables, which are applied to all layers of the model. These perform a certain dedicated task and 
are easily copied. For instance, a submodel for implementing the Bass model to Air transport was first 
developed and then copied twice and adapted for Car respectively Other transport modes. In total, there 
are 23 model units, partly formal Powersim™ Studio submodels, of which twelve combine to deliver the 
behavioural model described in Section 2.2. The other models provide infrastructure, fleet capacity and 
environmental information for the GTTMdyn. Table 2.1 gives an overview of all fourteen model units and nine 
submodels, their tasks and the main inputs and outputs. The core of the GTTMdyn is formed by the behav-
ioural model suite that generates trips and distributes them over the twenty distance classes for three trans-
port modes (elements indicated in bold-italic). The other model units generate inputs (global population, 
car fleet model and biofuel model), feedbacks (accommodation model, infrastructure models and abatement 
cost model) and provide outputs (energy and emission model and aviation radiative forcing index, RFI). 
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Table 2.1: Overview of the main GTTMdyn Powersim™ Studio submodels (which are shaded blue), their purpose and 
the main inputs and outputs. The model unit names printed in bold italics together form the behavioural model suite 
described in Section 2.2. Section 2.3. describes the other model units. Note: all monetary values are in 1990 USD.

Model unit/submodel 
name

Description/task Main inputs Main outputs

Global population, 
economic and climate 
scenario input

Read main background data from excel 
files based on user contextual scenario 
input

Economic, popula-
tion and CO2 
emissions 

Scenario-specific 
GDP, population and 
GINI. 

Car fleet Estimate global car fleet size Some constants Car price

Bass model Car 
Ownership

Estimate number of adopters of car owner-
ship

GDP, population 
and GINI

No. of cars

Air transport Prepare data for the Bass model Fuel cost and fleet 
composition 

Ticket price and 
travel time

Bass model Air 
transport

Calculate the number of adopters per 
distance class

GDP, population, 
GINI, ticket price 
and PV rates 

Air trips and travel 
time per distance 
class

Car transport Prepare data for the Bass model Fuel cost and fleet 
composition 

Ticket price and 
travel time

Bass model Car 
transport

Calculate the number of adopters per 
distance class

GDP, population, 
GINI, variable cost 
and PV rates

Car trips and travel 
time per distance 
class

Other transport Prepare data for the Bass model Fuel cost and fleet 
composition 

Ticket price and 
travel time

Bass model Other 
transport

Calculate the number of adopters per 
distance class

GDP, population, 
GINI, ticket price 
and PV rates

Other trips and travel 
time/distance class

Global tourism trips Calculates the global number of tourist 
trips

GDP, population 
and GINI

Number of trips

Psychological value 
of travel

Link PV-growth model to PV sub-models Cost and time data All PV values

Psychological value 
submodel Air

Calculate PV per distance class Air Air travel cost and 
time and reference 
cost and distance

Air PV per distance 
class

Psychological value 
submodel Car

Calculate PV per distance class Car Car cost and time 
and reference cost 
and distance

Car PV per distance 
class

Psychological value 
submodel Other

Calculate PV per distance class Other Other cost and 
time and reference 
cost and distance

Other PV per distance 
class

Psychological value 
based growth rate

Prepare data for the Psychological value 
submodels and collect results

Trips per distance 
class and mode

All PV growth rates

Infrastructure and 
global fleets

Organise submodel inputs Air and ‘Other’ 
transport volumes

Air seat occupancy, 
airport capacity and 
investments

Transport capacity Calculate air fleet age distribution, airport 
capacity and investments share of turbo-
prop and air seat occupancy rate

Air and ‘other’ 
transport volumes

Air seat occupancy, 
airport capacity and 
investments

Chapter 2



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 55PDF page: 55PDF page: 55PDF page: 55

55

Model unit/submodel 
name

Description/task Main inputs Main outputs

Accommodation Calculate the length of stay (LOS), nights 
and revenues

LOS rate fraction 
per year

Number of nights, 
accommodation and 
revenues 

Energy and emissions Calculate accommodation emission factor; 
share turboprop; organise input/output 
transport emissions

Historical/policy 
assumptions

Emission factors for 
accommodation and 
Other transport

Emissions submodel Calculate air and car emission factors per 
mode and energy source

Historical/policy 
assumptions

Air and car emission 
factors 

Aviation RFI Calculate aviation radiative forcing and ra-
diative forcing index (RF, respectively RFI).

Global (tourism) 
emissions

RF, RFI

Biofuel Calculate the markets for five biofuel 
feedstocks

Cost and subsidies 
for biofuels; global 
land-use restric-
tion

Shares of kerosene 
and biofuels

Abatement cost Calculate the abatement cost for CO2 emis-
sions reductions

Relative change 
in CO2 emission 
factors

Abatement cost for 
accommodation and 
transport modes

Figure 2.1 provides an overview of the GTTMdyn model units and their main relationships. The main drivers of 
the model are the external data inputs for global population size, average GDP/capita, and income equality 
– represented by the GINI coefficient – from the context scenario and a suite of user-defined policy strategy 
inputs. GINI is a measure of equality of income distribution (Gini, 1912; Rasche, Gaffney, Koo, & Obst, 1980). 
The arrows in the model indicate data flows. The car fleet model was created because the portion of the 
population that lacks access to a car will (logically) not be able to use one frequently. Therefore, the car fleet 
model reduces the share of potential adopters of tourist trips by car. The ‘Behavioural model suite’ governs 
all three transport modes. 

2

The GTTMdyn Model



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 56PDF page: 56PDF page: 56PDF page: 56

56

Figure 2.1: Global overview of models and submodels for the GTTMdyn. Arrows represent data flows, not causal 
relationships. The italic numbers between brackets refer to the section that describes the model element. Figure 2.2 
explains the Behavioural model suite in greater detail. The GTTMDB data files provide the external data (see section 
2.1.3 for information about GTTMDB).

In the following sections, I will zoom in on the additional model units. In each case, I will include the sub-
models associated with the respective units (e.g. section 2.3.3 on infrastructure model units includes the 
Transport capacity submodel). 

2.1.5 Scope of the model
Table 2.2 shows the endogenous, exogenous and excluded elements of the GTTMdyn. One notable exclusion 
is the discount rate. Though there is an ongoing discussion about (social) discounting in environmental 
modelling, including ethical issues (Aaheim, 2010; Dasgupta, 2008; Hourcade, Ambrosi, & Dumas, 2009), 
I tend to follow the line of argument chosen by Stern (2006). See further discussion under the Economics 
subheading in Section 3.7. Other excluded elements include road and conventional rail infrastructure be-
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cause the majority of this infrastructure is built for purposes other than tourism. As argued in section 1.4.2, 
same-day visitors are also excluded. Also, I excluded local transportation i.e. transport during a tourist trip 
taken from or between temporary places of residence, because of a lack of data at the global level. Finally, 
I excluded tourist activities and services because of an insurmountable gap in data at the global level 
and because these tend to represent only a small share of all tourism revenues (about 10% according to 
UNWTO-UNEP-WMO, 2008). 
The main endogenous elements in the GTTMdyn are abatement costs, number of trips and distances trav-
elled, aircraft and car fleet sizes, aircraft-fleet age distribution, airport investments, airport capacity, high-
speed rail network capacity, CO2 emissions, radiative forcing, tourism revenues and expenditures, biofuel 
prices (only in case land-use restrictions develop), (bio)fuel shares and technological developments for 
energy efficiencies and emission factors such as the function of carbon cost. Major exogenous drivers of the 
model include (Table 2.2 provides the details):
1. socio-economic growth in terms of GDP/capita, equity (GINI factor) and global population;
2.  global climate mitigation scenario determining global CO2 emissions and the global cost of CO2: 

Unlimited (>4.5 °C), Moderate (3.3 °C), Paris Agreed (2.0 °C) and Paris Aspired (1.5 °C);
3.  baseline technology development in terms of energy efficiency, emission factors, transport speed and 

aircraft utility; 
4.  baseline costs for accommodation, basic biofuels costs, car fuel, aircraft tickets, Other transport 

tickets and high-speed rail investments; and
5.  some internal system ‘goals’ like for the aircraft seat occupancy rate, airport capacity occupancy and 

share of turboprops.
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Table 2.2: the GTTMdyn boundary chart as suggested by Sterman (2000, p. 97).

Endogenous: Exogenous: Excluded:

(Bio)fuel shares
Abatement cost
Aircraft fleet average age
Aircraft fleet size
Aircraft flights
Aircraft seat occupancy
Airport capacity
Airport capacity model coefficients
Airport investments
Average distance per mode
Bass models’ coefficients
Biofuel cost after applying land-use 
restrictions
Car price (up to 1990)
CO2 emissions
Emission factors as a function of 
CO2 tax.
Global number of trips per transport 
mode and distance class
High-speed rail network length
High-speed rail share
Modal shares
Psychological Values
PV models coefficients
Radiative Forcing and RFI
Share electric Car transport
Share electric Other transport
Technology development as function 
of CO2 emissions costs
Tourism revenues
Travel times
Turboprop share
Value of Travel Time

Accommodation cost per night
Air transport ticket price
Air, Car (bio)fuel prices
Aircraft average block speed
Aircraft average seat capacity
Aircraft average seat-occupancy rate goal
Aircraft average utility (hours/year)
Aircraft delivery delay time
Aircraft retirement rate
Airport-capacity occupancy rate goal
Airport investment delay time
Airport maximum operational life of 
infrastructure 
Average length of stay
Baseline technology and energy/emission 
efficiencies
Basic trends for all emission coefficients
Biofuel basic cost
Biofuel maximum land use
Car acquisition price
Car speed
GDP/capita
Global CO2 emissions and concentration
Global population
High-speed rail infrastructure invest-
ments
Income equity (GINI)
Other conventional and high-speed rail 
speed
Other transport ticket price
Travel time constraints
Turboprop share goal

Discount rate (equivalent to 
assumed zero)
Normal (non-high speed) rail 
and all road infrastructure
Same-day visitors
Tourist activities (like museums, 
lunar parks, skiing facilities,) 
Tourist services (such as tour 
operators, travel agencies)
Food services (restaurants and 
the like) to the extent that these 
are not part of the accommoda-
tion carbon-emission factors
Local transportation (i.e. trans-
port during a tourist trip taken 
from or between temporary 
places of residence)

 
2.1.6 Summary of the model description
One thing makes GTTMdyn different from other transport and tourism models: the idea to ignore the geo-
graphical distribution of destinations and source markets, but to define the global tourism markets entirely 
by transport mode and distance class. I assumed sixty markets: three transport modes times twenty dis-
tance classes. The behavioural model suite forms the core of the GTTMdyn. The first step in this suite is the 
global tourism trip model that calculates global tourism trips as a function of average GDP/capita, the GINI 
factor as a proxy for income distribution to determine the share of the population that took a maximum of 
five trips per year and population size. Cost is not part of the equation because changes in costs can easily 
be compensated for by the large range of choices for different destinations, transport modes, seasons and 
length of stay that tourists can make. Higher costs will cause them to travel differently, not less often. This 
causality is an important feature of the GTTMdyn Behavioural model suite, which determines the distribution 
over the sixty markets. The global trips and, again, GDP, GINI and population, feed into the Bass models 
that determine the share of the population that is a potential customer for each of the 60 markets. Then 
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the potential adopters ‘flow’ into adopters (people that decide to make a trip in a certain class) through a 
Bass model construction with a commercial and a social adoption pathway. The first is important to get 
a new product adopted and determines the (generally very low coefficient) shares of early adopters. The 
social adoption - word-of-mouth mechanism - provides a growth rate depending on the size of the group of 
potential adopters and a coefficient. In both the commercial coefficient and the social coefficient, the utility 
enters the equation and the two coefficients are not constants as in the original Bass models. This utility 
is value of distance minus the sum of integrated travel costs (time plus monetary). From this, I calculated 
the psychological value based on prospect theory and thus including ‘framing’ (a reference point for cost 
or travel time consists of a mix of the ‘personal choice’ and the alternative choices), change-orientation 
(marginal costs and benefits count, not the absolute levels), loss aversion and diminishing sensitivity with 
increasing changes in utility levels. Based on prospect theory, the utilities adapted per market segment (the 
distance-mode ones) are used in an exponential function to calculate the probability of choice for each of 
the 60 markets. The probabilities are used as a coefficient for the ‘commercial adoption’, calibrated with one 
overall factor for all of the markets. The ‘social adoption coefficient’ is calculated from the first derivative of 
the probability. Furthermore, I defined a ‘dominance factor’ that governs the effect of large markets creating 
their own additional attraction due to social conformity or peer pressure. 

The infrastructure submodel includes the aircraft fleet and airport capacity model units. Airport capac-
ity normally follows demand from the global aircraft fleet and the latter follows the global demand for trips 
by air. However, the fleet supply-demand submodel is cyclic, because of significant delay times between 
changing demand and new aircraft orders. For the GTTMdyn, the fleet consists of 50 aircraft age classes. All 
newly ordered aircraft enter the fleet into the one-year-old aircraft bin and jump every year to the next bin. 
This procedure was developed because the emission factor of aircraft continuously declines in a non-linear 
way and the cyclic behaviour causes rather uneven improvements for the fleet average emission factor. Fast 
growth will improve the average; fast decline will deteriorate it. Because Air transport also causes highly 
significant non-CO2 climate impacts, a radiative-forcing model unit calculates the impacts on RF. For non-air 
transport and accommodation, CO2 emissions are based on average emission factors, accounting for the 
share of electric cars, electric rail and high-speed rail. For details about the abatement cost, biofuel, accom-
modation, car ownership and several other minor model units, please refer to the appropriate sections under 
Section 2.3. The GTTMDB set of Excel files that directly feed into the GTTMdyn providing all data.

2.2. Behavioural model suite

2.2.1 Introduction
The underlying theory of the GTTMdyn has been described in published papers, reprinted in annexes to 
this thesis. Peeters (2010b), Reprint Annex I, describes the dynamics between tourism development and 
transport technology. Technological development from horse-drawn carriages in the eighteenth century, to 
steam trains in the nineteenth century up to the jet age in the twentieth century has led to a remarkable 
increase in both the capacity and speed of tourist travel. This development has an endogenous systemic 
cause, i.e., the transport system will, if politically unchecked and within physical and technological bounds, 
forever tend to increase speed, decrease cost and grow in capacity and volume. The GTTMdyn theoreti-
cal background has been presented by Peeters (2013) and supplemental information in Reprint Annex IV. 
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Peeters and Dubois (2010), see Reprint Annex II, describe the GTTMbas and GTTMadv models, but they also 
provide the tourism-trip generation module. The same source describes the basic emission factors used in 
GTTM for transport modes and accommodation and the method to calculate ‘abatement costs’. These costs 
are important to account for the cost of reducing emissions and are based on the work by Nordhaus (2008) 
and data from IPCC (2007b). Furthermore, the significant gaps in theory combining tourism and transport 
required a newly integrated ‘tourism and transport geography’, which I developed with Martin Landré and 
reprinted in Reprint Annex III (Peeters & Landré, 2012). This integrated geography provides the relationship 
between travel speed and distance travelled for the three transport modes and some data for the distance 
class-based behavioural model. Peeters (2013), reprinted in Reprint Annex IV gives a detailed description of 
data and methods used to estimate worldwide domestic-tourism volume and a detailed description of the 
behavioural model.

2.2.2 Behavioural model overview
Several global transport models use constant elasticities for price, time or substitution (e.g. Schäfer, 2012). 
However, published elasticities differ over an extensive range of values, even for the same kind of behav-
iour, such as the choice between Air and Car transport (Oum, Waters, & Fu, 2008). At lower spatial scales, 
a common approach in transport modelling is to model trip distribution and modal choice as (multinomial) 
logit models (Bates, 2008). Such models determine the probability of choice for each alternative using an 
exponential function of utility (Morley, 1994; Papatheodorou, 2006). Both kinds of models find their main 
assumptions in the Standard Economic Model (SEM, see Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003; 
Wilkinson, 2008). However, the validity of SEM is highly disputed (Wilkinson, 2008). Alternatives have been 
developed including evolutionary economics (Dopfer, 2005), ecological economics (Daly & Farley, 2004) and, 
more directly applicable to choice behaviour models, prospect theory (Kahneman & Sugden, 2005; Kahne-
man & Tversky, 1979). As the psychological mechanisms deviate from the axioms of SEM, models based on 
SEM may be less suitable to describe long-term and substantial changes. Elasticities, the main feature in 
SEM, are not likely to be constant over long time periods, nor over significant changes and are rather sta-
tistical artefacts, failing to describe the psychological mechanism underneath the revealed behaviour (see 
further Peeters, 2013). Therefore, I decided to adopt prospect theory as an alternative to the usual definitions 
of utilities commonly used in SEM-based transport models. 

As I had abandoned the idea of examining all travel relations worldwide, I created a problem: the model 
no longer assumed ‘destinations’. That assumption, naturally, made it impossible to find the market ‘attrac-
tion’ of each destination in the world, for each specific market. Without such an attraction and with only 
costs for travel, essentially no one would choose to travel. Therefore, I hypothesised that physical distance 
could be a proxy for attraction as well. I tested this with several student classes at NHTV by asking students 
to select one free, one-week beach holiday from a set of four with just one parameter varying: the dis-
tance. And always I find a strong positive relationship between the distance of a destination and its choice 
frequency. Unfortunately, little research has been published on this topic. One study assumes that tourists 
“believe that vacationing at far away or exotic destinations makes them happier” (Ram, Nawijn, & Peeters, 
2013, p. 1023). Diana (2008) hints at ‘intrinsic utilities’ related to distance, but does not operationalise the 
idea. Another explanation for the ‘value’ of distance was suggested by (Pappas, 2014, p. 390) who found 
that “distance is the fundamental factor expressing social status.” So, the overall utility in my model is 
composed of a negative value for the generalised cost (travel cost plus monetarized travel time) and the 
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positive value for distance. 
Figure 2.2 provides an overview of the behavioural model in GTTMdyn. The behavioural model consists 

of a trip generation model, Bass models, psychological value (PV) models and PV-growth models for each 
transport mode. A detailed description of the GTTMdyn is given by (Peeters, 2013) as reprinted in Reprint 
Annex IV, but in the following sections, I will summarise the theoretical background and algorithms for the 
main elements.

Figure 2.2: Schematic overview of the behavioural model of the GTTMdyn. PVij is the psychological value, Pij the prob-
ability of choice and  the trip growth rate for all modes ‘i’ and distance classes ‘j’. The GINI factor determines 
the share of potential adopters and the strength of adoption growth. The numbers between brackets refer to the 
section describing the element.
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2.2.3 Trip generation 
The trip generation model provides the total number of tourist trips based on a partially linear relationship 
between GDP/capita and the number of trips per year (Bigano et al., 2004; Peeters & Dubois, 2010; Peeters 
& Landré, 2012). The non-linearity is due to the existence of a maximum number of trips above a certain 
GDP/capita level (Mulder et al., 2007). The equation for trips per capita tT in a particular year and for a spe-
cific economy (GDP/capita) is:

With Ccy and αcy constants fitted from data, GDPcap is GDP/capita and  the maximum number of trips 
per capita. The coefficients are respectively 0.2888 trips/capita, 0.00005832 trips/capita/$ and 5.0 trips/
capita. The maximum number of trips per capita is reached at a GDP/capita of $80,780/capita, measured in 
‘1990 USD’, the currency used for all data in the GTTMdyn. This equation provides the average trip intensity 
for a population group, e.g. all people with an income ranging between $40,000 and $45,000 per capita 
per year. Individual rates may vary considerably. For individual European countries, the inhabitants who do 
not travel at all may vary between 15% and 75% (Eurostat, 2011). At the other end, some people may be 
described as ‘addicted’ to travel (Cohen, Higham, & Cavaliere, 2011). The consequence of the partial non-
linearity of the relationship is that I need to know the distribution of the population over income classes. 
This distribution has been estimated based on the GINI factor, and an analytical method explained in the 
supplemental file number 1 of Peeters (2013) in Reprint Annex IV.

2.2.4 Product diffusion: Bass models
Bass (1969) introduced a type of product diffusion model that could handle the introduction of an entirely 
new product. It defines potential adopters, adopters, innovators and imitators. The innovators are potential 
adopters that acquire the products based on commercial advertising, while imitators do so because of social 
pressure from those who have already adopted the product. The growth rate of adoptions is defined as:

with  the growth rate of the number of adopters between time t and t+1,  the number of potential 
adopters, Nt the number of adopters at time t, cc the commercial adoption coefficient and cs the social 
adoption coefficient (Maier, 1998). For the GTTMdyn model, the total population and the potential adopters’ 
share of this population vary over time, while in most existing Bass studies the population is assumed to be 
constant. Because of the very long time span that GTTMdyn needs to cover, I have included the birth rates of 
non-adopters and the death rates of non-adopters, adopters and potential adopters1. Furthermore, the prop-

1   At first sight, one might expect that young children will simply follow the travel practices of their parents, but 
it has been found that young children form a strong deterrent for travel, thus negatively influencing travel by 
the whole family (Apostolopoulos, Sönmez, & Timothy, 2001). Therefore, I chose not to make new-borns to 
be direct adopters.

(1)

(2)
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erties of the product - a certain transport mode distance-class combination - are not constant over the long 
time spans in the GTTMdyn. Therefore, in the GTTMdyn the coefficient cs is not taken as a constant, but as the 
growth factor derived from the development of the psychological value of all modes i and distance classes j, 
an approach also proposed by Maier (1998). For the GTTMdyn, I assume the number of potential adopters to 
be a function of a population with sufficient income to travel. The ‘sufficient income’ is defined as an income 
high enough to exceed a certain maximum fraction spent. This maximum share varies per transport mode. 

2.2.5 The Psychological Value
For their ‘prospect theory’, Kahneman and Tversky (1979) modified ‘expected utility’ into ‘psychological 
value’ (PV). The PV introduces four complexities to the constant utility definition. Framing: which illustrates 
that people base choices on a reference point, such as their current income. This framing is change-ori-
ented, meaning that choices are made based on marginal changes - gains or losses - to the current state. 
Further, x% loss is valued higher than x% gain, which is defined as loss aversion. Finally, for diminishing 
sensitivity, it is assumed that the marginal PV reduces with the increasing magnitude of the changes. The 
PV function follows a power law (Kahneman & Tversky, 1979; Timmermans, 2010): 

with vij the psychological value for gain or loss of attribute xijn with ij indicating the alternative (i is mode and 
j distance class), n the specific attribute (distance attraction or generalised cost) and λ the loss aversion 
factor. The gain equation accounts for values of xijn > 0 and the loss equation for xijn < 0 (therefore, there is a 
minus sign before the λ). The power law coefficients α and β by definition have a value between 0.0 and 1.0 
and a λ larger than 1.0. Van de Kaa (2010) found a value of 2.0 for λ based on twenty experiments, which 
is slightly lower than the range 2.0-2.5 given by Kahneman (2003). Furthermore, al-Nowaihi, Bradley, and 
Dhami (2008) show that α and β should be equal. For distance, I assume λ to be a bit larger than for cost 
and time because I suspect that it is socially and mentally much easier for people to take a holiday further 
away compared to last year’s than to take one that is closer. The ‘travel career ladder’ (Ryan, 1998) may 
provide some evidence into this direction. Table 2.3 provides the values that I used. 

Table 2.3: The coefficients used in the PV model.

Psych Value kinds Alpha Beta Lambda Index n

PV for distance 0.4 0.4 -2.5 1

PV for generalised (monetary plus time) cost 0.5 0.5 -2.0 2

(3)
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I have defined the reference point as an ‘aspiration level’, as suggested by Van de Kaa (2010, p. 307). For 
travel, I assume the aspirational level will be determined by “social norms [that] are also heavily related to 
herding behaviour and social pressure” Metcalfe and Dolan (2012, p. 505) or will be simplified by “what 
the peers from the own social-economic class do.” Therefore, I have chosen the reference point for trans-
port mode i as a weighted average of transport for this mode i and the average of all transport modes and 
distance markets. The weight factor was defined as the ‘own mode only reference factor’, and calibrated 
for each mode i (see Section 2.4) to govern what share of the perceived reference is determined by the 
transport mode i and the average one (eq. (5)). For instance, in case of Air transport, the reference distance 
for each distance class is the ‘air only reference factor’ (calibrated at 0.497) times the average distance of 
all Air transport plus one minus the ‘air only reference factor’ times the average distance for all transport 
modes together. For further details, please refer to Reprint Annex IV (Peeters, 2013).

2.2.6 The attributes for generalised cost
For the GTTMdyn, I use ‘generalised cost’ as the input for PV. The generalised cost is the sum of the money 
cost and travel time cost. The first is ticket price (including taxes) per mode and distance class for Air and 
Other transport modes and fuel cost per distance class for car use. The travel time cost is the value of travel 
time (VoTT), founded on 2005 values given by Roman, Espino, and Martin (2007) and the assumption that 
VoTT is decreasing at half the rate of the growth in income (Gunn, 2008). For each attribute n (1 = distance, 
2 = generalised cost), the normalised attribute value xijn for mode i and distance class j is calculated using 
the following equation:

where uijn is the absolute value of distance (n=1) or generalised cost (n=2) and  is the reference value 
which is a mix of the average  for all transport mode-market combinations and   governed by the 
weight of ‘own mode only factor’ ζi. csign is a factor that determines the sign of the attribute value; it is +1 
for n=1 and -1 for n=2. For further details, see Reprint Annex IV.

2.2.7 The PV-growth model
The PV-growth model delivers the growth rates of social adoption and the choice probabilities used in the 
commercial adoption parts of the Bass model. The psychological value vij is calculated for each transport 
mode i and distance class j using the power law as given in equation (3) and summing for distance (n=1) 
and generalised cost (n=2):

(4)

(5)
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in which  is a weighting factor between generalised cost (always 1.0) and distance (the distance weights 
are calibrated for each mode i). The probability of each alternative market ij is calculated using the multino-
mial logit model (Nijkamp, Reggiani, & Tsang, 2004): 

where Pij is the probability of choosing an alternative with transport mode i and distance class j, vij the direct 
utility associated with mode i and distance class j.

The growth rate (fraction per year)  per market ij is calculated as follows:

with tij being travel time constraints (a value between 0 and 1, see further down),  a calibration factor 
that fits the probabilities to ‘normal’ growth rates, Pij the first derivative for time, and  the domi-
nance growth factor. I introduced the dominance factor because the GTTMdyn must handle large changes in 
transport mode choice causing ‘the winner takes all’ effects (Lee & O’Connor, 2003). Basically these effects 
indicate that products with equal attributes but different market shares profit from this ‘market dominance’ 
and will have different attractions in the way that a high share increases attraction over a small share (Lee & 
O’Connor, 2003). I modelled this effect by adding an additional growth rate to the dominant transport mode 
per distance market at the cost of the growth rate of the smallest market. The dominance factor  
is calculated as follows:

with ɛfit, an overall dominance factor (calibrated, see Section 2.4.4), and ψj a discrete factor for each trans-
port mode which is 1 for the mode with the largest market, 0 for the middle market and -1 for the smallest 
market. Furthermore,  is the number of adopters per mode i and distance class j and  the overall 
global growth of the number of tourism trips. 

Finally, I have integrated the psychological value calculations in the Bass models. For this, I assumed 
that the probabilities Pij govern the commercial part of the Bass model and the growth rates µij the social 
part as shown in the following equation:

(6)

(7)

(8)

(9)

(10)
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Whereas the equation above determines how the number of trips is estimated and distributed over the 60 
tourism markets (modes i times distance classes j), the GTTMdyn requires a range of additional components 
that govern the development of, for instance, infrastructure, transport fleets, cost of travel, energy efficiency 
and emissions. The following section describes the GTTMdyn model itself. For brevity, I have combined the 
description of the theory of these components with the description of their data inputs and modelling.

2.3. The other GTTMdyn model units

2.3.1 Global population, economic and climate scenarios
A spreadsheet enters the historical and future socio-economic data into the GTTMdyn via. The sole purpose 
of the model unit is to read this MS Excel database and input the economic and population variables into the 
GTTMdyn model in accordance with the scenario selected by the user. The main socio-economic inputs are 
GDP per capita, global population development and the global GINI coefficient, which is a measure of income 
distribution (Gini, 1912; Rasche et al., 1980). See ‘Supplementary file 1: background data and theory’ of 
Peeters (2013) in Reprint Annex IV for further details about GINI and how this was used to isolate a share 
of the population with an income above a certain level. The four SRES scenarios (IMAGE-team, 2006; IPCC, 
2000) provide GDP per capita development. These data are given as the global average GDP/capita in 1990 
Geary-Khamis USD. Geary-Khamis USD is used to provide a global currency for all nations, so the of national 
currency conversions are based on ‘real GDP’ measured as ‘purchase power parity’ (Maddison, 2007, 2010). 
Geary and Khamis developed this widely adopted method for performing the conversion, hence the name 
(see also Summers & Heston, 1991). UN data and projections for 1950-2100 (United Nations, 2011) present 
the global population scenarios. The first half of the twentieth century has been exponentially interpolated 
from a 1900 point given by the Limits to Growth update (Meadows, Meadows, & Randers, 2004) and the 
start of the UN data (1950) by assuming a constant population growth rate. The historical GINI coefficients 
have been estimated using a range of published data (Atkinson & Brandolini, 2010; Bourguignon & Mor-
risson, 2002; Dowrick & Akmal, 2003; Korzeniewicz & Moran, 1996; Milanovic, 2002; O’Rourke, 2001; 
Pinkovskiy & Sala-i-Martin, 2010). 

Figure 2.3 provides the assumptions for the global income equity development (GINI) for the four SRES 
scenarios and three additional options that can be combined with the each of the four SRES scenarios, 
replacing the scenario ‘default equity development’.

Chapter 2



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 67PDF page: 67PDF page: 67PDF page: 67

67

Figure 2.3: Global income equity scenarios given in the global GINI coefficient.

Figure 2.4: GDP per capita development in the four SRES scenarios.

An additional task in this model unit is to assign background CO2 emissions scenarios. These emissions are 
necessary to calculate tourism’s share of global emissions, global emission budgets for certain climate-
mitigation scenarios and radiative forcing. I assumed four global background climate-mitigation scenarios:
1. Unlimited (4.5 °C);
2. Moderate (3.3 °C);
3. Paris Agreed (2.0 °C); and
4. Paris Aspired (1.5 °C). 
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The GTTMdyn scenarios have been modified from IIASA Greenhouse Gas Initiative (GGI) data (IIASA, 2015) 
representing the new IPCC scenarios (Moss et al., 2010). Figure 2.5 shows historical and future CO2 emis-
sions in Gton CO2. The four ‘unlimited’ climate change scenarios depend on the economic assumptions. 
Thus they differ for the contextual scenarios A1, A2, B1 and B2. The three mitigation scenarios are ‘goal-
seeking’ scenarios that follow a path to reach the temperature anomaly goal in parentheses behind the 
scenario’s name. Therefore, these scenarios are the same for all economic backgrounds. As the economic 
scenarios were taken from IMAGE-team (2006) and combined with population scenarios from a different 
source United Nations (2011), a correction was applied that assumed the per capita CO2 emissions to be 
economically determined, thus assuming that global emissions will be linearly proportional to population. 
The emissions data from the GGI could not be used directly because the dataset had some shortcomings. 
Firstly, the data did not contain the A1 scenario. I generated A1 data from the A2 series by using the fraction 
A1/A2 from an older data series (IMAGE-team, 2006). Another issue was the ‘negative emissions’ caused by 
a large carbon sequestration assumption at the end of the century for the two Paris climate scenarios. The 
GTTMdyn uses annual global emission reductions to estimate ‘shadow costs’ for CO2 emissions, which then 
accelerate abatement technology to reduce emission factors in the climate-mitigation contextual scenarios. 
This procedure is not valid for carbon sequestering. Furthermore, the options for the massive sequester-
ing of CO2 directly from the atmosphere are uncertain (van Vuuren et al., 2013), even though a brand-new 
technology has been announced by Nature Climate Change (2017) that is the first to perform carbon capture 
at a reasonable cost of $30/ton CO2. However, the latest IPCC report generally excludes scenarios assuming 
negative emissions of more than 20 Gton CO2/year (IPCC, 2014c). Therefore, I corrected the annual emis-
sions taken from the IIASA datasets for mitigation pathways by assuming the initial emission reductions 
to be greater than in the GGI, while keeping the total amount of the emissions, the CO2 budget, constant 
per context scenario starting in 2030. For this, I applied an exponential emission curve reduction between 
2030 and 2100 that initially falls below the GGI data but keeps total emissions positive up to 2100 and has 
comparable cumulative overall emissions between 2030 and 2100. The exponential coefficient was -0.04 
for the Paris-Agreed and -0.06 for the Paris-Aspired scenario. 
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Figure 2.5: Global CO2 emissions scenarios for Medium UN population growth. For other population scenarios, the 
emissions are assumed to change proportionally with population.

2.3.2 Car fleet
The car-fleet model unit provides the total number of private cars. This fleet size is necessary to determine 
the potential car adopters. Though it may seem that now ‘everyone has a car’, this was certainly not the case 
in 1900 and, actually, still is not the case nor will it be in the long term. In 1900 there were 11,000 cars in the 
world (Banks, 2009) and by 2000 approximately 587 million (Schäfer, 1998). In 2000 the global population 
accounted for 6.2 billion cars, so less than 0.1 car per capita (United Nations, 2011).

The car fleet is also based on a Bass model, with income as a limitation for purchasing a car and income 
distribution used to determine the share of the population able to afford one. I used the same method as was 
described in Section 2.2.4. An interesting case is the car-acquisition price development. While for the other 
sectors in GTTMdyn, like Air transport, I assumed an exponential decline of the per kilometre cost of tickets, 
for the car I found an elegant price development method based on the ‘status’ effect of cars. The idea is 
inspired by Grübler, Nakicenovic, and Victor (1999) and Hopkins and Kornienko (2006). It assumes that the 
change in car ownership is directly related to its status and that status will increase the price of cars (i.e. 
the willingness to pay extra for status). Status used to play an important role in the desire for car ownership 
(Wright & Egan, 2000), but this role is changing and probably declining with new generations of car owners 
and users (Delbosc & Currie, 2013). Therefore, I have added a ‘tip-over’ year, set at 1990, where the mecha-
nism of status car influence stops and the car price becomes almost stable in real $ terms. 

2.3.3 Infrastructure and global fleets
The ‘Infrastructure and global fleets’ model unit only handles the inputs and outputs of the Transport capac-
ity submodel. This submodel calculates the size of the global aircraft fleet, airport capacity and investments 
and high-speed rail investments and capacity share. 
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Aircraft fleet
Air transport demand drives the global aircraft fleet development, supported by a range of data from the 
GTTMDB. The fleet is a stock variable with ‘Fleet growth’ as inflow and ‘Fleet scrap flow’ as outflow. The var-
iable driving fleet growth, the ‘aircraft fleet growth rate’ is the difference between the actual and the desired 
seat occupation times a calibration factor. The ‘desired seat occupation’ for the model is the seat occupancy 
measured up to 2008 (ATA, 1950; IATA, 1957, 1961, 1971, 1981, 2000, 2009b) with one estimate for 2033 
(Airbus, 2014). Between 2033 and 2100, the seat occupation rate assumed to remain constant at 79%. 

The aircraft-fleet growth rate translates into an aircraft delivery (and an aircraft scrap rate, in case of a 
negative growth rate). The delivery rate is the current fleet size times the aircraft-fleet growth rate plus all 
aircraft replaced due to aircraft scraps/retirements. The scrap rate is a combination of a retirement curve 
and eventual policy-enforced retirements due to limited global airport capacity. The retirement curve (actu-
ally the share of aircraft, per age class, that is expected to retire) is derived from FESG (2008). 

To calculate the occupancy rate from Air transport volume (passenger-kilometre) and the fleet size 
requires a number of assumptions: the average size of the aircraft, the annual utility (flight hours) and the 
average speed of the aircraft. The average aircraft capacity (number of seats) between 1900 and 2013 is 
based on data from Airbus (2007); ATA (1950); Boeing (2014). After 2013, the number of seat per aircraft 
is assumed slowly to continue growing linearly from 171 seats to 220 in 2100. Several sources (Hudson 
& Pettifer, 1979, p. 37; IATA, 1961, p. 5; 1971, 1981; 2000, p. 17; 2009b, p. 93) provide information about 
aircraft average block speed2. In this way, many periods are covered by data, but missing data have been 
interpolated linearly. Between 2000 and 2100, the average speed is not expected to develop much - as-
suming supersonic aircraft will not develop significantly. So, I assumed a linear extrapolation based on the 
changes between 1980 and 1994, which causes the block speed to rise from 612 km/h in 2000 to 635 
km/h in 2100. The utility of the aircraft is measured in terms of flights/aircraft/year and has been based on 
data from IATA (IATA, 1961, 1971, 1981, 2000, 2009b). I only took the operational portion of the fleet and 
ignored all aircraft that were parked. Typically, those aircraft end up scrapped or are entered into operations 
again on a temporary basis, not significant for the GTTMdyn results. Seat occupation is kilometre based and 
determined by dividing total air-transport demand (pkm) by total air-transport seat-km capacity (skm). The 
latter is the total fleet times average seat capacity times aircraft utility (flight hrs/year) times aircraft average 
block speed (km/hr). 

A 50 elements array, with each element representing one year of age class defines the stock variable (or 
level in Powersim™ Studio) for aircraft fleet. Every year, all aircraft from age class n flow to age class n+1 
(for instance, all aircraft in the ten-years-old age class in 2000 will flow to the eleven-years-old age class 
in 2001). The first class (0 to 1 year old) is filled with the entire ‘Fleet growth’, and the ‘older’ aircraft are re-
moved using the retirement curve shares per age class. This procedure enabled the accurate accounting for 
the effects of an aircraft’s design age on its efficiency. As shown by Peeters and Middel (2007) and Peeters 
(2010b) aircraft become more fuel-efficient over time. This improvement does not occur at a constant rate 
but diminishes over time. To account for this, I assigned a specific year-of–acquisition-related emission 
factor for each age class of aircraft. In this way, I was able to account, for instance, for the effect that in 
times of fast fleet growth, the emission factor will improve as the average fleet age goes down. In times of 

2  ‘Block’ refers to the overall flight time between releasing the wheel block at the gate, so the moment the 
aircraft starts to move up to replacing the blocks at the gate of destination, i.e. the moment the aircraft stops 
moving.
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low growth, the fleet will age and emission factors, on average, will slow their ‘natural’ decline. Note that in 
this way I ignored the cyclic way new aircraft types come onto the market staying for one or two decades 
before being replaced by a newer, more efficient, type. Meaning I assumed this process to be continuous.

Share of turboprops
A small section of the fleet model determines the share of turboprops in the global fleet. Again, the model 
calculates the share as a stock-and-flow system with a ‘Turboprop capacity growth’ inflow and ‘Turboprop 
capacity decrease’ outflow. A turboprop-share constant corrects the global fleet aircraft delivery per year. 
This constant calibrated at 0.542% so as GTTMdyn delivers the known number of turboprops in 2014 of 
2,880 aircraft (ATR, 2014). The overall share of turboprops varies between 5% and 14% between 1940 
and 2014. After 2014, the constant is ignored and share is determined by the desired (goal) share set by 
the user of the GTTMdyn, with a default of 10%. The share of transport capacity is approximately an order of 
magnitude smaller than utility, size and speed, and all are significantly lower for a turboprop aircraft than 
for an average jet. 

Airport capacity
The airport capacity model follows the fleet size by investing in airport capacity as soon as the ‘airport ca-
pacity occupancy’ rises above 0.60. This value is based on data for Frankfurt Airport (Gelhausen, Berster, & 
Wilken, 2013) showing 0.63 to be a value in that case. For very busy airports, they find a factor of up to 0.7. 
A world average will certainly be lower, but not by much, as most air traffic goes through large high-traffic 
airports, best represented by this value of 0.6. The actual airport capacity is a stock variable with a positive 
flow only when the actual airport capacity use is higher than desired (the 0.6) and an airport investment 
delay of five years. These two parameters are set through calibration (see Section 2.4.6). I also applied a de-
lay of five years, which served as a calibration factor. This delay means that investments in airport capacity 
lag behind capacity use by five years. Furthermore, I assume that airport facilities have on average lifetime 
of 50 years, after which new investments are necessary. Therefore, I reduce the airport capacity with the 
inflow but with a 50-year delay. In addition, the GTTMdyn provides a policy strategy by deliberately reducing 
airport capacity against demand growth. If this policy is in force, there will be an additional outflow keeping 
the airport capacity near to this ‘airport capacity goal’. Of course, this means that demand for capacity will 
become too high and, as soon as that situation arises, the growth of the fleet will be limited by reduced 
aircraft sales and, if the fleet is still too large, by the additional scrapping of aircraft. 

For policy information, I calculated the total investment in airports by multiplying the capacity growth 
flow, which is measured in additional flights/year times the capacity cost of 1 flight. IATA expects that the 
next two decades requires worldwide an investment of $1 trillion (IATA, 2012). With 23 million flights in 2011 
(based on the GTTMdyn), a doubling of this number expected between 2012 and 2031 (Boeing, 2012), the 
$1 trillion and assuming an airport occupation rate of 0.6 this amounts to $25,800 (2011 USD) investments 
per capacity flight. This amount translates to $15,270 in 1990 USD based on a conversion factor from Sahr 
(2011). 

High-speed rail
A second task of the Transport capacity submodel is to determine the share of high-speed rail based on 
global investments. I did not find many references for the cost of 1 km of double track high-speed rail, but 
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€18 million in 2005 seemed a reasonable value (Campos & de Rus, 2009). This number was translated into 
1990 USD to be $15.31 million/km. Based on historical data (Ollivier, Bullock, Jin, & Zhou, 2014; UIC, 2008, 
2012, 2015; World Bank Group, 2008) for HSR, track development investments up to 2015 were extracted. 
After 2015, the investment per year is determined by the GTTMdyn user. The default here is an amount that 
can maintain the 2015 level of HSR network. The basic development of HSR track length is now total invest-
ment divided by investment per km per year as a growth factor to a stock of HSR network length. This stock 
is depleted by maintenance replacements of the tracks assuming a lifetime of 60 years. So the outflow is 
essentially the same as inflow due to investments, but with a 60-year time delay. The share of HSR traffic 
is based on the length of the network times a constant capacity use factor of 20 million pkm/km track (UIC, 
2012, p. 19). The share of HSR in the total of Other transport has been limited to 70% based on network data 
from several railway companies, such as the French SNCF, Spanish RENFE and South Korean KORAIL that 
varied between 18% and 64% (UIC, 2015). Furthermore, Other transport also contains large shares of bus, 
coaches, ferries and other more exotic modes of transport. Therefore, once reaching 70%, the growth of the 
share is stopped and the volume is forced to follow the growth of the Other transport volume. 

2.3.4 Accommodation model
The accommodation model translates the number of trips into the number of nights by multiplying trips with 
the length of stay (LOS). Historically, the LOS has been declining almost continuously, as best I can tell from 
the scarce data available. The default LOS has been calculated using a constant rate of decline between the 
1900-2100 period, which was calibrated to follow almost exactly the more complex exponential function 
provided by Gössling and Peeters (2015). Some historical and two extrapolated values include 7.27 in 1900, 
5 in 1975 (WTO, 1979), 4.21 in 2005 (UNWTO-UNEP-WMO, 2008) and an extrapolation to 3.62 in 2035 
(UNWTO-UNEP-WMO, 2008) and 2.62 in 2100 (Gössling & Peeters, 2015). The coefficient of the exponen-
tial growth of LOS that best fits the assumed reduction of LOS between 2035 and 2100 was found to be 
-0.0051/year. The model user can adjust this rate for scenarios starting at the year 2015.

2.3.5 Emissions and abatement cost models
The emissions are calculated by multiplying an emission factor by the volume (guest nights, passenger kilo-
metres) for each part of the tourism system. Therefore, by multiplying the average CO2 emissions per pas-
senger kilometre of the private car times the total distance covered by the car, I obtain the total emissions 
for car use. Of course, I distinguish the four main subsystems: Air, Car, Other transport and Accommodation. 
I have distinguished the following emission factors:
1. Air: piston-powered aircraft, jet aircraft, turboprop aircraft;
2. Car: non-electric, electric;
3. Other: steam, non-electric, electric, conventional, high-speed rail; and
4. Accommodation.

The following subsections will describe the basic historical and estimated emission factors. Besides these 
basic factors, there are two ways that the GTTMdyn can modify the emission factors. The first is by directly 
assuming a certain accelerated technological progress as a policy strategy defined by the model user. The 
second one occurs in case of higher costs for CO2 when a carbon tax is assumed. This tax can be a dedi-
cated policy strategy, but it will also occur in contextual scenarios assuming climate mitigation measures. 
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Using a global average abatement cost function, each contextual scenario with mitigation will have to 
increase carbon cost up to a certain level to accomplish the goal temperature of 3.3 °C, 2.0 °C respectively 
1.5 °C global climate-mitigation scenarios. The total additional carbon cost is then used to estimate the 
technological improvements using the inverted abatement curves (efficiency improvement as a function of 
abatement cost) for all different technologies (i.e. jet aircraft, cars, electric trains). These costs also depend 
on the unlimited emissions, which are a function of economic growth. Peeters and Dubois (2010) (see Re-
print Annex II) describe how abatement costs are calculated. 

Air
The aircraft energy efficiency factors (MJ/pkm) between 1900 and 2005 were obtained from Peeters and 
Middel (2007). As Peeters and Middel provide two estimates (IPCC and LEE3) I have chosen the average of 
the two, as that represents a reasonable average for the fleet consisting of the wide-body (IPCC) and the 
narrow-body aircraft (LEE). The emission factors are added annually to an array variable with values for each 
age class by shifting every simulation year all values back one year. In this way, the oldest aircraft (age class 
50, which means 50 years old) have the lowest energy efficiency. The share of jet aircraft is also taken from 
Peeters and Middel (2007). The switch occurred in less than ten years, partly because of the strong growth 
of aviation during the 1950s and 1960s. 

The fleet emission factor is a simple multiplication of the fleet array with the energy factors array times 
an emission factor for gasoline or kerosene. These two emission factors are rather close (the piston age 
only lasted for a short period with low volumes at the beginning of the Air transport era, so I only assumed 
a minor difference due to using kerosene as the basis for both combustion heats). From EPA (2004), I find 
19.33 kg C/Mbtu, which translates to 0.06723 kg CO2/MJ. However, another correction was necessary: the 
emission factors vary greatly with distance because for short flights the relatively inefficient take-off and 
climb sections dominate the efficiency. At long distances, efficiency tends to deteriorate again due to the 
effect of the need for additional fuel, adding weight and thus adding fuel consumption in the earlier stages 
of the flight. The distance correction is based on UNWTO-UNEP-WMO (2008), which has the shape depicted 
in Figure 2.6.

3  Peeters and Middel (2007) estimated two trend lines for the historical improvement of aircraft fuel efficiency. 
One is based on fuel efficiency data for long aircraft published in the “Aviation and the global atmosphere; a 
special report of IPCC working groups I and III” (Penner et al., 1999) and designated ‘IPCC’. The other, indi-
cated by ‘LEE’, is based on efficiency data for all kinds of passenger jet aircraft published by Lee, Lukachko, 
Waitz, and Schäfer (2001). 
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Figure 2.6: The effect of stage distance (flight sector distance) on the emission factor of aviation (index lowest emis-
sion factor is 1.0). 

 I also added an inefficiency factor for wind (1.05) and ATC + detours (1.10) based on Peeters and Williams 
(2009) and, finally, I calibrated the total emissions with a factor of 1.15 to data taken from Lee et al. (2009) 
for 2005 and Sausen and Schumann (2000) for 1995. The turboprop share of the fleet was assumed to 
be used for the shortest distance classes and was assumed to save an average 10% when compared to 
jets (Peeters, 2010a; Ryerson & Ge, 2014; Ryerson & Hansen, 2010). The overall effect of the Air transport 
emissions for the GTTMdyn model is shown in Figure 2.7. The unweighted fleet average lags behind the new 
aircraft emission factors. The GTTMdyn model uses, of course, the weighted average emission factor.

Figure 2.7: Emission factors for new aircraft and the weighted average for the fleet. This weighting was done with 
respect to the shares of aircraft in each age class. The relatively sudden switch from efficient piston-powered aircraft 
to less efficient jets causes the little ‘bump’ in the 1950s. 

Car
Firstly, I describe the fossil-fuel-based fuel efficiency of cars. Many car fuel-efficiency data are given in 
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terms of kg fuel per km and kg empty weight. I only found such time series as far back as 1975, which was 
much shorter than for aviation, where I found statistics going back the 1920s. It was only for the Ford T that 
I found a rough reference to its fuel consumption in 1910 (Ford Motor Company, 2012). As cars in the US 
differ greatly regarding empty weight and resulting fuel consumption and power ratios compared to cars in 
Europe, I have created two time series and used the average. US data were obtained from the EPA (2008) 
and EU data from Zachariadis (2006). All data between 1910 and 1975 have been interpolated linearly and 
the data from the 1900-1910 period was extrapolated with the same trend as for the period 1910-1975. 
For the future, car fuel efficiency (per kg and km) is assumed to decline by 0.55% per year. For car weight, 
I assumed that the 1,782 kg in 2011 would continue increasing to the end of the century, but only by 11% 
in 2100 in comparison to 2011.

For electric cars, there is no need to go back in history, as the share of electric cars is nearly zero up 
to the GTTMdyn policy scenario start year of 2015. The average emission factor was calculated using data 
for German electric cars (Jochem, Babrowski, & Fichtner, 2015) and was 0.11 kg/vkm (vehicle kilometre). 
After 2015, the GTTMdyn user may specify an ultimate electricity decarbonisation goal and rate as part of 
the contextual scenario. The default setting is a 50% reduction that is ultimately achieved in 2100, but 
exponentially, so by 2050 the reduction is already at 40%. The share of electric cars used in tourism in the 
future is assumed to be approximately 10% by 2050 and is almost constant up to 2100. This rough estimate 
is based on rather vague statements by (IPCC, 2014c, p. 634), such as the “rapid increase in use likely over 
next decade from a small base, so only a small impact likely in short-term” and “significant replacement 
of ICE-powered LDVs” for the long term, but only to develop in the event of strong global mitigation. The 
user can change both the rate of change as well as the desired share. Finally, I needed the average car-
occupancy rate to find the emissions per pkm. This has been estimated at 2.21 persons per car as cited in 
(UNWTO-UNEP-WMO, 2008).

Other transport
In 1900, the majority of Other transport was rail-based or involved horse-drawn coaches. Rail started to 
develop as a tourism transport mode starting in 1840 (Dickinson & Lumsdon, 2010), while the motor coach, 
what I now consider a bus, emerged only in 1905. Therefore, in 1900, Other transport was almost exclu-
sively rail, which was steam based. The average energy efficiency for steam locomotives is rather low 
at 3% in 1900, and approximately 10% in 1960 (Lawyer, 2008). I estimated the transition from steam to 
electric and diesel to have primarily occurred between the years 1950 and 1960, based on data provided by 
Grübler (1990, p. 124). The current (2005) rail emission factor (coal-based electricity) is 0.025 kg CO2/pkm 
(UNWTO-UNEP-WMO, 2008). The 1900 railway emission factor is calculated to be 0.417 kg CO2/pkm, which 
is the current rail emission factor multiplied by current electricity production efficiency (0.5) and divided by 
the 1900 steam efficiency (0.03). For the rail emission factor in 1950, whereby steam engines have attained 
10% efficiency, the emission factor is 0.125 kg CO2/pkm. Between 1950 and 1960, I assume that the factor 
will exponentially go down to the current value. For the future, I assume a default annual Other transport 
modes, thus including rail, with an efficiency gain of 0.5%. However, Other transport also includes coaches, 
buses, public transport and ferries. My estimate is that the non-electric rail portion of Other transport and 
excluding high-speed rail (which is 99% electric) takes about 50% of total conventional rail plus road-based 
public transport volume (pkm) (Peeters & Dubois, 2010). Based on the above I defined the total Other trans-
port electric share by 0.5*(1-’HSR share’)+’HSR share’. The HSR share is calculated as described in Section 
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2.3.3. The development of both electric and non-electric efficiency also depends on the global-climate 
scenario ‘carbon cost development’ and, of course, the policy set by the GTTMdyn user. 

Accommodation
The emissions per night for 2005 were calculated based on the GTTMadv, which gave values of 19 kg/night 
for western domestic and international and 4 kg/night for non-western domestic, equating to 13.9 kg/night 
on average (Peeters & Dubois, 2010), reprinted in Reprint Annex II. As I have no data from the past about 
accommodation emissions, I assume these emissions were constant from 1900 onwards. There will have 
been improvements in efficiency but also increases in the luxury level of the hotels and shifts from camping 
to more luxury accommodation forms. These will all have had a mixed impact on the emissions per night. 
From 2015 onwards, I assume the political pressure exerted on accommodation enforces a 0.5% improve-
ment per year as a default. The user can adjust this factor, and it is also affected by global carbon costs as 
determined by the global-mitigating climate scenario. 

Abatement costs
Generally, one cannot simply improve the efficiency or reduce the CO2 emissions of an activity without rais-
ing the cost. The “abatement cost function assumes that abatement costs are proportional to global output 
and a polynomial function of the reduction rate” of emissions (Nordhaus, 2008, p. 42). As abatement costs 
can be significant with respect to revenues, I have included them in the GTTMdyn. The method is based on the 
one presented by Peeters and Dubois (2010) (see also Reprint Annex II). Nordhaus (2008, p. 205) suggests 
an ‘allometric power curve’ to calculate Cab (the abatement cost in 1990 USD per ton of CO2):

In this equation, μ is the overall reduction of the emission factor as a fraction of the emission factor without 
abatement (between 0 and 1), a and b are parameters and χ is a coefficient. I used Findgraph software 
version 1.942 (Vasilyev, 2004) to estimate the two parameters and the coefficient for each GTTMdyn emis-
sion factor (e.g. for jet aircraft, fossil fuel car and accommodation) using both net societal costs per ton for 
absolute emission reduction potentials published by IPCC . Equation (11) gives us the overall abatement 
cost to achieve a certain improvement in the emission factor, independent of the time span used to do so. 
The problem now is that I want to know the cost of the effort for all emissions avoided in year t, which is the 
cost sunk into the lifetime of, for instance, the car (it was more expensive because of the use of advanced 
technologies in the engine) to be paid every year again. The amount of all emissions avoided in a certain 
year t in the GTTMdyn require the calculation of the annual abatement per year, but for the varying value of 
μ and, thus, varying abatement costs. Therefore, to find the average cost per ton saved up to a certain year 
t, I integrated equation (11), divided by the value of μ in year t with respect to year t=0, and solved it using 
a standard integral solution:

(11)

(12)
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The abatement cost at year t now is the average cost per ton of emissions avoided up to the year t times 
the total amount of emissions avoided in year t with respect to t=0. Table 2.4 gives the values I used, which 
have been converted from 2005 EUR to 1990 USD from Peeters and Dubois (2010) and corrected because 
the data given in the second column of Table 3 in Peeters and Dubois (2010) is not for the parameter b but 
for . 

Table 2.4: Coefficients a, b and c of equation (12) for calculating the abatement costs per ton of CO2 emissions reduc-
tion (based on net societal costs given by (IPCC, 2007b)). 

Tourism system element a ($/kg CO2) b ($/kg CO2) χ
Accommodation -0.1030 0.6507 1.455

Car 0.0 0.7359 2.585

Air 0.0 0.7359 1.552

Other (electric part) 0.13 0.7359 10.39

Other (non-electric part) 0.0 0.7359 1.552

The abatement costs are all calculated from the starting year for the scenarios (the user can select that year; 
its default is 2015). Thus, the GTTMdyn calculates the emissions reduction rate µ starting at this scenario 
start year. 

2.3.6 Radiative forcing model
The radiative forcing (RF) model is based on the model developed by Peeters and Williams (2009). It relates 
aviation’s annual CO2 emissions per year with the non-CO2 effects of aviation (mainly emissions at high 
altitudes, contrails and contrail-induced cirrus clouds). The cumulative emissions add to the atmospheric 
concentration of CO2. Both elements are translated into radiative forcing (RF) before being summed. The 
effect of this method is that the CO2-related RF is a function of cumulative CO2 emissions, while the non-CO2 
RF is directly proportional to the annual CO2 emissions. The above means that the Air transport growth rate 
has an impact on the shares of RF for CO2 and non-CO2 emissions. See section 3.2 in Peeters, Williams, and 
Gössling (2007b) for further details.

2.3.7 Alternative fuels model
The aviation sector proposes alternative fuels as one of the main pillars for mitigating aviation’s emissions 
(ATAG, 2011; IATA, 2015; ICAO, 2014). However, biofuels are also a subject of much debate (McManners, 
2016; Rosillo-Calle, Thrän, Seiffert, & Teelucksingh, 2012) due to a range of potential issues like ecological, 
agricultural, water, resources, socio-economic or land use. There is also debate about the effectiveness of 
biofuel: life-cycle emissions are reported to be at most reduced to 40% of the emissions of fossil fuel kero-
sene (Alternative Fuels Task Force, 2015). Regulation by both US (RFS2) and (EU RED/FQD) renewable jet 
fuels’ life-cycle GHG emissions set effectiveness at 35%, 50% or 60% below conventional fuel, depending 
on when the production facility began operating. In addition, there are concerns about the amount that can 
be produced within the physical land-use constraints of the earth and within sustainability constraints. For 
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the GTTMdyn, I have operationalised this through a maximum of land use of 13,300 Mha as a ‘physical’ limit 
and 446 Mha as a ‘sustainable’ limit (World Bank Group, 2010). Furthermore, I assumed that the share of 
all global biofuel used by aviation would be limited and would be smaller in case global mitigation becomes 
tougher and other sectors increasingly claim their shares of biofuels. The following maximum shares for 
aviation biofuels have been assumed: 
1. Unmitigated: 40%;
2. Moderate: 30%;
3. Paris Agreed: 20%; and
4. Paris Aspired: 10%.

Finally, there is a cost issue as most biofuels seem to be more expensive than fossil-fuel-based kerosene. 
An additional issue is that, depending on the mitigation scenario, fossil fuel is likely to become cheaper. 
From the large number of biofuel stocks, I selected a limited number (five). I did not include new tech-
nologies like Sun-to-Fuel (IATA, 2015; Mallapragada, Singh, Curteanu, & Agrawal, 2013) or the equivalent 
Power-to-Liquid (PtL, see Schmidt & Weindorf, 2016) in GTTMdyn. This was due to practical reasons, as 
information only very recently was published. At the time of developing the GTTMdyn biofuel submodel, these 
technologies were still at a technology readiness level (TRL, see Mankins, 1995) of somewhere between 2 
(technology concept and/or application formulated) and 3 (analytical and experimental critical function and/
or characteristic proof of concept). Schmidt and Weindorf (2016, p. 24) show tentatively that PtL might be 
as efficient as switchgrass, thus, not very different from contemporary alternative fuels. Therefore, it is hard 
to realistically assess its properties like cost, efficiency and land use, even though IATA (2015) seems rather 
optimistic about the development toward TRL 8 (Actual system ‘flight proven’ through successful mission 
operations). Therefore, the alternative fuel model is based on:

 five typical and highly different biofuels (algae, Jatropha, camellia, switchgrass and palm oil);
 a current and future cost curve; the user may define a five-point subsidy curve for the future;
  net CO2 emissions for atmosphere per kg fuel and including changes in land-use and forestry-related 

(LUCF) emissions; and
 the land-use limiting factor (physical or sustainable).

The biofuel model determines the market shares of the five biofuel feedstocks and oil based on the cost per 
kg, after taxes and subsidies. Depending on the mix, the weighted averages of cost and effect (emissions 
reduction at LC level) will be calculated as well as the area necessary for generating the total amount of 
fuel. This land use provides a negative feedback in the model if it nears the land available globally (physical 
or sustainable at the choice of the user of the model). The market share model is based on a supplementary 
file from Agusdinata, Zhao, Ileleji, and DeLaurentis (2011, p. 8):

where MSi is the market share of biofuel i and  the cost of biofuel i. LT is a coefficient between 2 and 
12. High values that cause feedstocks with low production costs will get a proportionately higher market 

(13)
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share. For the GTTMdyn, this was set at six as suggested by Agusdinata et al. (2011, p. 8). The model is a 
simple flow and stock system where the flow per biofuel is based on the difference between actual and 
‘desired’ market as calculated with equation (13) divided by a time lag constant of twenty years. Table 2.5 
provides an overview of the data used to set the properties of the five biofuels based on a range of sources 
(Agusdinata et al., 2011; Alternative Fuels Task Force, 2015; Heraghty et al., 2013; Krammer, Dray, & Köhler, 
2013; Mortimer, 2011; Quinn & Davis, 2014; Rosillo-Calle et al., 2012; Ross, 2013; Shonnard, Williams, & 
Kalnes, 2010; Stratton, 2010, p. 107; World Bank Group, 2010). I have omitted waste-based feedstock for 
biofuels for a range of reasons and uncertainties. Firstly, there are problems with providing enough waste 
to satisfy more than a couple of percent of the fuel demand (e.g. for Australia see Heraghty et al., 2013); 
problems that will increase when other sectors reduce their emissions by reducing waste. Agricultural resi-
due is another feedstock that is considered available at no environmental cost, but it will be limited due to 
a range of problems as listed by Lal (2005, p. 575) “even a partial removal (30–40%) of crop residue from 
land can exacerbate soil erosion hazard, deplete the SOC pool4, accentuate emission of CO2 and other GHGs 
from soil to the atmosphere and exacerbate the risks of global climate change.” Using frying oils is another 
option that occasionally occurs in the literature, but, if one examines some numbers, for example, for the 
Netherlands this would only supply about two days of flying from its main airport per year5. Table 2.5 shows 
the biofuel properties assumed for the GTTMdyn biofuel model.

Table 2.5: Overview of biofuel properties as assumed in GTTMdyn.

Item Algae Jatropha Camelina Switchgrass Palm Oil

Cost (1990 USD/kg) 2015-
2050

1.96-1.27 2.35-1.88 0.404-0.346 0.577-0.808 0.484-0.862

LC (part LUC) % fossil 
kerosene (89 g/MJ)

78% 42% 63% 66% 61%

Yield (kg/ha/year) 16,440 779 2,727 4,869 3,486

Sustainable land (Mha)  446  446  446  446  446 

Max land (Mha)  13,300  13,300  13,300  13,300  13,300 

4  SOC stands for Soil Organic Carbon.
5   Based on the 23,000 tons of frying oil mentioned on http://www.ecosupporter.nl/welke-afvalstromen/fritu-

urvet-inzamelen and the circa 3.5 Mton of kerosene bunkers at Schiphol (van der Maas et al., 2010).
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2.4. Calibration

2.4.1 Introduction
The model has been calibrated against time-series data for the period 1900 to 2005 (in the case of the 
air-fleet age distribution, 2007 was chosen because of availability of data for that particular year). These 
data and the calibration have been described by Peeters (2013). However, due to testing, some changes 
have been made to the model and the assumptions, necessitating the recalibration of the model. Therefore, 
the calibration data published by Peeters (2013), see reprint in Reprint Annex IV, are not exactly equal to 
the ones finally used and described in this section. The calibration has been performed on the following 
submodels:
1. Global trips model;
2. Car fleet;
3. Mutual trips-transport mode-distance choice model;
4. Air fleet; and 
5. Airport capacity model.

For calibration purposes, I used the evolutionary optimisation module of Powersim™ Studio 10 (see Hansen, 
2006 for background information). The Powersim™ procedure modifies the calibration parameters until 
reaching certain objective conditions. For the calibration, I used the constants to calibrate as decision vari-
ables and the error compared to historical data as the objective. These errors comprise the deviation from 
the entire historical simulation period by summing the square of the error fractions for each year between 
the years 1900 and 2005 and the final error in 2005. The latter ensures that the model represents the 2005 
base year simulation as best as possible. Although there are several feedbacks within and between the sub-
models and model units, these are mainly at work in case strong policies have been assumed. Therefore, I 
did not need to iteratively calibrate the models when keeping the above order of calibration. In the following 
sections, I will discuss the calibration of the five model units mentioned above. 

2.4.2 Global trip model
The global number of trips is calculated from the distribution of GDP/capita as a function of the GINI coef-
ficient, assuming a linear relationship between GDP/capita and number of trips per capita per year with a 
maximum of five trips/capita/year (Peeters, 2013). See Figure 2.8 for the calibrated GTTMdyn result com-
pared to history. The original coefficients for the linear relationship between GDP/capita and number of 
trips per year were estimated for three global markets: international, domestic-in-developed countries and 
domestic-in-developing countries (Peeters & Dubois, 2010). Because the GTTMdyn no longer distinguishes 
between domestic international nor between developing and developed countries, new values have been 
found such that the total number of trips calculated by GTTMdyn for 2005 arrives at the total number of trips 
provided by (UNWTO-UNEP-WMO, 2008) of 4.75 billion. Also, the trips per USD rate has been converted to 
1990 USD. Table 2.6 gives the resulting parameters and coefficient.

Table 2.6: Calibrated values for the parameters determining trip generation. See equation (1).

Tourism market Ϲcy (trips/capita/year) αcy (trips/$)          (trips/capita/year)

Total trips 0.2888 0.00005832 5.0

τT max
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Figure 2.8: Relationship between historically known and GTTMdyn-calculated global number of tourist trips.

2.4.3 Car fleet model
I calibrated the car fleet model for the two Bass model parameters (commercial effectiveness and social 
adoption) and the car acquisition factor for personal income (see Table 2.7). The latter parameter was 
estimated by Lescaroux (2010, p. 13) to be 0.81 but, after calibration, I found it to be 1.277 for the global 
population. The difference may be caused by the fact that Lescaroux (2010) based his analyses on 64 
countries, while my calibration covers all the countries in the world. Because of the 1930s crisis and Second 
World War, I have artificially reduced car fleet growth as calculated from the model between 1930 and 1945 
by between 30 and 95%.

 
Table 2.7: Car fleet model calibration parameters.

Parameter Calibrated value

Car acquisition cost fraction of personal income 1.277

Car fleet commercial effectiveness 0.006660

Car fleet social adoption fraction 0.03999

Figure 2.9 shows how the fleet model compares with history. The GTTMdyn is only a bit optimistic about the 
global fleet development during the last decade. Though a growing body of literature points at the existence 
of ‘peak car’ or ‘peak travel’ in developed countries, at the global population level my model only shows 
such phenomena emerging very late in the twenty-first century as shown by the flattening of the green line 
in the right graph of Figure 2.9.
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Figure 2.9: historical car fleet and calibrated model (left) and base run car fleet as projected by the GTTMdyn until the 
end of the twenty-first century (right).

2.4.4 Mutual trips-transport mode-distance choice model
The calibration of this submodel unit is based on 22 parameters that were simultaneously calibrated to 
find the best solution for eleven objectives. The calibration of the 22 parameters and eleven objectives has 
to be done simultaneously because all three transport modes mutually influence each other through the 
reference psychological value and the dominance effect. This connectedness makes it difficult to calibrate 
each one individually without a lengthy iteration. The calibration objectives were the cumulative error in trips 
and distances and the final 2005 number of trips and total distance for all three transport modes except for 
Other transport, where the cumulative distance error was omitted due to too significant uncertainties in the 
historical values that showed too large irregularities. The calibrated values are reported in Table 2.9 and the 
objectives in Table 2.8. These values are different from the ones provided in Supplementary File 2 of my 
paper (Peeters, 2013), reprinted in Reprint Annex IV, because of small changes to the model and its inputs 
and historical data since 2012. The cumulative objectives all consist of the sum of the absolute fraction of 
deviations from history (i.e. (model - history)/model) for the entire historical period of 105 years. Basically, 
‘<50’ means the annual deviation is, on average, 5%.

Table 2.8: Calibration objectives and final values for the mutual trips–transport mode - distance choice model.

Name Value Limit

Air cumulative average distance error 13.3 <25

Air trips cumulative error 54.72 <50

Car cumulative average distance error 18.32 <30

Car trips cumulative error 29.62 <50

Objective Air distance error in 2005 0.09 <0.06

Objective Air trips error in 2005 0.03 <0.03

Objective Car distance error in 2005 0.02 <0.03

Objective Car trips error in 2005 0.06 <0.03

Objective Other distance error in 2005 0.02 <0.03

Objective Other trips error in 2005 0.03 <0.03

Other cumulative trips error 7.13 <15
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Table 2.9: Calibrated parameters of the mutual trips - transport mode–distance choice model.

Parameter Calibrated value

Air only reference factor  

Air Potential adopters share 0.2602

Air PV distance weight 1.550*)

Air social adoption factor 5.000*)

Air ticket cost fraction of personal income 0.3733

Air transport commercial effectiveness 0.004629

Car only reference factor 0.5728

Car Potential adopters share 0.03910

Car PV distance weight 1.328

Car social adoption factor 5.086

Car ticket cost fraction of personal income 0.1050

Car transport commercial effectiveness 0.003325

Dominance fit factor 0.001932

Growth fit Air 0.01605

Growth fit Car 0.03707

Growth fit Other 0.03132

Other only reference factor 0.4137

Other Potential adopters share 0.3486

Other PV distance weight 1.939

Other social adoption factor 2.137

Other ticket cost fraction of personal income 0.2151

Other transport commercial effectiveness 0.004686

*) Note: these two values were slightly adjusted by hand to keep the model fit with history accurate after small 
changes in the model were implemented after the calibration run.

Figure 2.10 gives an overview of the calibrated results. The model is a good fit for trips and distance for 
car and air and is reasonable for Other transport. The average distance for Car transport deviates relatively 
much as this is the quotient of two deviating numbers that deviate in different directions (one too high, the 
other too low); exaggerating the deviation of the quotient. 
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Figure 2.10: Overview of the fit to the history of the mutual trips–transport mode–distance choice model.

2.4.5 Air fleet
The fleet model is a relatively simple Air transport demand-following model in which delayed growth is trig-
gered by an average seat-occupancy goal of 75% over the long term. Six calibration parameters define the 
fleet model. These consist of two multipliers, one for the direct growth effect of a deviation from the ‘desired’ 
seat occupancy and one for the price effect of high occupancy. A maximum fleet growth rate and maximum 
fleet decline rate limit the development rates. Furthermore, two factors determining the delay between the 
seat occupation signal and actual fleet growth and a multiplier determining the difference between aircraft 
acquisition and scrapping reaction of airlines. See Table 2.10 for calibrated values. 

Table 2.10: Overview of calibration values for air fleet growth.

Parameter Calibrated value

Air fleet growth global factor (multiplier setting the strength of the effect of seat occupation 
deviation from goal)

1.676

Air fleet max decline (maximum air fleet reduction in one year) 0.4010

Air fleet max growth (maximum air fleet growth in one year) 0.4217

Air seat occupation strength effect (multiplier setting the price effect of a global seat occupation 
deficit)

3.632
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Parameter Calibrated value

Air transport acquisition delay fit factor (coefficient used to determine the growth rate of aircraft 
acquisition delays caused by increasing waiting lists with manufacturers)

2.197

Air transport acquisition max delay (maximum aircraft acquisition delay time in years) 5.000

Airline acquisition sensitivity factor IN (multiplier on the aircraft delivery flow to the fleet) 0.6729

The criteria for calibration are the fleet size in 2007 (see Figure 2.11) and total deviation of the age distribu-
tion in 2007 (see Figure 2.12). Although the aircraft ‘acquisition waves’ are about five years out of phase 
with history, the pattern is the same. Though this phase shift may seem a substantial deficiency, one needs 
to consider that the GTTMdyn develops the aircraft fleet endogenously from 1920 onwards, based just on 
passenger travel demand. Aircraft orders are highly volatile (see e.g. Dray, 2013), so a small deviation in 
the fleet development, both in the model and in reality, immediately translate into large changes in the 
number of orders. As Figure 2.11 shows, the GTTMdyn fleet development lags behind a couple of years when 
compared to historical fleet data, which may be responsible for most of the five-year difference in phase. 
The aircraft age distribution is an important variable in determining the overall fleet emission factor as the 
difference between the newest and the oldest aircraft can be more than a factor of two. The five-year phase 
difference is less important considering the GTTMdyn has a time horizon of nine decades.

Figure 2.11: Comparing historical and modelled global air fleet.

Table 2.10: continued
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Figure 2.12: Difference in fleet historical and modelled age distribution in 2007 (vertical axis shows the fraction of 
the fleet for each particular age between 1 and 50 on the horizontal axis).

2.4.6 Airport capacity model
The challenge developing the airport capacity model was that global airport capacity data simply do not 
exist. Therefore, I assumed that the system determining global airport capacity would tend to minimise 
investments for a given demand, especially due to the deregulation of airlines and the de-politicisation of 
airport infrastructure that has transpired since the 1970s. Before that time, airports were more likely to be 
built as prestige objects, rather than out of necessity to accommodate demand (e.g. Simmons & Caruana, 
2001). Therefore, the airport model is calibrated based on minimising air capacity cumulative error for a 
longer period in GTTMdyn 1970-2100 in a way to set the parameters to follow demand efficiently. The airport 
capacity model has been calibrated by three variables. Table 2.11 gives the resulting calibration values, and 
the resulting fit of the GTTMdyn airport capacity model is depicted in Figure 2.13.

Table 2.11: airport capacity model calibration values.

Airport calibration factor Value

Airport investment delay (year) 5.0

Airport investment fit factor 2.031

Airport occupancy goal 0.600
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Figure 2.13: Historical global airport capacity and results of the GTTMdyn simulation. Note: the model assumes a goal 
of using 60% of airport capacity, hence the difference between the two lines.

At certain points in history (in the 1970s), airport capacity fails to follow demand. In the GTTMdyn simulation, 
such failing airport capacity restricts flights and the development of the aircraft fleet. Subsequently, the fail-
ing aircraft fleet capacity restricts Air transport demand initially by instituting Air transport price increases, 
however, in case these increases are unable to balance demand and supply, by using a ‘hard’ demand 
reduction factor. See Figure 2.14 for the interaction between the airport and air fleet limitations and seat 
occupancy goals and levels. The purple line gives the ‘airport capacity growth limit’, which limits air fleet 
growth due to a reluctance by airlines to invest in aircraft in case global airport capacity is deficient. The red 
line in Figure 2.14 provides the ‘Air seat occupancy growth price effect’, a factor by which the price of air 
travel is divided raising it in case of supply shortages with airlines. Historically, such capacity deficiencies 
have occurred three times: in 1935, 1943 and 1952, the latter coinciding with the end of the piston-powered 
aircraft era and a rapid transition to jet aircraft. The blue line in Figure 2.14 indicates the goal for seat occu-
pancy, which is the real seat occupancy up to 2010 and then kept constant. Finally, the green line indicates 
the extent to which the GTTMdyn is able to follow the historical and future goal line. 
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Figure 2.14: The interaction between airport and air seat capacity limits and air seat occupancy goal and modelled 
air seat occupation. The vertical axis shows the values of the different parameters.

2.5. Policy measures

As the objective of the GTTMdyn is to provide inputs for policymakers and stakeholders concerning mitigating 
tourism’s CO2 emissions, the model provides the user with a range of policy measures that are divided over 
six policy strategies, with measures grouped within a certain theme. The policy strategies include Alterna-
tive Fuels, Technology, Infrastructure, Taxes and Subsidies, Travel Speed and Behavioural Assumptions (see 
overview in Table 4.3 in Section 4.3). Each policy strategy contains between two and six specific policy 
measures. The aim of the first strategy is for the aviation sector to switch to alternative fuels. The aviation 
sector consistently suggests implementing this policy (ATAG, 2010; IATA, 2009a, 2013b, 2015). Up to 2003, 
the discussion centred around choosing between liquid hydrogen and biofuels (Azar et al., 2003), but more 
recently the interest in hydrogen has faded. The aviation sector strongly prefers biofuels because it offers a 
range of advantages. The most obvious being that biofuels can provide kerosene with the same properties 
as fossil-based kerosene: making it a so-called ‘drop-in’ alternative (IATA, 2015). This drop-in alternative 
would avoid the need for a new airport-fuel infrastructure or strongly modified aircraft and engines. Accom-
modating hydrogen will require huge investments in all three (Kivits, Charles, & Ryan, 2010). I have chosen 
five typical biofuels - micro-algae, Jatropha, camellia, palm oil and switchgrass - with varying properties 
(see Section 2.3.7 for further details). The GTTMdyn user can select one or more feedstocks to produce 
biofuel from and assign a subsidy trajectory per biofuel feedstock. A goal of the aviation sector is the sus-
tainable production of biofuels. The sector even defines biofuels as SAF or ‘sustainable aviation fuels’ (IATA, 
2015). Sustainable land use is one of the main sustainability issues in the mass production of biofuels (Af-
fuso & Hite, 2013). The World Bank Group (2010) has calculated the land available for biofuels, designating 
the land as either ‘physically’ available or ‘sustainably’ available. The ‘physically’ available constraint refers 
to the sum of every piece of land technically suitable for biofuel production, while ‘sustainably’ available 
refers to the cumulative land area that recognises sustainability requirements, such as not competing with 
food or degrading ecosystems. The GTTMdyn user has the option to explore the physical and the sustainable 
availability of land for biofuels; both options limit the total volume of biofuels produced per year.

The second policy strategy is technology. Technology is considered to be a main ‘pillar’ for sustainable 
development of the aviation sector (ICAO, 2014), but also for Other transport modes (EEA, 2011) and accom-
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modation (Chong & Ricaurte, 2015). The user can select additional technological improvement for the four 
main elements of the tourism system, Air, Car, Other transport and Accommodation, and two parameters 
determining the extent and rate of a change to electric cars. It is not easy to set maximum levels for these 
policy measures. The aviation sector thrives on fuel efficiency; consequently, current aircraft are relatively 
close to the best technology available. I have taken the average of the IPCC and LEE curves proposed by 
Peeters and Middel (2007) as the autonomous baseline development, which means that a maximum reduc-
tion of fuel consumption per seat kilometre (skm) of 42% by 2100, as compared to 2005, is possible. The 
more optimistic IPCC curve is based on long-haul aircraft only, which have better options for improving fuel 
efficiency. For 2100, Peeters and Middel (2007) show a 53% reduction of fuel per skm in comparison to 
2005. Assuming this is the maximum achievable, the additional reduction of the emission factor for new 
aircraft turns out to be 0.269%/year, limiting the policy input. 

For the car industry, I used data provided by Creutzig, McGlynn, Minx, and Edenhofer (2011) about fuel 
efficiency standards in the US, China and the EU. It appears these can reduce specific fuel consumption by 
2.9-3.2%/year (see also Scenario input calculations.xlsx). At present, however, standards are only planned 
up to 2020 (EU), so it is uncertain what policies will be taken in the long term up to the year 2100. I consider 
3.5%/year to be a maximum. For Other transport, McCollum and Yang (2009) assume a maximum of 1.6% 
per year for rail between 1990 and 2050. In China, a range of policy measures achieved an 87% reduction in 
specific emissions between 1975 and 2007 (IPCC, 2014c, p. 614), which is approximately 6%/year. Because 
the measures China has taken also involved a switch from diesel (and even steam) to electric power, I have 
chosen to limit the development to 2.5% per year (IPCC, 2014c, p. 614). For accommodation, many highly 
effective technologies exist (IPCC, 2014c). Oddly enough, the accommodation sector is not at the forefront of 
reducing energy consumption or using alternative energy sources (Melissen, Cavagnaro, Damen, & Düweke, 
2015) and many other sustainability aspects. So, I also elected for a maximum of 2.5% per year.

Infrastructure is the third policy strategy and comprises two air fleet measures, high-speed rail invest-
ments and an airport capacity measure. The first air fleet measure is to increase the share of turboprops 
(Horton, 2010) as these are normally more efficient. The second aircraft fleet measure is to stimulate the 
early scrapping of old, less efficient aircraft (Schafer, Evans, Reynolds, & Dray, 2016). High-speed rail is 
considered more efficient and as a decent candidate to replace short-haul flights (Kamga & Yazici, 2014). 
The last infrastructure measure - capping the slot capacity of airports - could be viable as global aviation’s 
growth is already endangered by capacity constraints, partly caused by noise and local air-quality legislation 
(Gelhausen et al., 2013). But climate change is not considered a serious measure by, for instance, (Forsyth, 
2008, p. 8) who claims that “airport use is only weakly related to emissions, and that the leakage effect 
is likely to be substantial (passengers will travel by car to more distant airports).” Also Schäfer and Waitz 
(2014, p. 4), who suggests that “capacity constraints at key airports would mainly shift the traffic away 
from more congested toward less constrained airports and affect the growth in total traffic only marginally.” 
Though this might be true for capping a selection of airports, logic dictates this would not be true in case a 
worldwide cap was assumed, as in GTTMdyn. Therefore, long-term scenario studies do mention this capacity 
option. For instance, Evans (2010) devotes a large share of his thesis to airport capacity constraints because 
of environmental limitations and Vorster, Ungerer, and Volschenk (2012, p. 17) suggest to “suppress growth 
in airport infrastructure.”

The fourth policy strategy, Taxes and Subsidies, is commonly proposed, though taxes are not popular 
within the industry (e.g. IATA, 2006). In the scientific literature, there is wide consensus that taxing CO2 
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emissions for transport will be the most economically efficient way to reduce emissions (Keen, Perry, & 
Strand, 2012; Pagoni & Psaraki-Kalouptsidi, 2016; Rothengatter, 2010; Van Cranenburgh, 2013). But there 
are also concerns about the effectiveness of this approach (Mayor & Tol, 2010a; Tol, 2007). However, these 
concerns mainly criticise the low level of existing taxes causing these to be ineffective. The GTTMdyn offers 
five different options for taxing or subsidising emissions. A global carbon tax ($/ton CO2) can be applied to 
a (user) selection of the main elements of the tourism system and taxes (or subsidy, when negative) can be 
applied to the ticket price or fuel cost in the case of Car transport for each transport mode. Although these 
are commonly applied measures, a fuel tax on cars and tax or subsidy on Other transport do present an is-
sue, as both are mainly used for non-tourism purposes, so such a tax is hardly the responsibility of tourism. 

The fifth policy strategy, which comprises transport speed measures, is mainly inspired by the increas-
ingly popular ‘slow tourism’ idea (Dickinson & Lumsdon, 2010; Lumsdon & McGrath, 2010). Slow tourism 
was initially framed as an answer to the ever-growing transport speed and distances to mitigate climate 
change. Here too the slowness of travel at the destination is viewed as the core element, even if a fast and 
long-haul flight is required to get to that destination (see many examples in Fullagar, Markwell, & Wilson, 
2012). Out of these three measures, two of them change the operational speed of cars and Other transport 
and one measure changes the cruise speed of aircraft. This latter has been chosen because reducing the 
cruise speed initially involves a reduction of emissions per pkm, but below a certain point this reduction 
reverses into a relatively strong increase because the aircraft is then flying far beyond its optimised design 
speed (Peeters, 2000). Furthermore, in the GTTMdyn, the reduced speed will increase travel time and thus 
increase the negative part of the psychological value, thereby reducing volume growth. Therefore, there is 
an optimum cruise-speed reduction, and a strategy has been calculated that maximises the cumulative CO2 
emissions reduction, which also implies a strong initial speed reduction (see Figure 2.15). 

Figure 2.15: Optimum cruise speed reduction for Air transport to reach the maximum cumulative CO2 emissions 
reduction over the period 2015-2100.

A final policy strategy affects the desire to travel. This ‘behavioural’ policy strategy comprises the rate of 
change of length of stay, the strength of the desire to travel, i.e. the factor governing the slope in the linear 
relationship of trips/capita/year as a function of GDP/capita (see Section 2.2.3) and the desire for distance 
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(i.e. a factor on the distance coefficient used in the psychological value calculations; see Section 2.2.5). 
Such measures have not been further defined, but they could be in the area of ‘de-marketing’, for example, 
applying marketing techniques to reduce demand for certain products (Higham, Cohen, Peeters, & Gössling, 
2013; Peeters, Gössling, & Lane, 2009) or even more general social changes like a strong increase in envi-
ronmental awareness and reduced consumerism. 2

The GTTMdyn Model



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 92PDF page: 92PDF page: 92PDF page: 92



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 93PDF page: 93PDF page: 93PDF page: 93

Chapter 3

Model testing and model limitations



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 94PDF page: 94PDF page: 94PDF page: 94

94

3.1. Introduction

“There is no such thing as an absolutely valid model” (Love & Back, 2000). Therefore, the role of validation 
and model testing is generally seen as a way to ‘build confidence’ (Ford, 1999; Forrester & Senge, 1980) in 
the model and its ability to provide insights in the real world system (Sargent, 2005). The question is not ‘Is 
the model valid?’, but ‘Is the model useful?’ (Ford, 1999, p. 284). Put simply, “The significance of a model 
depends on how well it serves its purpose” (Forrester, 1961, p. 115). Two philosophies exist about model 
validation. The more traditional, deterministic school assumes a model is either valid or not. The second by 
the more ’relativist, functional and holistic‘ school assumes models “are not true or false, but lie somewhere 
on a continuum of usefulness” (Ford, 1999, p. 288). For this study, I tend to follow the functionalist approach 
as there is “no such thing as an absolute valid model” (Love & Back, 2000, p. 2). Validation of the GTTMdyn 
has been a continuous process from the very beginning, encompassing several different tests, checks and 
methods (Sterman, 2000). The following confidence-building approaches proposed by Ford (1999); For-
rester (1961); Love and Back (2000) were applied to the GTTMdyn (to a certain extent and not all in the order 
given below):
1.  verification: a process of testing whether the model is correct in terms of units and algorithms and 

whether it behaves as ‘expected’. This kind of validation has been performed continuously while 
building the GTTMdyn. Powersim™ Studio automatically checks variable units, and I checked the 
algorithms checked by hand. Furthermore, I tested each new element of the model against expected 
behaviour within the normal range of input values;

2.  historical comparison with other studies: the GTTMdyn has been calibrated using a range of major 
variables (like the number of trips per transport mode and distance class), for which the fit is shown to 
be reasonable over the 1900-2005 period. Historical validation furthermore has been tested for some 
outcomes, mainly CO2 emissions and revenues (see Section 3.2);

3.  scenario comparison: some comparisons are also made with existing future studies (see Section 
3.3);

4.  extreme behaviour has been tested in two ways. Firstly, by ‘logically’ testing to demonstrate GTTMdyn 
behaviour for a wide range of contextual scenario assumptions (see Section 4.2) and secondly, by 
exploring the model behaviour under unreasonable assumptions for policy inputs (see Section 3.4); 
and

5.  model behaviour test: this test explores certain expected behaviour from the ‘behavioural model 
suite’, specifically regarding the development of the distribution of trips over transport modes, travel 
distance and travel time classes. This test connects to the expected behaviour of distance and time 
decay as proposed by Peeters and Landré (2012), Reprint Annex III (see 3.5). 

6.  Face validity: different approaches are described from third-party expert evaluation of the conceptual 
model (Sargent, 2005). Face validation comprises a common sense test by, for instance, checking 
whether variables do become negative where they cannot be negative (Ford, 1999). It also checks 
whether the model behaves in ‘scenarios’ as expected by external experts (Heijkoop, 2005; Love & 
Back, 2000). By way of a ‘face validation light’, I did organise a workshop with tourism and transport 
experts to discuss the model and policy measures (see 3.6).
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3.2. Historical data comparison

As the GTTMdyn has been calibrated using historical data for tourism trips and distances, it is not legitimate 
to ‘validate’ the resulting fit. However, based on the distribution of trips over transport modes and distance 
classes, it is certainly possible to gain confidence in the environmental submodels and model units by com-
paring CO2 emissions generated by the GTTMdyn with those found in the literature. Unfortunately, the only 
figures in the literature for all tourism are based on my own GTTMbas and GTTMadv. So I can only compare 
the GTTMdyn emissions of Air transport, which is the main source of tourism’s CO2 emissions. However, com-
paring aviation emissions with other published data is difficult because CO2 emissions studies for tourism-
related global aviation are relatively rare and typically include general, freight and military aviation. For this 
latter problem, I found the passenger share for 1990 and 2002 (see Table 3.1). 

Table 3.1: extracting passenger share from aviation-related emissions of CO2.

Year Share What Source

1990 56.6% Passenger share Based on Vedantham and Oppenheimer (1998)

2002 79.3% Passenger share Based on Eyers et al. (2004, p. 51)

When comparing my study with the literature, I corrected my data with the passenger shares as shown in 
Figure 3.1. As the share of CO2 assigned to passenger transport shifted from 57% to almost 80% within a 
short time, it does not make sense to take the steep line in between the two as a constant rate of change. 
Therefore, I have chosen to use the two published points as constants before 1990 respectively after 2002, 
with linearly interpolating between the 1990 and 2002 points. So all scenarios are run with an assumed 
80% passenger transport share of all aviation CO2 emissions. 

Figure 3.1: Assumed development of the share of passenger-related Air transport CO2 emissions in total aviation 
emissions. Note: about 90% of passengers are tourists.

Furthermore, GTTMdyn corrects Air transport emissions with a factor accommodating for wind (1.05) and 
ATC and detours (1.10), arriving overall at 1.155 (Peeters & Williams, 2009). Table 3.2 compares GTTMdyn-
simulated CO2 emissions with values from the literature (Eyers et al., 2004; Gössling, 2002; Lee et al., 2010; 
Lee et al., 2009; Sausen & Schumann, 2000; Simone, Stettler, & Barrett, 2013; UNWTO-UNEP-WMO, 2008). 
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Only Gössling (2002) provides a full CO2 emissions inventory for tourism, which has a total that is relatively 
close to GTTMdyn, but for which the individual compartments (accommodation and Air transport) vary greatly 
when compared to the GTTMdyn. In hindsight, some assumptions by Gössling (2002) appear to have been 
less accurate. 

Table 3.2: Comparing GTTMdyn CO2 emissions with historical data as published in the literature.

Variable (Mton CO2) Year From 
literature

GTTMdyn GTTM/
history

Reference

Global air emissions1 2005 581 552 95% Lee et al. (2009)

Global air emissions2 1995 374 373 100% Sausen and Schumann (2000)

Cumulative Air transport 
emissions 1940-19953

1995 8,415 6,545 78% Eyers et al. (2004)

Air emissions FAST 1990 332 316 95% Lee et al. (2010)

Air emissions NASA/Boeing 1992 360 348 97% Lee et al. (2010)

Air emissions NASA/Boeing 2005 430 552 128% Simone et al. (2013)

Air emissions Quantify 1999 480 475 99% Simone et al. (2013)

Air emissions AERO2K4 2000 493 449 91% Simone et al. (2013)

Air emissions AEDT 2002 550 478 87% Simone et al. (2013)

Air emissions Lee et al. 2010, 
low estimate

2004 569 548 96% Lee et al. (2010)

Air emissions Lee et al. 2010, 
high estimate

2004 708 548 77% Lee et al. (2010) cited in Simone 
et al. (2013)

Air emissions US EIA 2005 733 552 75% Simone et al. (2013)

Air emissions AEIC 2005 571 552 97% Simone et al. (2013)

Air emissions AEDT 2006 595 541 91% Simone et al. (2013)

Air emissions5 2001 173 455 268% Gössling (2002)

Car emissions 2001 680 200 29% Gössling (2002)

Other transport 2001 108 35 32% Gössling (2002)

Accommodation emissions 2001 80.5 247 307% Gössling (2002)

Tourism sector emissions 2001 1,105 938 85% Gössling (2002)

Notes:
1)  Lee includes freight, non-tourism and private aviation. This is corrected for using the factor Pax_share_2005 = 79.3%.
2)  Corrected history for shares of passenger from total aviation using a passenger fraction of 0.6607, which is based on 

interpolation from Pax_share_1990 at 56.6% to Pax_share_2002 at 79.3%.

3)  The mismatch is mainly caused by the emissions between 1940 and 1982. The emissions between 1940 and 1960 were 
estimated by Eyers et al., (2004), using a fixed backward growth assumption of 8%, while my model shows fluctuations. 
However, the Air transport volume was larger in history than in the GTTMdyn, so that also caused a difference. Furthermore, 
it seems Eyers et al., (2004) is a bit better in sync with the Air transport data from other sources (see the comparison with 
historical data for transport), where also the crisis in the 1970s caused a discontinuity. 

4)  Between 180-224.
5)  Corrected for the CO2e conversion applied by Gössling (a factor of 2.7). The main difference is the strong underestimation 

of Air transport volume, estimated by Gössling to be 1,179 billion pkm, while for the GTTM, this was 3,413 billion pkm.
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Figure 3.2 compares an emissions timeline for the years 1940-1995 taken from Sausen and Schumann 
(2000) with the results of the GTTMdyn. Sausen and Schumann (2000) show higher volumes between 1945 
and 1980. Sausen and Schumann (2000) derived their data from fuel production reported by the Interna-
tional Energy Agency in 1991 (IEA, 1991) for the years 1960 to 1995 (between 1990 and 1995 apparently 
extrapolated). These data were incomplete as they did not cover all the countries in the world up to 1970, 
and the data are missing several years. Sausen and Schumann (2000) corrected and completed their data 
by personally contacting several experts and by multiplying the total for the incomplete data by a factor of 
1.4. Furthermore, the IEA data will include all aviation bunker fuels, including military and private aviation. 
The data are also based on refinery sales and, owing to storage, in some cases the amount burnt may have 
deviated. Finally, the data between 1940 and 1960 were calculated backwards using a constant exponential 
growth coefficient of 8%. The fit between 1980 and 1995 as well as in the 1940s is rather good, but in 
between the difference is relatively large.

Figure 3.2: Comparing Air transport emissions from the GTTMdyn with those published by Sausen and Schumann 
(2000).

3.3. Comparison with other studies

3.3.1 GTTMdyn and Air transport studies
One way to build confidence in the GTTMdyn model’s behaviour is by comparing its results with the results of 
other scenario studies and long-term models. As stated before, no such studies exist for the entire tourism 
system, but several studies can be consulted for elements of the system. For instance, the development of 
Air transport CO2 emissions and the accompanying impact on climate change have been well researched 
and published. As shown in Table 3.3, the results of the GTTMdyn compare relatively well with those from 
other studies, showing both higher and lower emissions for the medium (2050) and the long (2100) term. 
The variation in literature data, even historical data, is considerable. The data Owen and Lee (2006) provide 
differ greatly compared to, for instance, the data released by Boeing. While Boeing (2013) found 4,043 
billion pkm for the volume of Air transport in 2005, Owen and Lee (2006) found only 3,304 billion pkm. 
When I multiply the data from Owen and Lee (2006) with the ratio 4043/3304, the result is somewhat low 
in comparison to the GTTMdyn estimate for the time span 2005 and 2020, but it is a better fit at the end of 
the projection (2100).
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Table 3.3: Some comparisons with other scenarios for passenger Air transport CO2 emissions in 2050.

What  Year From the 
literature GTTMdyn GTTMdyn/

literature Source

Air CO2-emissions median 
estimate from a range of 
scenarios

2050 2,296 2,077 91% (Gudmundsson & Anger, 
2012)

Air CO2 emissions (Mton) 2050 1,978 2,077 105% (Dessens, Anger, Barker, & 
Pyle, 2014)

Factor 2050/2006 CO2 
emissions 2050 4.8 3.8 80% (Unger, Zhao, & Dang, 

2013, p. 642)

Air CO2 emissions (Mton) 2050 2,500 2,077 83% (Lee et al., 2010)

Air CO2 emissions 
(Mton) 2050 2,296 2,077 91% (Gudmundsson & Anger, 

2012)

SRES A1 2100 4,019 4,394 109% (Owen, Lee, & Lim, 2010)

SRES A2 2100 2,394 3,425 143% (Owen et al., 2010)

Figure 3.3 shows that the Reference Scenario of the GTTMdyn follows a relatively high level of Air transport 
emissions compared to some of the scenarios published by Owen and Lee (2006). At the same time, how-
ever, a wider range of contextual scenarios provides more or less the same range as Owen and Lee (2006). 
One explanation for slightly higher air emissions being generated by the GTTMdyn could be that almost all of 
the scenario studies assume that the fuel efficiency in aviation will have a constant rate of annual improve-
ment. This assumption contrasts the way I modelled this rate assuming it to slow down over time (Peeters 
& Middel, 2007), thus generating higher emissions toward 2050. 

Figure 3.3: Comparing the GTTMdyn with scenarios published in the scientific literature (Owen & Lee, 2006).

3.3.2 The Reference Scenarios for all three GTTMs
The three GTTM models differ greatly in terms of their complexity, approach, interface and output. It is 
interesting to explore whether the conclusions differ depending on the model used, and if so, whether 
these variations are caused by the differences in modelling or just by developing knowledge. Let us first 
compare the differences in outcomes. Figure 3.4 shows the differences between the two baseline scenarios 
in the GTTMbas and GTTMadv and the reference Scenario in the GTTMdyn. The largest difference concerns 
the development of the number of trips. The two baseline scenarios compare rather well because they are 
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based on the same set of assumptions for economic growth (both A1 from IMAGE-team, 2006), while the 
Reference Scenario for the GTTMdyn assumes the lower growth B1 income development. However, the B1 
variant in the GTTMadv still does not match the results of the GTTMdyn. The main difference between the trip 
modules is that the GTTMbas and the GTTMadv both use the average population GDP/capita to calculate the 
trips per capita for three different travel groups (international, domestic rich countries and domestic poor 
countries) which differ in assumed maximum number of trips per capita. In contrast, the GTTMdyn includes 
the income distribution by calculating the exact share of the population limited by the maximum trips per 
capita. Such a procedure is likely to put a larger constraint on the trips per capita values. Another differ-
ence is a soft coupling between the length of stay development and trip growth in the GTTMadv (Peeters & 
Dubois, 2010), reprinted in Reprint Annex II, which may slightly strengthen the baseline trip development. 
The GTTMbas baseline is simply an exponential function based on growth factors proposed by WTO (2000b). 
The calculated transport volumes of all baselines and the Reference Scenario are much closer. This result 
shows that the average trip distance develops faster in the GTTMdyn than in the two earlier models because 
the same overall distance is generated with a far lower number of trips. Because the GTTMbas assumes a 
constant growth factor for transport volume per transport mode, independent of the number of trips, while 
the GTTMdyn uses an advanced utility model based on cost and travel time for distributing trips over modes 
and distance classes, the differences come as no big surprise. It is not possible to tell which of the models 
performs best. However, the evidence for reasonable estimates of the transport mode growth factors per 
global tourism market (international, domestic rich and domestic poor) was thin, while the GTTMdyn provides 
a better representation of the psychological transport decision mechanisms and is firmly based in the de-
velopments of the twentieth century. When developing the GTTMdyn, my objective was for the model to be 
based on mechanisms, not constant exponential growth, so it would be better equipped to run reliably until 
the long-term time horizons. The difference between the two constant exponential growth and the system 
dynamics model demonstrates that the modelling method matters. The flattening of the Reference Scenario 
in the second half of the century also makes more sense to me than the enormously expanded travel dis-
tances that the early models would generate up to 2100.

Figure 3.4: Overview of the results of the GTTMbas, GTTMadv and GTTMdyn for trips (upper left), transport (upper right) 
and annual CO2 emissions (lower). GTTMdyn shows the Reference Scenario, which has the more moderate economic 
growth of the B1 scenario as compared to the A1 used in GTTMbas and GTTMadv.
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3.3.3 Consequences of the differences in the GTTMs for conclusions
Comparing the conclusions and recommendations drawn from the three models reveals both differences 
and constants. Table 3.4 provides an overview of the different results of the three model studies. 

Table 3.4: Overview of outcomes and conclusions per GTTM version. 

 GTTMbas GTTMadv GTTMdyn 

Reference UNWTO-UNEP-WMO 
(2008)

Peeters and Dubois (2010) (this thesis)

Ability to reduce CO2 
emissions

13% in 2035 compared to 
2005 CO2 emissions 

70% reduction in 2050 
compared to 2005

Up to 82% reduction in 
2100 compared to 2005.

Changes required to 
achieve the above reduc-
tion. 

Strong decline of Air trans-
port growth and distances 
and considerable potential 
for promoting domestic 
tourism and neighbouring 
countries tourism.

Major shifts in transport 
modes and destination 
choice (less far away).

Limit to airport slot capac-
ity, high taxes, maximum 
possible technology, 
sustainable and subsidised 
biofuels, substantial high-
speed rail investments and 
a modest change assumed 
in behavioural coefficients. 

Role of high-speed rail Not specified. Optimum share calculated 
based on highest net tour-
ism sector revenues: very 
high in two low population 
scenarios, very low in two 
high population scenarios.

Boosts overall transport 
distance by about 10-15% 
in climatically sustainable 
scenarios. HSR appears 
to be not a major, but a 
significant component of 
solutions.

Air transport growth 
restriction

No growth from 2005 
onwards.

Strong reduction in volume 
required if car share kept; 
zero growth with a strong 
shift to Other transport.

A strong reduction in 
volume.

Role of technology Cannot make tourism 
develop climatically 
sustainable

Cannot make tourism 
develop climatically 
sustainable

Cannot make tourism 
develop climatically 
sustainable

Role of economic meas-
ures

N/A N/A Significant part of the 
solution toward climati-
cally sustainable tourism 
development

Role of biofuels N/A N/A Part of the solution to-
wards climatically sustain-
able tourism development 

The key outcome from all three models is that Air transport volume cannot grow or has to reduce, even 
when assuming maximum efficiency improvements and a strong shift to rail. However, the evidence for 
the conclusion that global Air transport volume needs to be reduced during the twenty-first century is 
more extensive in the GTTMdyn because it has a broader suite of measures that have been tested for their 
individual and collective effectiveness. These measures range from taxes and subsidies to subsidising bio-
fuel feedstocks, changing operational speeds, investing in alternative transport modes, de-growing airport 
capacity and assuming changes in behavioural coefficients. The latter encompasses specifically a reduced 
inclination to travel and reduced value of distance. The GTTMbas and GTTMadv provided insights into how the 

Chapter 3



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 101PDF page: 101PDF page: 101PDF page: 101

101

tourism system might have to change to achieve significant emission reductions, but not which policies 
could lead to such a change. The GTTMdyn fills this gap to some extent. The impact of taxes and subsidies 
and investments in high-speed rail or a cap on airport slot capacity are examples of real policy measures, 
i.e. they are the kind of measures governments can take. Nonetheless, some GTTMdyn modelled measures 
are not policy measures, but rather the desired outcome of these measures. This is the case for the technol-
ogy measures, which all assume the adoption of certain undefined policies that will cause the industry to 
improve energy efficiency or reduce emissions. Still, the efficiency improvements are user-guided assump-
tions in the GTTMdyn. Uptake of new technology requires a regulation or tax policy that incentivises the sector 
to apply that technology. Only carbon cost provides such an incentive and, by applying abatement costs, 
this has been accounted for in the model. Also the ‘behavioural measures’ provide the user with an option 
to change some of the main calibrated behavioural parameters, rather than a direct policy of for instance 
campaigns to change behaviour.

3.4. Extreme values test

3.4.1 Introduction
Another way to test a system dynamics model is to evaluate its robustness to extreme conditions (Ster-
man, 2000). For the GTTMdyn

, I have tested this in two ways: extreme contextual scenario inputs (3.4.2) and 
extreme values for all policy measures (3.4.3). Extreme values testing cannot prove the validity of a model, 
but it does help to show its general behaviour, the quality of the logic behind its algorithms and assumptions, 
whether it has been properly programmed, its limitations toward the range of inputs it can handle and its 
general usefulness. I will first discuss the range of contextual scenario assumptions the GTTMdyn user may 
choose from (3.4.2). Section 3.4.3 deals with extreme policy measures. These extremes go much further 
than the reasonable policy measure user bounds described in 4.3.

3.4.2 Contextual scenarios
The GTTMdyn provides potentially 192 contextual scenarios as every combination of four economic, three 
demographic, four equity and four climate mitigation options. These choices provide an opportunity not only 
to test a large range of contextual scenarios but also how the GTTMdyn behaves. Furthermore, this section 
provides information about the wide range of future emission pathways and allows for general conclusions 
about these projections. GDP per capita development is taken from four SRES scenarios (A1, A2, B1 and B2) 
provided by IMAGE-team (2006). 
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Table 3.5: Overview of socio-economic scenarios in the GTTMdyn.

Name Global economy Global population Equity Climate mitigation

A1_High_Def_Unl High growth (A1) High growth Def in scenario Unlimited

A1_Medium_Def_Unl High growth (A1) Medium growth Def in scenario Unlimited

A1_Low_Def_Unl High growth (A1) Low growth Def in scenario Unlimited

A2_High_Def_Unl Stagnation (A2) High growth Def in scenario Unlimited

A2_Medium_Def_Unl Stagnation (A2) Medium growth Def in scenario Unlimited

A2_Low_Def_Unl Stagnation (A2) Low growth Def in scenario Unlimited

B1_High_Def_Unl Medium growth 
(B1)

High growth Def in scenario Unlimited

B1_Medium_Def_Unl 
(Reference 2100)

Medium growth 
(B1)

Medium growth Def in scenario Unlimited

B1_Low_Def_Unl Medium growth 
(B1)

Low growth Def in scenario Unlimited

B2_High_Def_Unl Low growth (B2) High growth Def in scenario Unlimited

B2_Medium_Def_Unl Low growth (B2) Medium growth Def in scenario Unlimited

B2_Low_Def_Unl Low growth (B2) Low growth Def in scenario Unlimited

Test_FLAT_Con_Unl FLAT FLAT Constant Unlimited

Test_Max_Inc_Unl High growth (A1) C Fertility Increased Unlimited

Table 3.5 presents an overview of the contextual scenarios tested. In this section, I will initially look at the 
twelve combinations of the four economic growth and the three population growth assumptions. Figure 
3.5 shows the large range of tourism’s CO2 emissions between 1990 and 2100 as a function of the twelve 
scenarios. The GTTMdyn can handle a vast range of scenarios including two extreme cases. The extreme up-
per case (the blue line in Figure 3.5) consists of a combination of the A1 high economic growth plus the UN 
‘constant fertility’ i.e. the global population rate of growth is kept constant after 2010 (United Nations, 2011), 
increasing income equity and globally unmitigated mitigation climate change (4.5 °C). The lower case con-
sists of flat population and GDP growth, decreasing income equity and ambitious global mitigations (Paris 
Aspired to keep the temperature rise below 1.5 °C). The Paris Aspired scenario is assumed because that will 
increase carbon cost and thus additionally reduce tourism’s transport volume - not the number of trips - and 
emissions. Again, no problems occur, and emissions reduced as expected. Ignoring the two extreme cases, 
the final emissions per year vary between 2.4 Gton CO2 in the low growth B2 plus low population growth 
scenario up to 8.3 Gton CO2 in the high growth A1, high population growth scenario. The 2100 reference 
scenario is, at 5.2 Gton CO2, just a bit below the middle. The specific variation of the scenarios makes sense, 
as in all cases the economic scenarios, from low to high, follow the order of A2, B2, B1, A1 - the same as 
the GDP/capita growth provides. In addition, for a given economic scenario, the lowest population growth 
generates the lowest emissions, followed by the medium and the high population growth.
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Figure 3.5: Overview of the annual CO2 emissions as a function of contextual scenarios. Scenario names: A1, B1, 
A2 and B2 refer to economic growth in the IPCC SRES scenarios (IPCC, 2000), Low, Medium, High and Cfert refer to 
population growth (Cfert means ‘constant fertility’, United Nations, 2011). Inc, Def and Decr refer to an increasing, 
default or decreasing equality of income distribution, where default varies with SRES economic scenario, and Unl, 
Pas refer to unlimited (non-mitigated) global climate change; respectively Paris Aspired global mitigation. FLAT_FLAT 
refers to a scenario with constant GDP/capita and size of the population after 2015.

An interesting question is which of the main contextual scenario determining factors (population, GDP/capita 
and equity) affects emissions the most? Figure 3.6 shows the fraction of the size of the global population, 
the GDP/capita and the equity - expressed as 1/GINI) - as a fraction of the value for the Reference Scenario 
2100 in comparison to the fraction of CO2 emissions. The GTTMdyn shows a genuine proportional relationship 
with the population. The proportional relationship makes sense as the trips’ submodel is a simple function 
of GDP/capita, which means that, given the GDP/capita and GINI factor, the number of trips only varies with 
global population size (see 2.2.3). The effect of GDP/capita is less than proportional, while that of equity is 
greater than proportional. Though this may be counter-intuitive, it does make sense. Increasing GDP/capita 
does increase the number of trips, but only to a certain maximum number per capita and per year. So further 
increasing GDP/capita, while keeping all else equal, including GINI, causes the tourism growth to level off. 
The more than proportional effect of equity is harder to explain. It occurs in the lower ranges of change in 
the GINI factor and becomes proportional in the higher range. The equity line is constructed with a constant 
average GDP/capita, which means that increasing equity will increase the lowest incomes and decrease the 
highest incomes for a given constant average of income. The effect of increasing the lowest incomes is that 
the share of the population able to participate in tourism increases quickly. The reduced highest incomes 
are still largely able to participate, perhaps at a slightly lower frequency, in case the income reduces to the 
five trips per year limit of about $70,000 per capita per year. One will see thus two effects at the low-income 
end: an increasing share of the population that is able to participate, an increasing number of trips per capita 
and the increased use of faster transport modes and thus an increase in the distance and emissions per trip. 
When equity increases further, the effect of participation will start to fade because, at a certain point, most 
people will be able to participate in tourism and all transport modes. From that point onwards, the increase 
becomes more or less proportional to the equity increase.
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Figure 3.6: Relative impacts of population, GDP/capita and equity on tourism system annual CO2 emissions in 2100.

I also found that the contextual scenario’s effect on emissions is almost entirely caused by the volume of 
the number of trips and transport distances while structural variables, like the emissions per trip, emissions 
per pkm, average distance, and revenues per trip show little variation (<10%, see Figure 3.7). The revenues 
per trip made slight gains, average distance increased significantly while the emissions per trip, were best 
(lowest) at the end of the 1950s. This discontinuity coincides with the introduction of the jet aircraft. This ‘jet 
age’ facilitated both high transport speeds and low costs, but also relatively high emissions per passenger 
kilometre. The emissions per trip show a marked discontinuity in 1960, where the decline between 1900 
and 1960 turns into a sharp increase coinciding with the introduction of the jet aircraft. Only in 2015 is 
there another turning point for which the emissions per trip become more or less constant. The causes are 
manifold: further improved emissions factors, further reducing length of stay, slowing down of the rate of 
increase of average distance, to name a few. The development in aviation toward much faster (and cheaper) 
transport thus may have had a very strong impact on both the emissions per trip and the eco-efficiency 
(emissions per $ revenue). The average return distance has always been increasing, its rate of increase 
starting relatively low high period 1900-1920, then down to less than 1.5% a year and quickly rising again 
after 1930, the moment when Air transport started to gain some market share. 
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Figure 3.7: Overview of some structural properties of the GTTMdyn-defined tourism system. All values account for 
the whole tourism system (e.g. average distance for all three modes). The different lines represent all 23 context 
scenarios but show little variation. 

Concluding, the GTTMdyn is able to accommodate a large range of contextual scenarios without encountering 
technical problems. Furthermore, both the twelve basic contextual scenarios and the two extreme contex-
tual scenarios produce reasonable outputs. 

3.4.3 Extreme policy values
While building the model, I continuously tested it with ‘reasonable’ values, which I considered interesting 
to evaluate with the GTTMdyn. For instance, the carbon tax impact was tested up to $1,000/kg CO2, a value 
at the very high end of what the literature discusses. In this section, I explore the behaviour of GTTMdyn for 
extreme values beyond the ‘reasonable ones’. Table 3.6 displays all of the extreme value tests and the limits 
beyond which the model crashes or its results become erroneous. For the future, a recommended investiga-
tion would be to find the causes of the model crashes occurring under the extreme value assumptions. The 
resulting insight would help to make the model even more robust. All of the extreme values were beyond, 
often far beyond, the operational range of the GTTMdyn, so there will be no limitations to its use and the pre-
sented results in chapter 4 are unlikely to be affected. The main exception is the ‘airport maximum capacity’ 
policy variable, which due to unreliable model behaviour cannot be reduced much more than below 10 
million slots per year, while there is scope to explore lower values.
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Table 3.6: Overview of the results of the extreme values test for the GTTM. All tested values were policy measures, 
excepting the model parameter TIMESTEP. 

Policy measure Extreme value Result

Biofuel subsidies 10^9 % Smooth changeover to biofuels. No effect on transport demand as 
the subsidy is not programmed to change prices.

Car efficiency improvement 
change per year

-100 %/year Achieving more than 100% reduction per year is impossible: the 
result is that all car emissions disappear in one year. 

Car electric share goal 1.0 (100%) The 1.0 is the largest meaningful value, and the model reacts 
normally. Higher values result in negative car emissions. The user 
is not allowed a value >1.0.

Car electric share goal < 0.01 (1%) This value causes the GTTMdyn to crash. A slightly different 
algorithm in the ‘Car electric share rate’ variable solves this, but it 
very slightly changes the baseline emission pathways as well. So, 
this was left as is.

Car share electric rate of 
change

3.0 The maximum value the model can take. A higher value causes 
the GTTMdyn to crash, also with the newer algorithm. The user is 
allowed a maximum of 1.0.

Air additional efficiency 
change

-200%/year Oscillations start and at -250% per year the model crashes. 
Physical limit is -100%/year.

Other efficiency rate of 
change

-195%/year Oscillations start at -200% per year, and these become very large 
at larger negative values. The GTTMdyn does not crash. Physical 
lower than -100%/year does not make sense.

Accommodation efficiency 
rate of change

-100%/year This value is the physical limit. Higher values result in increasing-
ly sharp oscillations and below -195%/year, the oscillations get 
out of hand, but the model does not crash until -100,000%/year.

Turboprop desired fleet 
share

1,000,000% No problems: the model reaches 100% turboprop.

Maximum aircraft scrap 
age

0 years Oscillation develops, but the model works normally at a lower 
emission efficiency (for just new aircraft). Very high values of up 
to 109 have no impact.

High-speed rail investment 
per year

$1020/year The model runs but generates negative CO2 emissions. Up to 
$1014 the Other transport emissions stay positive. The current 
global GDP is $0.8*1014. 

Airport slot capacity limit $107/year Lower values cause the model to crash, so the user is not al-
lowed to set lower values. 

Global CO2 tax $105/kg Up to $104/kg, no problems, at $105/kg the model crashes.

Ticket tax Air transport 104 % Up to 103 %, no problems, at 104 % the model crashes.

Global fuel tax car 105 % Up to 104 %, no problems, at 105 % the model crashes.

Global ticket tax other 1020 % Up to 1020 %, there are no problems.

All three ticket/fuel 
subsidies 

-100% The model runs, but the calculation of tourism revenues crashes 
due to dividing by zero at exactly -100%.

Global air cruise speed 
change

100% The model runs at double speed, but emissions become very high 
with an initial peak. At -30%, there are no problems. Bear in mind 
that the current jet aircraft are unable to fly faster than 10% of 
the current cruise speeds because of the speed of sound and no 
slower than -30% because it becomes difficult to stay aloft.

Global car speed factor 106 % No issues found. Results in a strong modal shift to car use, as 
expected.
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Policy measure Extreme value Result

Global Other speed factor 106 % No problems: it results in a moderate modal shift to the use of 
Other transport.

Length of stay rate of 
change

+1.0/year Normal behaviour with a growing number of nights and accom-
modation emissions and the revenues increased to extreme 
levels. 

Length of stay rate of 
change

-1.0/year Normal behaviour, reducing all nights and accommodation emis-
sions to zero at scenario start. Lower values result in negative 
accommodation numbers, but the user inputs are restricted to 
much smaller values.

Desire to travel 1000 This value poses no problems.

Desire to travel .01 The first value (in 2015) cannot be reduced below 0.5 as the 
model crashes below that. After that, it is no problem to reduce 
the value gradually to 0.01 in 2100.

Attraction of distance 100 The model runs, but, above 10, a further increase of the attraction 
of distance does not increase the distances, but rather reduces 
the increase. 

Attraction of distance 0 As expected, this results in a significant reduction of distances 
and emissions.

TIMESTEP <1 year The aircraft fleet model is only modelled to run with the 
TIMESTEP set at 1 year. With values lower than 1 year for 
TIMESTEP, all air fleet calculations stop functioning, causing 
Air transport to become zero; at higher values, the model stops 
running. 

Overall, there is certainly scope for ‘cleaning’ the issues revealed by the results of the extreme values test. 
However, as the model still works well within the reasonable limits of its intended use, it is likely that these 
issues might not deteriorate the usability of the model. At least it has not provided suspect responses to 
‘reasonable’ inputs.

3.5. A selection of model behaviour tests

3.5.1 Distance and time decay
Peeters and Landré (2012) show some general characteristics in tourism transport, like distance decay 
and travel time decay (see also Reprint Annex III). To explore whether the GTTMdyn inhibits such behaviour, 
Figure 3.8 shows the number of trips as a function of the average one-way distance for the twenty distance 
classes, drawn as a continuous line for the Reference Scenario, starting in 1950 with 50-year intervals up 
to 2100. The distribution in 1950 sharply followed a distance decay, but in later years, some discontinuities 
in the lower distance ranges do emerge. These are most likely caused by the mixing of the three transport 
modes with one mode that is characterised by five to ten times higher operation speed than the other two 
modes. This transport travel speed difference has a significant impact on differences in travel time costs 
and causes, at a certain distance, the cost of (flying) a longer distance becomes lower than (driving) shorter 
distances. In reality, there are also several discontinuities in the international tourism distance decay curve 
as shown by McKercher (2008); McKercher, Chan, and Lam (2008). However, these discontinuities appear at 
a much higher distance (about 6000 km) and are probably related to the irregularities of the distribution of 
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wealth over the globe. In this case, the economically and culturally strong relationship between two medium 
distance bodies of the global economy, the US and the Europe, causes the high levels of trips at the 6000 
km range. In the GTTMdyn, geographic distributions have been ignored and thus will not be the cause of the 
irregularity.

Our study on the distance and travel time decay for Dutch holidaymakers makes a case for travel time 
decay over distance decay (Peeters & Landré, 2012), see also Reprint Annex III. With distances greater than 
2,000 km, the market is served almost exclusively by Air transport, and above that distance, the distance 
decay becomes more regular. However, another effect is discernible: distance decay is far less strong in 
2050 and certainly in 2100. The possibility of travelling the entire length of the world (18,000 km) has be-
come more and more ‘doable’ due to the speed of jet aircraft and the combination of higher incomes and 
reduced prices, filling up the long-haul segments of the market. The second reason is that the curve is cut 
off at 18,000 km simply because the world is finite, thus cutting-off the original ‘long tail’. 

Figure 3.8: Overview of the development of distance decay over time for the Reference Scenario. The figure shows 
that while distance decay did exist in 1950, it became irregular over time. Note that this graph shows the patterns, 
but not the absolute distance decay because the bin sizes vary from narrow at the lower distances to wide at the 
longer distances. The dots show the bin means.
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Figure 3.9: Time decay for the Reference Scenario for 1950, 2015 and 2100. The desire to travel further combined 
with the limitation to the maximum distance that earth allows us to travel (some 18,000 km), causes in 2100 a 
concentration of trips at the high end of the tail. The bins are equally sized from 0-5 hours, 5-10 hours, etc., but the 
dots are placed at the real average travel time per bin.

Figure 3.9 shows that the time decay curve acquires a ‘fat tail’ in 2100. Also this fat tail is likely caused by 
the finite size of the earth. At the short distance side of the curve, the definition of tourism reduces the num-
ber of trips, because at very short distances it is difficult to get ‘out of the usual environment’. In the 1950s, 
travel speed was low and longer distances very expensive, so it makes sense that the usual environment 
was much smaller and that true time decay is shown in that year. Concluding, the relatively weak distance 
decay and clearer time decay (see Figure 3.9) which are also found in the literature are represented by the 
behavioural model of the GTTMdyn.

3.5.2 Transport mode and distance class distribution
I have looked at the development of modes over distance classes. Figure 3.10 shows the results. Note that 
the distance classes are unevenly distributed with most of them covering short haul travel and only few 
medium and long haul. In 1950, the car’s importance increased and distances boosted above 200 km one 
way. By 2000, air travel has established a significant market for the middle distances up to 2,500 km and 
enabled the development of long-haul travel. In the GTTMdyn, long-haul travel is exclusively for Air transport, 
though high-speed rail captures a bit of the market up to 4,000 km one way. 
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Figure 3.10: Overview of the pattern of modal split development for 1950, 2000 and for the Reference Scenario 
2050 and 2100 as a function of the average distance one way (km) for each distance class. The distance classes are 
concentrated at the lower end, with only a few for the distances above 4,000 km one way. The graphs have different 
vertical scales for the number of trips. Note that the bins are unequally sized as shown by their lower-upper limits 
on the horizontal axis.

Another test is to explore how the GTTMdyn behaves under strong policy measures. The Economic Mitigation 
policy scenario (see details in 4.5.5) is such a scenario that assumes not only high taxes on air tickets and 
carbon emissions but also a significant level of investments in high-speed rail infrastructure and a world-
wide cap on airport slot capacity. It also assumes a reduced attraction of distance and a slightly reduced 
inclination to travel, but at the same time a slower reduction in the length of stay. This causes the overall 
number of nights to remain as in the Reference Scenario. Figure 3.11 shows that the distance decay is partly 
restored compared to the Reference Scenario case. The slot capacity restriction sweeps away most of Air 
transport and the heavy investments in high-speed rail create a market for much longer distances for high-
speed rail travel, though I am unsure whether distances of up to 9,000 km one way would be able to capture 
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the market indicated in Figure 3.11. Economically, it makes more sense that the scarce slots at airports will 
be allocated to long-haul flights at the cost of short-haul flights, where there are more abundant alternative 
transport modes. The GTTMdyn does not capture such a development. The reason may be that there is a kind 
of maximum travel time that prevents the majority of people from travelling longer than a certain time; a 
time that could be about 30 hours as indicated for 2015 in Figure 3.10. The GTTMdyn assumes the value of 
travel time to be independent of the trip travel time, i.e. equal regardless of whether the travel time amounts 
to a couple of hours or up to longer than two days, the maximum observed in the GTTMdyn. As no research 
has been conducted on this topic, it remains speculation if such a limit exists and, if so, at what level.

Figure 3.11: The distribution of trips over distance classes and modes in the Economic Mitigation policy scenario. 
This scenario assumes high investments in high-speed rail, a limitation to airport slot capacity and high taxation 
of aviation and carbon emissions (see Section4.5.5 for additional information). Note that the distance bins on the 
horizontal axis do not follow an equal distribution.

To summarise, the GTTMdyn does provide the kind of distance decay, time decay and modal-split distribu-
tions over time one would expect, and maintains them long into the future, though the long-haul ‘tail’ 
becomes rather thick, due to the limitation of earth’s maximum distances.

3

Model testing and limitations



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 112PDF page: 112PDF page: 112PDF page: 112

112

3.5.3 Endogenous mechanisms of growth

Results of GTTMdyn with all exogenous variables set 
constant between 2015 and 2100.

Same as in the first column, but with the distance attrac-
tion factor set at 0.0.

Figure 3.12: Endogenous transport growth and modal shift in the GTTMdyn. The two graphs on the left show the out-
come when all exogenous variables are set to constants between the years 2015 and 2100. Also, the right graphs as-
sume the distance attraction factor to be zero. The grey lines indicated with an * give the Reference Scenario values.

A significant exogenous variable that causes the tendency of the GTTMdyn to increase distance is the ‘at-
traction of distance’ factor, as the two graphs at the right of Figure 3.12 reveal. In most transport models, 
‘distance’ is an intermediary variable that translates into time and monetary costs and therefore causes a 
tendency for short distance trips to be preferred over long ones. However, in the GTTMdyn, the assumption is 
that the further away a destination, the higher its attraction. Upon looking more closely at the transport vol-
ume (upper right graph in Figure 3.12), however, it appears that even with the distance attraction set at zero, 
transport volume continues to increase slowly up to approximately 2035, after which it becomes exactly 
constant. It is difficult to say where this delayed effect comes from, without performing a further in-depth 
analysis with the GTTMdyn. The same accounts for the continued modal shift that is even more significant 
when the distance attraction is set at zero, rather than at its calibrated value. One could speculate that the 
effect is caused by the complicated interplay between the psychological value of each transport mode and 
distance class and the reference value, which is a mixture of the average cost and travel time values for all 
modes and distance classes and a varying share per mode of the ‘own mode’ average. For instance, this 
share, the ‘mode only reference factor’ (see Table 2.9) is 0.41 for Other transport, means that 41% of the 
cost and travel time of Other transport determines the reference value for Other transport travellers, with 
the remaining 59% by the average of Car and Air transport. For Air, the ‘mode only reference factor’ is 0.48 
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and for Car 0.57. Furthermore, this connectivity combines with some delayed feedback loops for airport and 
rail infrastructure and air fleet capacity, which together may be responsible for the small shifts that continue 
after 2015 due to the global mode distribution being relatively far from its equilibrium. However, this is all 
mere speculation without more extensively testing GTTMdyn.

3.6. Face validation: expert policy strategies

Face validation (Heijkoop, 2005) comprises a technique described by Forrester (1961), where the model 
results are presented to and discussed by a group of experts (Love & Back, 2000). The experts assess 
whether they consider the model results and the reaction to policy measures to be ‘reasonable’. To facilitate 
‘face validation’, a workshop was organised as part of the ‘Desirable transport futures’ third international 
workshop in the Black Forest of Freiburg, Germany held, 28 June - 1 July 2016 in Kirchzarten. Twenty-two 
tourism and transport experts from Germany, Switzerland, the United Kingdom, the Netherlands, Austria, 
Belgium, Canada and New Zealand visited the international workshop. The GTTM workshop was an op-
tional programme element attended by ten attendees from the United Kingdom, Israel, Germany, Belgium, 
the Netherlands and Canada. Just before the workshop, as part of the regular conference programme, I 
presented the results of the GTTMdyn policy strategies. The workshop’s programme consisted of a short in-
troduction to the GTTMdyn model, some example runs and background information followed by a discussion 
and an attempt by the attendees to define input for their own policy strategy. For the latter, the attendees 
were asked to fill in a form with their preferred policy measures. They were free to follow their own strategy 
and policy goals, for example, to minimise emissions or maximise revenues, or any other goal of their own 
choice. After the workshop, each workshop attendees suggested policy measures were implemented in the 
GTTMdyn. Section 4.4 shows that the experts had different goals, but they were not always able to achieve 
these goals with the GTTMdyn generally because of misconceptions caused by the complexity of the task to 
set over 20 highly different policy measures, that often caused contradicting effects for the tourism system 
and its emissions.

The discussion kicked off with questions about how the model works. We discussed, for instance, 
whether a life-cycle assessment is part of the model. In general, the GTTMdyn does not account for LCA 
aspects, except for the production of oil-based fuels and biofuels. The reason is that LCA emissions for 
aircraft are <1% of operational emissions and for trains and cars less than 10% (Åkerman, 2011). Another 
question generating discussion was why the GTTMdyn ignores a range of technological revolutions in Air 
transport, such as electric aircraft, propfans, blended wing bodies, full active laminar flow and even low-
energy nuclear reaction (LENR) aircraft (Wells et al., 2014). Furthermore, attendees questioned whether 
rebounds were taken into account. For instance, when automobiles are made more fuel-efficient, car travel 
will become cheaper; therefore, demand will show additional growth, negating part of the emission reduc-
tions gained from the efficiency improvement. Of course, the GTTMdyn includes many such rebounds, like for 
Car and Air transport. Some of the GTTMdyn

’s responses to policy measures generated surprise. This shown 
by GTTMdyn’s behaviour that both slowing Air transport beyond a certain point (10%) or taxing Car transport 
would increase emissions (see Section 4.5). Finally, there was a methodological discussion concerning the 
use of scenarios and the role of a storyline to determine the input variables.
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The workshop demonstrated that the GTTMdyn description and results generated a range of questions, 
which could all be answered to the satisfaction of the experts. The consensus was that the model behaviour 
and outcomes made sense. Besides policy strategies, there were suggestions for ‘true’ scenario building 
that is based on a certain storyline that consistently details developments for, among others, policies, soci-
ety, technology and the economy. The experts’ policy strategies, further presented in section 4.4, illustrated 
the tension between the sector’s growth paradigm and reducing emissions. Moderate strategies do perform 
relatively well regarding economics and growth, but, at the same time, they do not substantially reduce 
emissions.

3.7. Limitations of the models

A model is always a simplification of reality, and the three GTTMs are no exception. Models suffer from 
theoretical and methodological uncertainty and errors, a lack of appropriate data, aggregation, simplifica-
tion, flawed assumptions and limitations to their validity over time and input ranges. Furthermore, scenario 
studies based on such models suffer from uncertain estimates of future exogenous variables, known un-
knowns (technology that is known to exist at a low-technology readiness level, but for which it is unknown 
when and to what extent it will become practically available), and unknown unknowns (technologies or de-
velopments that have no name yet, but which may emerge in the future). See further Lempert et al. (2003); 
Schwartz (1996). I will discuss some of these unknowns in Section 5.4.2. For long-term policy analyses, 
the uncertainties are significant and are prone to aberrations (Lempert et al., 2003). Indeed, one simply 
cannot know the long-term future. However, many decisions taken today may have long-lasting impacts, 
for decades and sometimes up to the end of this century and beyond. How can one take such decisions 
without regret? The main source for long-term impacts and ‘lock-in’ effects are decisions on infrastructure. 
Most of the underground systems in cities like Paris, London, Moscow and New York were built more than 
a century ago, yet they still determine how people travel through these cities. The same is also true for 
many railway lines, roads, harbours and airports. For instance, current high-speed rail infrastructure invest-
ments in China may have a significant impact up to the end of the twenty-first century (Fu, Zhang, & Lei, 
2012). Apart from infrastructure, there are also long-term effects of aircraft and train fleet developments. 
For both the development of new types now takes over a decade, while the trains and aircraft will be in 
production for two to three decades and will be in use for up to five decades. Decisions to develop or not to 
develop certain technology will leave a footprint until the end of the twenty-first century, including a carbon 
footprint. Even more challenging for policymakers is the slow response of the climate system to changing 
emissions. Consequently, scenarios of one or two decades are less relevant because the success or failure 
of mitigation efforts can only be proven after a century has passed. Therefore, it is difficult to discuss tour-
ism’s contribution to climate change and mitigation effects without having a long-term view on what may 
happen. The need to apply a very long time horizon, of course, introduces much uncertainty and it limits its 
interpretations. In the following section, I discuss the most important limitations to the results generated by 
the GTTMdyn: model structural (ignored feedbacks), informational (lack of data), scope (simplifications) and 
the modelling approach (economics).
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3.7.1 Ignored feedbacks
My choices between endogenous and exogenous variables and parameters in the GTTMdyn may cause some 
feedback mechanisms to be overlooked. For instance, the impact of climate change on the global economy 
is designated as an exogenous variable, while it likely feeds back into the tourism system in a way that could 
reduce economic growth (Stern, 2006), thereby slowing down tourism development. Also, it may affect 
income distribution (Mutter, 2010; Skidmore & Toya, 2002), which decreases equity and thus decreases the 
development of tourism. Therefore, when tourism causes additional climate change, this negative feedback 
will cause a slowdown in tourism growth and its contribution to climate change. This feedback may cause a 
(likely small) overestimation of tourism’s impact on the climate in unmitigated scenarios. 

Another ignored feedback is the effect that a growing tourism economy may exert on technological in-
novation and development in tourism. When the sector shows healthy growth and profits, it will be able to 
invest more in technology, particularly in technologies that save energy and reduce emissions. A declining 
sector will not have the same capacity to do this. This feedback loop may consist of two loops, one innova-
tion loop that might increase tourism’s growth and one efficiency loop that might reduce the emission fac-
tors (see also Peeters (2010b), reprinted in Reprint Annex I). The impact on CO2 emissions will probably not 
be large, also because of another balancing loop in which emissions reductions will further reduce the costs 
of tourism (transport) and thereby increase its volume growth, which partly counters the gain in efficiency. 
The GTTMdyn version ignores this loop, except for the car. Finally, basic prices for using cars and rail and air 
tickets are exogenous. In a real-world economy, these would be determined by demand and supply. I only 
modelled endogenous price increases in a few cases as a response to supply shortages caused by a policy 
(airport and concomitant air fleet capacity limitations causes increased ticket prices). For the other modes, 
Car and Other, such feedbacks were ignored. Because transport markets are often low profit (for instance 
in the airline sector, IATA, 2013a) the effect will not be large because prices will stay close to the real costs. 

3.7.2 Insufficient data
As shown in Figure 1.3 in Section 1.4.2, under the subheading ‘Data’, only approximately 20% of all global 
tourism trips are systematically recorded. Tourism transport is not specifically measured, but there is in-
formation about the major transport volume, which is Air transport. International tourism trips have been 
measured since the 1950s; aviation data goes as far back as the full history of aviation, though with dif-
ferent coverage throughout the world. Data that goes further back to 1900, are particularly scarce. I used 
various strategies to solve these problems (see chapters 1 and 2). These comprised an in-depth literature 
study with all manner of sources while acquiring some data points and interpolating the data in between. 
Furthermore, I applied ‘rules of thumb’ when generating data. For instance, the initial average distance and 
distance distribution for each transport mode were based on an assumed relationship between average 
distance and average speed and a power curve describing distance distribution, which was developed by 
Peeters and Landré (2012), see Reprint Annex III. I also applied several checks and balances when interpret-
ing historical data and creating the time series for trips and distances with which the GTTMdyn had been 
calibrated. For instance, the generated tourism transport volumes were checked to be sure they represented 
the expected small shares of known transport volumes per mode. Apart from tourism and transport volumes, 
the prices, fuel efficiency, emission factors and operational factors (like aircraft utility or car seat occupa-
tion rates) were also required. I reviewed all the time series for internal consistency. Still, much uncertainty 
exists about the historical reconstruction of tourism and tourism transport and the time series are most 
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likely not always accurate. The estimated historical growth rates could have been systematically too large 
or too small, probably cause the model to provide too high or too low future estimates. I examined parts of 
the tourism system; specifically the total tourism numbers and Air transport volumes for both trip numbers 
and passenger kilometres, in comparison with a range of existing studies (see Section 3.3). This examina-
tion showed that the GTTMdyn was within the varying results of other studies. The calibrated model does 
reproduce the twentieth-century developments reasonably well, but this cannot prove it does so for the right 
reasons. This uncertainty, of course, may have consequences for calculations involving the future of tourism 
in the GTTMdyn. These consequences are unknown. 

3.7.3 Model simplifications
Like every model, the GTTMs are based on simplifications of the systems that they describe. In this section, 
I will only discuss the GTTMdyn, whose main simplifications include the trip-generation assumptions, the as-
sumption of 60 global tourism ‘markets’, and the assumptions with regard to the travel choice process (the 
behavioural model). Also, the emissions modelling of accommodations, Car transport and Other transport 
are simplifications, as explained in this section. Furthermore, the scope of the model sets limitations to 
its use as well. The restriction of tourism to over-night visitors, thus ignoring same-day visitors, may have 
consequences for results and conclusions. In this section, I will explore the consequences of trip genera-
tion, global markets, restriction to overnight visitors and simplifications in the emissions model, as they are 
likely the most important aspects concerning tourism and transport volume development and the impact 
on emissions.

The trip-generation assumption consists of a direct, linear relationship between the number of trips and 
GDP per capita, but with a limit of five trips per capita per year (see Section 2.2.3). The non-linearity caused 
by the maximum number of trips/capita/year makes the distribution of income over the population relevant 
for estimating the share of the population above the GDP/capita that is limited. To that end, I developed a 
reverse calculation based on the GINI factor for global income distribution, detailed in Section 2.2.3 and by 
Peeters (2013), see Reprint Annex IV. The limitation of the assumed relationship between GDP/capita and 
trips/capita is that the GTTMdyn is unable to represent a total collapse of the tourism sector, that is, of the vol-
ume of tourist trips. Although there is some anecdotal evidence that tourism continues even during periods 
of global conflict, scenarios with great international conflicts will not be represented well by GTTMdyn. The 
trip-generating model only determines the number of trips the global population will make, but not where 
they go, for what purposes and by what transport modes. For the GTTMdyn, the global number of trips itself is 
highly significant: without it, the distribution over transport modes and travel distances cannot be made. The 
above raises two questions: What will the impact be if the relationship used results in the wrong shape (not 
linear), and what if the shape is right, but the coefficients are wrong? The coefficient between trips/capita 
and GDP/capita directly affects the number of trips for the share of the population below the limiting income. 
A 1% error in this coefficient will generate a 1% error in the model outcome. More interesting is the assump-
tion of the linear form and the maximum, which is based on empirical work by Mulder et al. (2007) but was 
not included by the single other paper assuming a linear income to the number of trips relationship (Bigano 
et al., 2004). The maximum means that with almost any income distribution, the relationship between aver-
age GDP/capita and trips/capita per year is not linear but concave and down increasing. So the long-term 
decoupling of the global tourism trips volume from GDP/capita growth revealed by the GTTMdyn is logical. 
The GTTMdyn coefficients were calibrated on the limited data available for global tourism trips between 1900 
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and 2005. Certainly, the number of tourism trips at the start of the twentieth century is extremely uncertain, 
although it is most likely low. The 2005 data are far better known and empirically based development, more 
or less exponential growth, is considered not uncommon for consumption goods over the past century (e.g. 
Grübler, 1990), as long as no substitution enters the market. The latter has not been the case for tourism 
arrivals sec. The model is sensitive to the maximum value. When this maximum number of trips/capita is 
set at six instead of five (+20%), total tourism emissions increase by 9.8%. An unlimited per capita number 
of trips would nearly double emissions. This doubling would mean that the results of the GTTMdyn are no 
longer compatible with other long-term scenarios, such as those described in Section 3.3, or the coefficient 
determining the relationship between GDP and number of trips would need to be much lower than what has 
been suggested by both Mulder et al. (2007) and Bigano et al. (2004).

A more complex undertaking was finding the distances involved in the global-tourist trips and the dis-
tribution over transport modes. The data gaps for tourist transport were extreme, and data was essentially 
unavailable. Some global data about transportation are available, but this information is not specified for 
travel by tourists and is only detailed for Air transport. The international portion of the relevant transport 
volumes was created using international statistics for tourist travel between countries and assuming a cer-
tain average distance based on the distances between capitals and between each country, as explained in 
Peeters and Landré (2012) and reprinted in Reprint Annex III. The average distance is corrected for in case 
of high volumes of trips between border regions or in case of eccentrically positioned capitals. This data 
contained over 12,000 relations and distances. There is no detailed data available for domestic tourism. The 
estimated overall number of domestic trips is based on the global trips generation model unit and subtract-
ing the known international trips. For the average domestic travel distance, I used a relationship between the 
surface area of a country as developed by Peeters and Landré (2012), see reprinted in Reprint Annex III. This 
relationship allowed me to fill 60 tourist travel ‘markets’ for the model’s base year 2005, comprising twenty 
distance classes for each of the three main transport modes: air, car and other. The main drawback to the 
model’s accuracy may come from the relatively small number of distance classes accommodating distances 
varying between less than 100 km up to 19,000 km one way. An even distribution would create the shortest 
distance class to contain all trips up to almost 1,000 km one-way. So, the transport modes Car transport and 
Other transport would only be included in two classes, as the trip numbers become very low above 2,000 
km. To avoid this, I chose to distribute the classes in far shorter distances in the short-haul market and 
much further apart for the medium and long-haul segments, where modal choice plays no role. The overall 
distance is derived by multiplying the number of trips in a distance class with the average distance defined 
for the distance class. Because changing the number of classes would involve a major modelling effort, no 
test has been done to verify the impact on resolution and accuracy.

The apparent disadvantage of the 60 distance-mode markets approach is that the GTTMdyn cannot pro-
vide data about the geographic distribution of arrivals and departures, nor about domestic or international 
trips. It also fails to say anything about travel to developing or developed countries. Overall, the accuracy 
of the calculations is not affected, apart from the resolution effect discussed previously. More important 
limitations to this approach include the kind of measures that can be simulated. Those measures that do 
differentiate within the least developed, developing and developed countries, or between domestic and 
international tourism, will require further analysis or adding modules to GTTMdyn. 

The ‘emissions submodel’ is fairly detailed for aviation, including the dynamic relationship between 
overall emission factors and fleet age. However, it is relatively simple for other elements of the tourism 
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system (Car, Other transport and Accommodation). The consequence of these simplifications is that, for 
instance, the GTTMdyn cannot accommodate measures affecting certain car types or fuels, except for the 
division between cars driven by fossil fuels and by electric power. Of course, because of this simplification, 
the output of the GTTMdyn does not differentiate between different types of cars, fuels used and the many 
types of Other transport. The overall emissions for Air transport, well over half of the total tourism emissions 
in 2015 and increasing to 70-90% up to 2100, does not appear to be affected because the results calculated 
with the GTTMdyn compare relatively well with the estimates published in the wider literature (see sections 
3.2 and 3.3). 

As regards the number of visitors, the same-day visitor sector - those going for a day’s hike, shopping or 
attending a daytime meeting, without staying overnight – are excluded from GTTMdyn. UNWTO-UNEP-WMO 
(2008) estimated this number at five billion for 2005. However, there is a great deal of uncertainty about 
this figure, due to a wide range of different definitions in the national statistics that feed the international 
UNWTO statistics (see the section ‘Definitions’ in 1.4.2). The overall CO2 emissions caused by same-day 
visitors were estimated to be 133 Mton, which is about 11% of the total tourism sector. About 11 Mton is 
caused by same-day visitors using aviation. The latter is important because the main challenge of mitigating 
tourism’s CO2 emissions is down to aviation, and 11 Mton accounted for 2% of all tourism-related aviation 
emissions in 2005. The conclusions based on the GTTMdyn are therefore unlikely to be different if same-day 
visitors are included. 
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4.1. Introduction: scenarios and strategies

The literature provides wide-ranging definitions of scenarios (Bradfield, Wright, Burt, Cairns, & van Der 
Heijden; Schwartz, 1996). Firstly, it is important to understand that a scenario does not forecast the future, 
but rather provides a coherent and plausible (not likely) future state of the world, or, in my case, the tour-
ism system. Scenarios are commonly divided into groups based on the dichotomies ‘exploratory’ versus 
‘normative’, and ‘quantitative’ versus ‘qualitative’ (Gordon, 1992; Prideaux, Laws, & Faulkner, 2003; van 
Notten, Rotmans, van Asselt, & Rothman, 2003). Exploratory scenarios are plausible scenarios based on a 
coherent set of assumptions, also referred to as ‘what if’ scenarios. By contrast, normative scenarios start 
with a ‘desired future’ and try to determine the policy measures (e.g. a carbon tax) and assumptions (such 
as a faster rate of fuel efficiency improvement per year for aircraft) that can be taken now to reach such 
a desired state. Often, the term ‘backcasting’ is used to describe this process (Prideaux et al., 2003, p. 
476). Backcasting is often applied in environmental studies that explore the sustainable development of 
complex systems (Dreborg, 1996). The other scenario division axis is quantitative versus qualitative. Quanti-
tative scenarios use models and simulations to describe the future based on underlying relationships, while 
qualitative scenarios are narrative and exploit methods like the Delphi method or brainstorming. In my work, 
all scenarios are based on the GTTMdyn and thus are quantitative, even though in some cases narratives have 
been used to define the scenario. For further background to the scenario method, please consult our paper 
(Peeters & Dubois, 2010), reprinted in Reprint Annex II. 

This chapter starts by describing the Reference Scenario (4.2). This scenario is more or less based on 
‘middle-of-the-road’ assumptions for parameters like population, the economy, global climate mitigation 
and ‘business-as-usual’ policies. It also shows behaviour somewhere in the middle of the entire set of con-
textual scenarios, which were introduced in 3.3. Section 4.3 explores the effects of a range of policy meas-
ures. Section 4.4 discusses the experimental scenarios developed during the workshop held in Freiburg. 
Section 4.5 presents and discusses a range of policy strategies, including those suggested by the experts 
who attended the workshop (see also Section 3.6).

4.2. GTTMdyn Reference Scenario

4.2.1 General description
The Reference Scenario is a specific contextual scenario that is meant to be ‘middle of the road’, which is 
used as a reference when comparing different policies and futures. It is not meant to be used as a forecasted 
most likely future. The Reference scenario assumes the IPCC SRES B1 economic growth (IMAGE-team, 
2006) and Medium UN population growth (United Nations, 2011) as well as no specific mitigation policies 
and default B1 equity development. Figure 4.1 gives a graphical overview of the output of the GTTMdyn or 
the Reference Scenario. 
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Figure 4.1: a graphical overview of the main time series for the Reference Scenario. In the lower left graph, the 
expenditures and revenues are equal, causing expenditures not to be shown. The grey lines indicated with an * give 
the Reference Scenario values. CO2 emissions are the annual emissions.
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Based on the Reference Scenario, the following observations can be made:
1.  tourism growth is large measured in number of trips, distances (pkm) travelled, revenues and CO2 

emissions between 1900 and 2100. The main cause will be the combined increase of population 
and income. However, a scenario assuming constant population, GDP and income equity (Figure 
4.2) shows that only the number of trips become exactly constant, while the distances continue to 
grow and the transport modes continue to shift from ‘car’ to ‘air’ and ‘other’. CO2 emissions become 
nearly constant. The transport mode and distance class shifts are caused by reducing ticket costs and 
increasing speed for both Air and Other transport modes between 2015 and 2100; 

2.  the growth was exponential in the twentieth century, but it appears to flatten during the 21st century. 
Apparently, tourism follows an S-shaped curve over the two centuries considered in the GTTMdyn. 
The reduced growth in the second half of the twenty-first century is mainly caused by the assumed 
slowing down of the world population in the Reference Scenario; 

3.  tourism revenues and CO2 emissions both follow the same growth pattern, but revenues grow slightly 
faster than emissions (by a factor 5.25 and 4.49, respectively);

4.  for annual CO2 emissions, the role of Air transport continues to increase from almost 50% in 2005 up 
to 76% in 2100;

5.  a fast increase of investments in high-speed rail, airports and emissions abatement (technological 
development of efficiency), these amounts are an order of magnitude lower than the total revenues 
for the sector. The HSR investment bump between 2000 and 2015 is entirely caused by the sharp rise 
in investments in China; and

6.  the private car has formed the backbone of tourism transport since about the 1990s, and it continues 
to do so as measured by the number of trips. However, in terms of transport volume (pkm), Air transport 
has occupied the largest share of tourism transport since the 1990s. 

4.2.2 Growth
In 1900, tourism was limited to a 640 million trips with an average length of stay of 7.3 nights (adding to a 
total of 4.6 billion nights). For nearly all of these trips, tourists travelled by either train, bus or ferry, aircraft 
did not exist, and cars were not yet common. Tourists covered a total of 130 billion passenger kilometres 
(pkm), averaging a one-way distance of slightly more than 100 km. Transport and accommodation gener-
ated a rather roughly estimated 118 Mton of CO2 emissions, which represented a 2.6% share of the global 
emissions in 1900 as indicated by the IIASA (2015). The twentieth century saw a sharp rise in the growth of 
tourism. By 2000, the volume of trips had increased to 6.3 times the volume of trips taken in 1900 (a 530% 
increase), and the number of nights increased by a factor of 3.8. The substantial growth, however, is shown 
by tourism transport (pkm), which increased by a factor of 51.4 (5,040%). The effect on CO2 emissions was 
an increase to 930 Mton in 2000, thus by a factor of 7.9. Based on these findings it is concluded that the 
‘trip emissions’ per night - thus the sum of all accommodation and transport emissions divided by the length 
of stay - increased substantially, while those per trip rose only slightly and those travelled per kilometre 
decreased substantially.
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Figure 4.2: Overview of the results for a hypothetical scenario with a flat population development, GDP and equity 
development between 2015 and 2100. The grey lines indicated with an * give the Reference Scenario values. Emis-
sions represent the annual CO2 emissions. 
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Table 4.1: Overview of past (1900), current (2000) and future (2100) characteristics of the tourism and transport 
system, comparing ‘simple exponential extrapolation’ with the results of the GTTMdyn. The years 1900 and 2000 are 
based on data and the year 2100 is based on either the extrapolation or the GTTMdyn.

1900 2000 Historical 
average growth 
factor (%/year) 

2100
constant 
historical 
exponent 
extrapolation1)

2100
GTTM Reference 
Scenario

Average 
growth factor 
%/year 
GTTMdyn 

pkm (109) 130  6,687 4.02% 343,900 81,900 2.54%

trips (106) 638 4,051 1.87%  25,700 20,020 1.61%

average one-way 
distance (km)

102 825 2.11% 6,686 2,044 0.91%

nights (106) 4,625 17,590 1.34% 66,900 52,100 1.09%

LOS (nights per trip) 7.25 4.34 -0.51% 2.60 2.602) -0.51%

CO2 (Mton) 118 930 2.08% 7,308 5,162 1.73%

Average transport 
emission factor (kg/
pkm)

0.4165 0.1025 -1.39% 0.0252 0.0573 -0.58%

1) In this column, the value is calculated by assuming the historic average growth rate (e.g. 4.025% for pkm) continues 
over the entire2015 to 2100 period (e.g. 1.042^(2100-2015) as the overall growth factor. This illustrates how such 
‘simplistic’ but not uncommon methods may fail to account for the many feedbacks and S-curve like relationships. 
2) In the GTTMdyn, the decline in the length of stay is assumed to continue as observed historically.

Using the numbers shown above, I also may break down the tourism and transport system into a number of 
single historical growth percentages per year, allowing me to assess what would happen if I assume these 
were constant through the end of the twenty-first century. Table 4.1 shows the result in the column ‘2100 
constant historical exponent extrapolation’. The twenty-first century with just over 4% per year growth of 
tourism transport, the historical rate, would result in 343.9 trillion pkm. However, the GTTM indicates a 
significantly lower growth in both the average and total distances travelled by people (‘GTTM Reference 
Scenario’). This is mainly because in the past, the introduction of the car and, even more so, the jet aircraft, 
increased travel speed from an average of about 80 km/hr to over 200 km/hr in 2015 and 344 km/hr in 2100 
(see Figure 4.3). The major change occurred during the twentieth century, levelling off during the twenty-
first century. If supersonic flight or space travel develops during the twenty-first century, there is a chance 
that distances would again increase much faster, provided such fast transport be available at comparable 
costs to current flights. Also, the rise in the number of trips and CO2 emissions is lower than the simple 
exponential extrapolation suggests, but the difference is more moderate at 21%, respectively, 29% less. 
Interestingly, the average transport emission factor will improve far less than it has done in the past. This 
lack of development is mainly caused by the increasingly slowing trend of aviation efficiency because this 
sector is approaching the limits posed by the laws of thermodynamics, aerodynamics and materials science, 
as explained by Peeters (2010b), reprinted in Reprint Annex I. 
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Figure 4.3: Global travel speed for each transport mode and global average.

4.2.3 Effects of population, GDP and GINI
The relationship between climate change and equity is diverse. It is known that, measured as a percentage 
of GDP, developing countries tend to be more affected by the damage caused by climate change than devel-
oped countries (Tol, Downing, Kuik, & Smith, 2004). For instance, while the US would suffer climate damages 
in the range of 0.5% of GDP at 2.5 °C, with the same rise in temperature, Africa would face climate damages 
of 3.9% and India would face damages as high as 4.9% of GDP, in comparison to a situation without climate 
change. The contribution to climate change, certainly the total historical contribution to radiative forcing, is 
mainly caused by the minority of rich people causing a “robust double inequity between responsibility and 
vulnerability for most climate-sensitive sectors” (Füssel, 2010, p. 597). My literature review did not reveal 
studies on the impact of reducing inequity on CO2 emissions. Also, the subject is not mentioned in seminal 
papers like Griggs et al. (2013), although Nilsson, Griggs, and Visbeck (2016) hint at it. The GTTMdyn allows 
users to analyse the impact of higher or lower equity in income distribution on tourism’s CO2 emissions. 
Figure 4.4 displays the results. 

Figure 4.4: The impact of the different equity of income assumptions on global tourism’s CO2 emissions.
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An increase in equity, even when GDP and population are kept equal, also increases emissions. The reason 
for this is likely the relationship between GDP/capita and the number of trips, which shows a linear relation-
ship up to a certain level. Therefore, the equity effect is stronger when it involves increasing equity coming 
from a situation of low equity as opposed to coming from a situation that already has relatively high equity 
(see also Figure 3.6 in Section 3.4.2). Interestingly, this effect is not mentioned Nilsson et al. (2016) in a 
recent assessment of the relationships between the latest UN Sustainability Development Goals. 

4.2.4 Effects of global climate mitigation scenarios
Global mitigation is typically considered to be accompanied by some form of higher global carbon cost 
(Rogelj, McCollum, Reisinger, Meinshausen, & Riahi, 2013). Of course, such an increased carbon cost would 
affect the tourism system as well. This higher carbon cost would impact both the distances travelled and 
mode choice, as well as the efficiency improvements gained through technology. Figure 4.5 shows the 
impact, where stronger global mitigation efforts lead to lower tourism CO2 emissions. I added one special 
case: strong global mitigation (Paris Aspiration at 1.5 °C) while excluding the aviation sector to illustrate the 
effects of the current inability of the global community to include aviation in global climate policies. Such 
an exclusion would halve the emissions reduction effect. The four global mitigation scenarios are Unlimited 
(the default causing >4.5 °C temperature anomaly), Moderate (3.3 °C temperature anomaly), Paris Agreed 
(2.0 °C temperature anomaly) and Paris Aspired (1.5 °C temperature anomaly).

Figure 4.5: Impact of different global CO2 emissions mitigation assumptions on global tourism’s CO2 emissions.

4.2.5 Sustainability metrics reference and contextual scenarios
As outlined in sections 1.3.3 and 1.3.4, three metrics and four sustainability criteria sets have been pro-
posed. First, Figure 4.6 shows the tourism-transport system’s annual CO2 emissions for the context sce-
narios and the Paris agreed and aspired global emission pathways. Somewhere between 2050 and 2080, 
the context scenario CO2 emissions start to exceed the global sustainable emissions. Such an exceedance 
has implications for the climatically sustainable development of global tourism as shown below.
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Figure 4.6: The annual CO2 emissions for the context scenarios of the tourism system and the two global emission 
reduction scenarios representing the 2 °C and 1.5 °C temperature-anomaly goals agreed in Paris, 2015. 

Table 4.2 provides an overview of the results for all contextual scenarios, including the Reference Scenario. 
The latter fails to attain sustainability for all of the criteria sets and on all metrics, except for a weak con-
tribution to climatically sustainable development. A ‘do nothing’ policy on tourism would mean that tourism 
could be labelled ‘climatically sustainable’ solely for a weak contribution to the set of criteria for the two 
lowest emissions contextual scenarios. Note that the ‘Flat-Flat’ scenario is not very likely as it assumes 
global population growth to immediately stop. Independent of the set of criteria, the two lowest growth sce-
narios do not result in an emissions deficiency and in the fair emissions share set (corrected for technology), 
the CO2 budget criterion is also met, but the emissions share in 2100 is not. The overall conclusion is that 
none of the contextual scenarios result in a climatically sustainable development of tourism, and they often 
severely fail the criteria for the medium- to high-growth scenarios.
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Table 4.2: Overview for all of the contextual scenarios for the sustainability metrics. The numbers show the metric 
values and the colours the criteria (‘green’ means the emissions comply with the criterion, and ‘red’ means the emis-
sions fail the criterion; the darker the red, the more severe the failure). 

4.3. The effects of individual policy measures

4.3.1 Policy effectiveness indicators
From the many indicators available for evaluating the performance of policy measures, strategies and sce-
narios, I have chosen the following six. The first three describe tourism sector performance, and the last 
three describe environmental performance:
1. number of trips: offering an indication of the total volume of tourism;
2. number of nights: which is more of a proxy for the total trip time enjoyed by tourists;
3.  after-tax revenues: this indicator is a proxy for the direct economic earnings of the tourism sector. 

Because I use the after-tax figure for revenues, high tax rates do not add to the income of the tourism 
sector;

4.  reduction of radiative forcing: includes the effect of contrail-induced cirrus, compared to the 
Reference Scenario in 2100;

5. reduction of CO2 emissions in 2100: compared to the Reference Scenario; and
6.  reduction of the cumulative emissions between 2015 and 2100: as a share of the Paris-Agreed 

global cumulative CO2 budget between 2015 and 2100.
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The above indicators mean that in all cases the larger the value, the better the scenario performs. For all 
graphs like Figure 4.7, this means that the larger the area circumvented by the line through the six indicator 
points, the better the performance of the scenario it depicts.

Figure 4.7: Example of the policy-effectiveness graph. The Reference Scenario scores a 1.0 for all sector-develop-
ment-related indicators and a zero for the environmental ones. The indicator for the volume effects is calculated as a 
fraction of the Reference Scenario in 2100, hence a 1.0 three times. The environmental effects are determined as a 
fraction reduction of the Reference Scenario emissions, hence a 0.0 for all three indicators. A score of, for instance, 
0.3 for an environmental indicator means a 30% reduction with respect to the total impact of the Reference Scenario. 

The above indicators provide a relatively complete picture of both the tourism sector’s socio-economic 
performance (growth, free travel and revenues) and the environmental climate-related effects of measures. 
It contains the final emissions in 2100, the radiative forcing in 2100 that is partly based on the accumulation 
of CO2 from tourism and the cumulative emissions themselves as a share of global emissions as agreed at 
the Paris Agreement (UNFCCC, 2015). So scenarios that provide early effects moving toward the year 2100 
will perform better on that parameter than scenarios that show a long delay in emissions reductions, even 
if they arrive at the same emission level in 2100. 

4.3.2 Individual measures
This section begins with an exploration of the effects of each policy measure. Table 4.3 presents a full 
overview of the 24 measures, the six categories and their default and extreme settings. The user limits have 
been set to be reasonable (see also the discussion in Section 2.5) so that the model can handle them without 
producing errors. In some cases, a maximum has been set for what is considered a physical limit (e.g. for Air 
transport an additional fuel efficiency improvement of 0.27% as explained in Section 2.5).

Table 4.3: Overview of policy measures and variables, the default value and the minimum and maximum allowed in 
the GTTMdyn. The default is the value used for the Reference Scenario and all other contextual scenarios, except for 
the ‘global (tourism) carbon tax’, which rises above zero in the case of global mitigation contextual scenarios (3.3 
°C, 2.0 °C and 1.5 °C). 

Code Description Category Default Min Max

PA01 Land-use capacity Alt. fuels Physical Sustainable Physical
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Code Description Category Default Min Max

PA02 Biofuels that may be used Alt. fuels None None all

PA03 Biofuel subsidies per biofuel feedstock time curve Alt. fuels 0% 0% 90%

PT01 Car efficiency change, per year Technology -0.55%/yr -3.5%/yr +2.0%/yr

PT02 Share of electric cars policy goal (fraction of fleet) Technology 0.1 0.0 1.0

PT03 Factor determining rate of introduction of e-cars Technology 0.15 0.0 1.0

PT04 Air additional efficiency improvement Technology 00%/yr -0.2686%/yr 00%/yr

PT05 Other transport efficiency per year change Technology -0.5%/yr -2.5%/yr 0.0%/yr

PT06 Accommodation efficiency per year change Technology -0.5%/yr -2.5%/yr 0.0%/yr

PI01 Turboprop desired share of fleet Infra 10% 0% 100%

PI02 Maximum aircraft scrap age Infra 50 yr 20 yr 50 yr

PI03 High-speed rail investments (109 1990 USD/year) Infra 10.2-26.4 0 200

PI04 Global airport capacity limit (slots /year) Infra 500*10^6 10*10^6 500*10^6 

PF01 Global (tourism) carbon tax (1990 USD/ton CO2) Tax & Sub $0 $0 $1000

PF02 Carbon tax for air, car, other and accommodation Tax & Sub Yes No Yes

PF03 Global ticket tax Air transport (– is subsidy) Tax & Sub 0% -50% +200%

PF04 Global ticket tax Car transport (– is subsidy) Tax & Sub 0% -50% +200%

PF05 Global ticket tax for Other transport (– is subsidy) Tax & Sub 0% -50% +200%

PS01 Global aircraft cruise speed reduction factor Speed 0% -30% 0%

PS02 Global operational ‘car speed’ change policy 
factor 

Speed 0% -30% +30%

PS03 Global operational Other transport speed factor Speed 0% -30% +30%

PB01 Rate of change of the length of stay (night/trip/
year)

Behaviour -0.0051 -0.006 +0.0015

PB02 Marketing policy desire to travel (trips/capita/
year) 

Behaviour 1 0.75 1.20

PB03 Marketing policy attraction of distance Behaviour 1 0.20 1.20

Figure 4.8 shows the maximum effect of applying each measure at the maximum rate prescribed by the 
GTTMdyn. Some measures are having an adverse effect, like the maximum air cruise speed or subsidy for Air 
transport. In some instances, the model user might sacrifice some emissions to retain certain economic per-
formances. For example, the user could subsidise Other transport in an attempt to keep the overall level of 
revenues for the tourism and transport system close to the Reference Scenario, even though such subsidies 
may cause additional volume and CO2 emissions. The effects of these measures on CO2 emissions in 2100 
with respect to the Reference Scenario range from a 60% reduction in a global airport slot capacity limit up 
to a 25% increase for decreasing air cruise speed by 30%. Subsidising Air transport by 50% generates 19% 
additional CO2 emissions and a policy aiming at stimulating travel, not uncommon in many countries, may 
result in up to 13% higher CO2 emissions. 

Table 4.3: continued
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Figure 4.8: Overview of the effect of the maximum policy measures on CO2 emissions in 2100 and revenues as a 
fraction of the Reference Scenario in 2100 (Reference Scenario = 1.0), calculated using the GTTMdyn. 

Regarding CO2 emissions reductions, very high taxes on air tickets (200%), a $1,000/ton CO2 tax (including 
air) manage to reduce CO2 emissions in 2100 by more than 20%, with respect to the Reference Scenario 
in 2100. Bear in mind that a reduction of 71% in 2100 is required to maintain emissions at the 2015 level 
2015 and 67% to maintain emissions at the 2020 level, the ‘carbon neutral growth’ goal of IATA/ICAO (ICAO, 
2014). Cutting off airport capacity at ten million flights globally achieves the greatest emissions reduction 
(60% in 2100). Biofuels may reduce emissions by up to 28%, but only by assuming an unsustainable level 
of land-use (see definition in Section 2.3.7). A sustainable level of land use would only allow for a 4% reduc-
tion in emissions without subsidies and 12% if algae are heavily subsidised at 90%. Individual technology 
measures, improving fuel efficiency, generate between 1% (improving Other transport) and 13% (improving 
Air transport). Taxing car use has the effect of increasing emissions, which is caused by a shift from Car to 
Air transport and at the same time a shift to larger distance classes. The same happens when Car transport’s 
speed is reduced. 
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Figure 4.9: the relationship between the fraction of CO2 emissions and the fraction of revenues (Reference Scenario 
= 1.0).

Finally, the policy strategy of implementing behavioural changes, summarised as ‘marketing policies’, have 
a significant impact. Reducing the desire for travel by 25% does reduce the CO2 emissions by just under 
18%. Not 25%, because a part of the global population will be at their maximum number of trips per year 
(five) and will not be affected by such marketing campaigns; their travel desire is constrained by time rather 
than their willingness to travel. This finding is illustrated by the fact that a 20% increase in the desire to 
travel increases emissions by 13%, again less than the 20% one might expect. Lowering the attraction for 
distance factor by 80% reduces emissions by 27%, and increasing distance attraction by 20% increases 
emissions by 7%. Changing the rate of change for length of stay has a relatively small effect on emissions 
(between a reduction of 1% and an increase of 7%), although the difference is mainly caused by the uneven 
increase (+0.0015 nights/year) and decrease (-0.006 nights/year) of the rate of change compared to the 
default of -0.0051/year.

Figure 4.9 shows the effect of measures on tourism’s revenues as a function of the effect of measures 
on CO2 emissions in 2100, both as a fraction of the Reference Scenario values. I have split the measures into 
those that only affect behaviour (LOS, desire to travel and attraction of distance) and the other measures. I 
made this distinction because the behavioural policy measures are not measures pure sang because they 
only change the calibrated assumptions of the (behavioural) model cluster for the GTTMdyn. This finding 
contrasts with the other policy measures for which context variables are assumed, such as infrastructure 
investments, taxes, subsidies, speed regulations and measures affecting technology developments. Inter-
estingly, all measures that affect emissions between 0.75 (a 25% decline in emissions) and 1.1 (a 10% 
increase in emissions) have a small impact on revenues. Outside this range, the revenues decline at about 
0.55 times the decline of CO2 emissions and increase by about 0.75 times the increase of CO2 emissions. It 
is an important finding for policymakers that the GTTMdyn demonstrates that many policy measures which 
achieve a small to moderate (25%) reduction in CO2 emissions, have no impact on revenues but that the 
more effective measures reduce CO2 emissions stronger than the loss of revenues thy cause. This finding 
means that the effective measures assessed with the GTTMdyn improve the tourism sector’s eco-efficiency 
(kg CO2/$ revenues). 
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4.3.3 Results per policy strategy
A ‘policy strategy’ is a group of individual policy measures that share a common theme (e.g. Taxes and Sub-
sidies). Figure 4.10 shows the CO2 emissions development over time for each policy strategy, which is set 
at the most effective level that the GTTMdyn allows the user to select. Of course, the results depend strongly 
on these limits. The limits are set within physical and technical constraints to a level several times stronger 
than the level currently being applied or discussed, in ‘real world’ politics. Therefore, the results shown 
are considered the upper limits of what the measure can technically achieve, without taking into account 
all kinds of political or societal constraints. The policy strategies seem to fall into three levels of maximum 
effectiveness. The least effective policy strategy is a change in travel speed. Its relatively low impact is 
mainly caused by the fact that reducing Air transport speed beyond about 7% increases the CO2 emissions 
of current jet aircraft. Alternative fuels (based on the unsustainable land-use assumption, thus causing 
competition with food production and a significant loss of natural ecosystems), technology and behaviour 
show moderate effects. The most effective policy measures are Infrastructure and Taxes and Subsidies.

Figure 4.10: Overview of the emissions for the six policy strategies applied at their limits to achieve maximum emis-
sion reduction. Note that the ‘alternative fuels’ policy strategy assumes physical land-use space, not sustainable.

Figure 4.11 shows a radar plot for the six indicators, defined in section 4.3.1, as a fraction of the Reference 
Scenario in 2100. The red dotted line indicates the Reference Scenario 2100. As expected, the Reference 
Scenario achieves a score of 1.0 for the economic and volume indicators and 0.0 (no reduction) for the en-
vironmental indicators. The Taxes and Subsidies policy ranks best for CO2 emissions in 2100 and the share 
of the Paris-Agreed emissions budget. Infrastructure ranks best for radiative forcing. The lowest scores are 
obtained by the policy strategy involving ‘speed’ measures, while ‘alternative fuels’ comes next, which spe-
cifically fails to reduce RF significantly. The cause of this is that alternative fuels do reduce CO2-related RF, 
but fail to change non-CO2-related RF of aviation, which is four to five times as large as the CO2-related por-
tion (RFI is 4.7). The policy strategies of Technology and Behaviour have a moderate effect, while Technology 
specifically fails again regarding RF. This reduced impact on RF is caused by the fact that high efficiency 
mainly reduces non-aviation emissions and thus fails to reduce aviation RF, which takes the largest share 
of all tourism-related RF. Taxes and Subsidies, Alternative Fuels, Technology and Speed all perform almost 
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equivalent to the Reference Scenario. Infrastructure reduces revenues and the measures in the Behaviour 
policy strategy reduce all aspects of the sector. 

Figure 4.11: Overview of the six ‘maximum’ policy strategies (groups of policy measures within a certain ‘theme’), 
scaled from 0.0 to 1.0 for a range of system variables. The indicator shows the volume effects as a fraction of the 
Reference Scenario in 2100. The environmental effects are measured as fraction reduction of the Reference Sce-
nario 2100 CO2 emissions, radiative forcing and budget share. Therefore, the Reference Scenario score is zero for all 
three environmental indicators. A score of 0.3 means a 30% reduction with respect to the environmental impact of 
the Reference Scenario. A 100% reduction would mean that the environmental impacts were reduced to zero. Note: 
alternative fuels assume physical, not sustainable land-use space. 

Finally, I have tested the effects of the policy strategies on the climatically sustainable development under 
the Reference Scenario. Table 4.4 shows that none of the policy strategies enables the climatically sustain-
able development of tourism. Taxes and Subsidies and Infrastructure, however, do come relatively close. 

Table 4.4: Overview of climatically sustainable development for all policy strategies. The numbers show the metric 
values and the colours the criteria (‘green’ means the emissions comply with the criterion, and ‘red’ means the emis-
sions fail the criterion; the darker the red, the more severe the failure).
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The following are the general conclusions of this assessment of the policy measures and policy strategies:
1.  most individual policy measures, even at a strong implementation level, have a minor effect on the 

emissions;
2.  the most effective measures are taxes and infrastructural restrictions. Alternative fuels (at unsustainable 

land-use levels), technological and behavioural measures have a more moderate impact on emission 
reductions, while speed measures have almost no effect. However, this finding depends greatly on the 
maximum levels set for the measures. Assuming, for instance, moderate levels for a carbon tax (e.g. 
$30/ton CO2) would render this tax almost ineffective, while the maximum of $1,000/ton CO2 has a 
significant effect;

3.  some measures have counter-intuitive effects: both tax and speed-limiting measures directed at Car 
transport generate small increases in emissions. Reducing the cruise speed of air travel needs to be 
done carefully, as the maximum decrease of 30% GTTMdyn allows the user would significantly increase 
the emissions. In Section 2.5, I show that there is an optimum application path of cruise speed 
reduction over time (see Figure 2.15), which would reduce CO2 emissions by 8-9%;

4.  individual measures (excluding those in the behavioural policy strategy), show minimal effects on 
tourism revenues up to reductions of approximately 25%. It is only when stronger measures are 
applied that revenues start to be penalised, but at a slower rate than the rate of emissions reduction; 

5.  in general, all of the measures that reduce emissions also improve the tourism system’s overall eco-
efficiency (kg CO2/€ revenue), because the reductions in emissions are higher than the losses in 
revenues; and

6.  none of the policy strategies appears able to fulfil any of the four criteria sets for climatically 
sustainable development. Some prudence is required here, as the GTTMdyn allows for a certain 
maximum application of measures, such as a maximum ticket tax of 200% and the maximum annual 
technological improvements that are considered physically or technically possible. Higher levels may 
be able to reach the environmental goal.

4.4. The Freiburg policy scenarios

Before presenting my final policy scenarios in Section 4.5, I would like to review the policy scenarios pro-
posed by seven of the Freiburg workshop attendees (see Section 3.6 for a description of this workshop). 
The workshop attendees all received a form listing the 24 policy measures that also indicated the default 
(Reference Scenario) values and the maximum and minimum options that can be chosen. Based on the at-
tendees’ choices, I have added names to the policy scenarios, as shown in Table 4.5. The ‘Dark World’ and 
‘Random’ policy scenarios were named by the two workshop attendees who developed them. The ‘Transport 
Expert’ scenario was suggested by the transport-policy expert. ‘Slow travel’ came from an expert in slow 
transport modes. The ‘Balanced Mitigation’ scenario proposed balanced measures between environmental 
effects and sector interests. ‘Strong Mitigation’ used the environmental impact as the guiding principle, 
while ‘Prudent Mitigation’ applied all measures more or less in between default and maximum. The idea 
of ‘Dark World’ was to include some measures that might not reduce, but could potentially increase CO2 
emissions (e.g. the physical limit for biofuels, but no subsidies and the assumption that cars will improve 
their efficiency much less than indicated by the default). The ‘Random’ scenario was indeed completed at 
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random with contradicting policies. Although that might not seem very useful, it certainly represents what 
often happens in real policy making (e.g. Robbins, Brackstone, & Dickinson, 2011). As hoped, the policy 
scenarios differ greatly in their approach and intentions. Table 4.5 shows the suggested policy inputs for all 
seven Freiburg policy scenarios.

Table 4.5: Overview of the Freiburg expert policy measures and policy scenarios. 

Description [Ref. Scenario] Dark 
World

Transport 
Expert

Slow 
Travel

Balanced 
Mitigation

Strong 
Mitigation

Random Prudent 
Mitigation

Land-use capacity [Phys.] Phys Sust Sust Sust Sust Sust Sust

Biofuels that may be used 
[5*No]

5*Y Yes 5*No Only Algae - NYNYN Yes

Biofuel subsidies per 
biofuel feedstock [0%]

0% 20% 0% 50% - 50% 10%

Car efficiency change per 
year [-0.55%/year]

-0.1% -3.5% -3.5% -3.0% -2.0% -2.0% -0.5%

Share of electric cars policy 
goal (fraction of fleet) [0.1]

0.200 1.0 1.0 0.5 1.0 0.5 1.0

Factor determining the rate 
of introduction of e-cars 
[0.15]

0.05 0.5 1.0 0.9 1.0 0.5 0.2

Air additional efficiency 
improvement [0%]

0% -0.27% -0.27% -0.27 -0.27% -0.1% -0.05%

Other transport efficiency 
per year change [-0.5%/
year]

-0.2% -2.5% -2.5% -2.5 -2.5% -1.0% -0.05%

Accommodation efficiency 
per year change [-0.5%/
year]

-1% -2.5% -2.5% -2.5 -2.5% -1.0% -1.0%

Turboprop desired share of 
fleet [10%]

30% 100% 100% 50% 100% 50% 50%

Maximum aircraft scrap 
age [50 year]

50 year 30 year 30 year 20 year 20 year 20 year 40 year

High speed rail investments 
(billion 1990 USD) [$10-30/
year]

40-50 $/
year

$50/year $0/
year

$50/year $100/year $40/year $35/year

Global airport maximum 
capacity in 10^6 slots 
[500]

500 40 - 300 10 300 150

Global aircraft cruise speed 
reduction factor [0%]

0% -7% -30% -6% - -7% -10%

Global operational car 
speed change policy factor 
[0%]

10% -10% -30% -15% - -10% -10%

Global operational Other 
transport speed change 
policy factor [0%]

10% 0% -30% 20% - -20% -10%
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Description [Ref. Scenario] Dark 
World

Transport 
Expert

Slow 
Travel

Balanced 
Mitigation

Strong 
Mitigation

Random Prudent 
Mitigation

Global (tourism) carbon tax 
(1990 USD) [$0/ton]

$20/ton $100/ton $1000/
ton

250 1000/ton $50 $30/ton

Tourism carbon tax applied 
to air, car, other, accom-
modation [all yes]

Yes 
except 
air/car

Yes Yes Air only Yes Yes all Yes

Global ticket tax Air 
transport (+ is tax and - is 
subsidy) [0%]

10% + 200% 100% 200% +50% 0%

Global ticket tax Car 
transport (+ is tax and - is 
subsidy) [0%]

30% + 200% 100% 200% +50% 0%

Global ticket tax Other 
transport (+ is tax and - is 
subsidy) [0%]

5% - 200% -80% 200% -10% 0%

Rate of change of length of 
stay (night/trip/year) 
[-0.0051]

-0.1 -0.0051 - - 0.0015 0.0015 -0.0051

Marketing policy that 
changes the desire to travel 
(trips per capita per year) 
[1.0]

1.0 0.75 - 0.8 .75 1.2 1.0

Marketing policy that 
factors in the attraction of 
distance [1.0]

1.1 0.2 0.2 0.2 .20 1.2 0.8

All expert policy scenarios significantly reduced the emissions, as shown in Figure 4.12, even the ‘Dark 
World’ and ‘Random’ policy scenarios, which did not particularly aim to do so. Interestingly, these ‘Random’ 
and ‘Dark World’ policy scenarios had almost the same effect on emissions. That these two still obtain 
emission reductions can partly be explained by the fact that the two experts both applied some additional 
technological efficiency improvements. The instability in the ‘Random’ scenario was caused by the twenty-
year aircraft scrap limit set for the policy scenario. This setting, which was much lower than the default, 
tends to amplify the business cycle for the aircraft fleet. Such instability might also occur in the real world 
because a regulatory twenty-year scrap age poses an additional constraint to fleet operations, depriving 
fleet dispatchers and planners of one of their options for matching Air transport demand. The two next best 
scenarios in terms of emission reductions are the ‘Slow Travel’ and ‘Prudent Mitigation’ policy scenarios. 
The ‘Slow Travel’ policy scenario aimed at minimising transport. For instance, all transport was heavily 
taxed, and investments in high-speed rail were discontinued. Still, airport capacity was allowed to keep pace 
with demand. A decision to restrict airport capacity would have been in line with a ‘slow travel’ approach. 
This approach shows that some assistance may be required for using the GTTMdyn. The ‘Reasonable Meas-
ures’ policy scenario applies most of the policy measures, but it does so in a moderate way. Two other close 
policy scenarios in terms of emission reductions were the ‘Balanced Mitigation’ and ‘Transport Expert’ policy 
scenarios. Both of these show emissions becoming more or less flat. Although, at the end of this century, 
the ‘Transport Expert’ policy scenario reduces emissions a bit more. The tourist expert and the transport 
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expert obtained equal results but using slightly different approaches. Finally, the most effective mitigation 
was obtained by the ‘Strong Mitigation’ policy scenario. This policy scenario would reduce CO2 emissions by 
some 70% in 2100, in comparison to 2000.

Figure 4.12: Overview of the impact of the Freiburg workshop experts’ policy scenarios on CO2 emissions.

Considering that emissions are but one way to evaluate the policy scenarios, in Figure 4.13, I show the 
impacts on total transport volume. Regarding transport, the ‘Random’ policy scenario increased its growth 
above the transport volume in the Reference Scenario. For both the ‘Dark World’ and the ‘Prudent Mitiga-
tion’ scenarios the transport volume kept growing only slightly less than in the Reference Scenario. Medium 
reduction of transport growth was obtained in the ‘Slow Travel’, ‘Balanced Mitigation’ and ‘Transport Expert’ 
scenarios, while a strong reduction, but still growth, was found for the ‘Strong Mitigation’ scenario. 

Figure 4.13: Overview of the impact of the Freiburg workshop experts’ policy scenarios on total transport volume.

Figure 4.14 shows the fractions of the Reference Scenario, indexed for six criteria. The most remarkable 
policy scenario was ‘Random’, which increased tourism and tourism transport volume while reducing CO2 
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emissions by approximately 25% in comparison to the Reference Scenario in 2100 (see Figure 4.13). Ap-
parently, randomly changing policy measures tends to result in emissions reductions. This result, of course, 
may partly be caused by the fact that the GTTMdyn is designed to assess mitigation of emissions, thus the 
set of measures implemented aim to reduce emissions, though some may increase them. At the other end of 
the scale, ’Strong Mitigation’ performs best for the environment and, although it reduces the number of trips, 
it assumed an increase in the length of stay, thereby keeping revenue losses low. The ‘Prudent Mitigation’ 
and ‘Slow Travel’ policy scenarios had a limited impact on emissions, but for different reasons. ‘Slow Travel’ 
aims at both strong technology, and taxes, but no investments in high-speed rail, alternative fuels, and it 
has an Air transport cruise-speed limitation that reduces aircraft fuel efficiency. ‘Prudent Mitigation’ applies 
nearly every policy, but all in a prudent way. ‘Slow Travel’ reduces radiative forcing better than ‘Prudent 
mitigation’; most likely because of the very high tax on air tickets assumed in the first policy scenario and 
the failure of the biofuels to effectively reduce RF in the second one. The two remaining policy scenarios, 
‘Transport Expert’ and ‘Balanced Mitigation’, perform better for the environment, but they are not as good for 
the sector as both partly rely on reducing tourism volume and its concomitant revenues. 

Figure 4.14: a diagram showing the performance of the Freiburg workshop experts’ policy scenarios for tourism 
economy and volume and environmental impacts. The indicator shows the effects of volume as a fraction of the 
Reference Scenario in 2100 and the effects on the environment as a fraction of the reduction of the emissions in 
the Reference Scenario 2100. Therefore, the Reference Scenario score is zero for all three environmental indicators. 
A score of 0.3 translates into a 30% reduction with respect to the environmental impact of the Reference Scenario.

As shown in Table 4.6, only the ‘Strong Mitigation’ scenario achieves a climatically sustainable development 
of tourism when evaluated against the two weakest sets of criteria. However, even this policy scenario failed 
to reach a fair economic or emissions share in 2100. 

4

GTTMdyn results and policy scenarios



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 142PDF page: 142PDF page: 142PDF page: 142

142

Table 4.6: Overview of all the Freiburg workshop policy scenarios for climatically sustainable development. The 
numbers show the metric values and the colours the criteria (‘green’ means the emissions comply with the criterion, 
and ‘red’ means the emissions fail the criterion; the darker the red, the more severe the failure).

The workshop demonstrates the following:
1.  it is not a highly complex operation to develop policy scenarios with the GTTMdyn, as such, it can be 

performed by scholars from various disciplines (ranging from transport to tourism and sociology to 
engineering), and it can provide widely differing policy scenarios within a couple of hours;

2.  the approaches to how to mitigate tourism’s long-term contribution to climate change varied 
considerably, but all of the policy scenarios achieved some emissions reductions in comparison to 
the Reference Scenario. It may be that most of the policy measures included in the GTTMdyn aim at 
emission reductions, thereby providing the user with a biased set of measures;

3.  the policy scenarios aimed at maximising mitigation still delivered mixed effects. Only a combination 
of strong measures was able to obtain a climatically sustainable development of tourism. Other 
policy scenarios, inspired by a theme (for example, ‘slow travel’) suffered from not including all of the 
opportunities to reduce emissions.; and

4.  without a reduction of tourism transport volumes (pkm), there is, within the capabilities and limitations 
of the GTTMdyn, no way to reach any level of a climatically sustainable development of tourism, 
including the criteria set ‘weak contribution to climatically sustainable development’. 

4.5. Climatically sustainable policy scenarios

4.5.1 Policy scenario development strategy
With the experience of the workshop in mind, I explored policy strategies further. The first step was to 
examine the policies that the tourism and transport sector have already implemented and to assess their 
effectiveness with the GTTMdyn. The tourism sector, however, does not appear to be very influential at miti-
gation (Hall, Scott, & Gössling, 2013; Scott & Becken, 2010; Scott, Hall, & Gössling, 2016b; Scott et al., 
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2010). For example, it does not play a role in developing electric cars (Gössling, 2015), does not particularly 
promote or develop rail-based tourism (e.g. Albalate & Fageda, 2016) and it does not have a strategy to 
achieve zero-emissions accommodation by a certain year (Melissen, 2013; Melissen et al., 2015). The only 
subsector that has a global strategy is the international aviation industry that has decided to implement 
measures from 2020 onwards to reduce its carbon footprint (Cames, Graichen, & Pulles, 2016a). The agreed 
actions consist of a CO2 standard and a global emissions offsetting system. Also, the international aviation 
industry has announced its ambition to have sustainable alternative fuels (SAF). Aviation emits the majority 
of tourism’s emissions, so it is certainly worthwhile to explore the ICAO ambition and test its effectiveness. 
From there, I have explored if more is needed to achieve a climatically sustainable development of tourism, 
preferably against criteria that are stronger than the ‘weak contribution to climatically sustainable develop-
ment’. One approach could be a strong modal shift from Car transport and Air transport to Other transport, 
as shown with the GTTMadv (see Section 1.6.4). Therefore, I started developing an ‘Ultimate Modal Shift’ 
policy scenario, which I present in Section 4.5.3). Unfortunately, this approach did not deliver the desired 
climatically sustainable development of tourism, just as the ‘Slow Travel’ policy scenario from the Freiburg 
workshop failed to accomplish. It was clear that a stronger approach was required. The ‘Ultimate Mitiga-
tion’ policy scenario is the result of that strategy (see Section 4.5.4). It aims to reduce the emissions as 
far as the GTTMdyn allows the user. Based on the ‘Ultimate Mitigation’ policy scenario, I tested the role of 
early versus delayed action on climate change. There is a debate about this issue, in which some urge a 
quick mitigation effort (Schaeffer, Kram, Meinshausen, van Vuuren, & Hare, 2008; Stern, 2006), while others 
argue for delayed action (Nordhaus, 2008). To contribute to this debate, I tested a ‘Delayed Mitigation’ policy 
scenario, assuming that the measures would be taken after 2050 and would only be fully deployed in 2100. 
Moreover, I also tested an ‘Early Mitigation’ policy scenario, where measures are taken immediately in 2015 
but assumed to decline to no measures by mid-century. Section 4.5.4 discusses both. Though the ‘Ultimate 
Mitigation’ policy scenario certainly obtained climatically sustainable development, this was achieved at 
the cost of losing nearly half of the tourism sector’s revenues. Therefore, my next step was to transform 
‘Ultimate Mitigation’ into ‘Economic Mitigation’. The objective of this policy scenario was to preserve the 
economic potential of the tourism sector as projected in the Reference Scenario while securing most of 
the emission reductions achieved in ‘Ultimate Mitigation’ (see Section 4.5.5). ‘Economic Mitigation’ can 
be considered the most balanced answer to the question of what climatically sustainable tourism would 
look like during this century. I tested the robustness of the ‘Economic Mitigation’ policy scenario for several 
contextual scenarios (see also Section 4.5.5). Section 4.5.6 provides an overview of all of these results and 
discusses the differences between the policy scenarios.

4.5.2 Mitigation proposed by the aviation sector 
As Air transport has the largest and much increasing share of emissions and poses the biggest problem 
for mitigating emissions, I dedicated a special scenario to the ambitions proposed by the aviation sector. 
Several sector brochures (IATA, 2013b; ICAO, 2014) published these ambitions. The basic ambitions include 
additional efficiency through the development and implementation of a CO2 standard for various aircraft 
categories (ICAO, 2012) and global market-based measures (GMBM), which would require the sector to buy 
emission permits from outside of the aviation sector (ICAO, 2013). Global market-based measures were 
agreed upon at the end of 2016 and were subsequently labelled as the Carbon Offsetting and Reduction 
Scheme (CORSIA, ICAO, 2016). Furthermore, biofuels form an important part of the ambition for carbon-
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neutral growth (ICAO, 2013). 
The basic international measure for Air transport is the 2016 ICAO CO2 standard. This standard distin-

guishes between existing - in production - aircraft types like the Boeing B737-800 and new aircraft types. 
The ‘in production’ aircraft types are defined as those that have received their type certificate before 2020; 
the ‘new’ aircraft types are type certified after that date. To assess whether an aircraft type complies with 
the CO2 standard, a metric value (MV) was developed. The MV is the specific air range at cruise flight (kg 
fuel per aircraft km) divided by a floor-area-based correction factor for size. Furthermore, several ‘stringency 
levels’ were defined. These consist of a curve showing MV as a function of maximum take-off weight of the 
aircraft type. An aircraft type needs to show its MV to be below this line for the type’s (certified) maximum 
take-off weight to comply with the standard. The stringency lines differ for different groups of aircraft types. 
All aircraft of an ‘in production’ type need to comply with a lower level than ‘new types’. Furthermore, if 
an ‘in production’ type fails the standard, it has the time up to make the type to comply, for instance by 
improving parts of the aircraft. If by 2028, the aircraft type does still not comply with this level, it has to go 
out of production. New aircraft types are aircraft certified after 2020 that need to comply from the date of 
their certification. The MV level varies for different aircraft categories and over the maximum take-off weight 
(Cames et al., 2016a; Grote, Williams, & Preston, 2014; ICAO, 2014). 

The effect of the CO2 standard agreed in February 2016 could potentially result in cumulative savings 
of 0.6 Gton of emissions between 2020 and 2040 (The White House, 2016). The GTTMdyn’s cumulative 
emissions for 2020-2040 are in the Reference Case 45.9 Gtons CO2, which means the standard may save 
an overall 1.30% (or -0.0704 %/year). As part of the process, ICAO defined ten different stringency options 
(SO) for the CO2 standard. The maximum possible effectiveness for the fuel standard is estimated by MDG 
and FESG (2015)1 to be approximately 1.2 Gton saved between the years 2020 and 2040. This amount is 
the equivalent of 2.62% of Air transport’s cumulative emissions (equivalent to -0.1325 %/year) over the 20-
year period. This rate of improvement is assumed in the ‘ICAO Ambition’ as the CO2 standard effectiveness 
through the end of this century, assuming the stringencies are regularly – and soon - upgraded to enforce 
further fuel efficiency improvements. 

The global market-based measures, implemented as CORSIA, will have two effects: the offset of climate 
effects by buying credits on the carbon market and an increase in the cost of flying. Because the offsets are 
created outside the scope of the GTTMdyn, no emission reductions have initially been accounted. However, at 
the end of this section, I have added a short assessment of what the effects might be. The cost effect has 
been accommodated in the following results. 

Several aviation sector reports (ATAG, 2010; IATA, 2013b, 2015) assume that biofuels will become a 
major component of the aviation sector’s mitigation strategy. The ambition for the global sector ranges from 
20 to 50% emissions reduction (Scott et al., 2016b). The aviation sector aims at sustainably produced biofu-
els. For instance, (IATA, 2015, pp. author-year) consistently uses the term SAF (Sustainable Alternative Fuel). 
Therefore, in this policy scenario, I assume the application of a sustainable land-use limit. Also, I assume 
there will be no subsidy for biofuels because it is a sector strategy. Summarised, I ‘optimistically’ assume 
that an ICAO CO2-standard will result in a 0.133% additional technological improvement over the long term, 
a 1% ticket tax for Air transport as a proxy for the cost of CORSIA and the maximum sustainable application 
of biofuels without subsidies. Without subsidies, only the biofuel feedstock camellia will gain a share of the 
market. Figure 4.15 gives an overview of the main results. 

1  This is a confidential paper in possession of the author.
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Figure 4.15: Overview of the ‘ICAO Ambition’ policy scenario results. The grey lines indicated with an * give the 
Reference Scenario values. 
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The CO2 emissions growth between 2005 and 2100 declines from 374% in the Reference Scenario in 2100 
to 323% in the ‘ICAO Ambition’ policy scenario. Tourism’s share of the cumulative Paris-Agreed CO2 budget 
(2 °C) goes down from 28.5% in the Reference Scenario 2100 to 26.3%. 

Biofuels have a limited effect because, without subsidies, only camellia will be available on the market, 
and this product rather quickly faces sustainable land-use limitations. Subsidies for biofuels are considered 
inevitable, according to Heraghty et al. (2013). Algae have the highest yield per hectare, so a scenario with 
subsidised algae might achieve a higher reduction in emissions. Indeed, the emissions will reduce more in 
2100, although there will still be a considerable growth, 285%, between 2005 and 2100. Tourism’s share 
of the Paris-Agreed CO2 budget will reduce to 24.2%. However, this will only be possible at a high subsidy 
burden that might amount to some two trillion dollars by 2100 (1990 USD), as shown by the purple line in 
Figure 4.16. I did not explore further whether a lower subsidy rate (it has been defined at 90% for the entire 
2015 to 2100 period) would have the same effect.

Figure 4.16: Total revenues and biofuel (algae) subsidies for the ‘ICAO Subsidised’ policy scenario (1990 USD).

Of course, it is legitimate to question whether governments would need to pay the entire subsidy burden. To 
simulate what would happen if the subsidy of biofuels was compensated by a ticket tax so that the policy 
scenario would become budget neutral for the government over the entire 2015-2100 period, I developed 
‘ICAO Ambition Budget Neutral’. The additional cost for the sector, which translates into higher costs for 
travellers, achieves an additional reduction of CO2 emissions in 2100 as compared to the Reference Sce-
nario. The growth of CO2 emissions between 2005 and 2100 subsequently reduces to 256% and the share 
of tourism of the total Paris-Agreed budget reduces to 23.5%.
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Figure 4.17: The three ICAO policy scenarios’ performance with regard to sectoral and environmental criteria.

Figure 4.17 provides an overview of how the three ICAO policy scenarios performed. The basic ICAO sce-
nario does result in emission reductions at almost no revenues loss, but it certainly does not result in the 
‘carbon neutral growth’ from the year 2020, which has been claimed by the aviation sector. When biofuels 
subsidies are accommodated by a ticket tax to make the policy scenario budget neutral for the government, 
the increased costs will have some effect on tourism’s revenues, but they will also further reduce emissions 
and RF. However, the emissions path is still far from ‘carbon neutral’. 

Table 4.7: Overview of the climatically sustainable development of the three ICAO policy scenarios. The numbers 
show the metric values and the colours the criteria (‘green’ means the emissions comply with the criterion, and ‘red’ 
means the emissions fail the criterion; the darker the red, the more severe the failure). The ‘Share of emissions in 
2100’ was not calculated for the ICAO-CORSIA credit policy scenario, due to the arbitrary assumptions this would 
involve, and which explains why all criteria sets show 339%. The colour will most likely not move into the green 
area because the 1.7% offset of emissions will not be able to make up for the 4.5% deficiency in the ‘ICAO’ policy 
scenario.
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One of ICAO’s measures, the CORSIA scheme, relies entirely on offsetting. However, the effects of offsetting 
are subject to fierce debate (see Section 5.5.1). One problem with offsetting is that substantial uncertainty 
exists about its effectiveness. Cames et al. (2016b, p. 11) found from an investigation of 5,655 projects that 
these projects delivered a total of 4,829 Mton CO2 CERs (Certified Emission Credits). However, “85% of the 
projects covered in this analysis and 73% of the potential 2013-2020 Certified Emissions Reduction (CER) 
supply have a low likelihood that emission reductions are additional and are not over-estimated. Only 2% 
of the projects and 7% of potential CER supply have a high likelihood of ensuring that emission reductions 
are additional and are not over-estimated.” If I assume that aviation can find effective offsets and manages 
to reduce global emissions between 2021 and 2075 and follow the main CORSIA rules of only additional 
emissions from international aviation and including some exemptions, this would amount to be about 27 
Gton CO2, the equivalent of 2.7% of the Paris-Agreed budget. Tourism’s share of the 2100 Paris-Agreed 
emissions would decrease a bit, depending on the distribution of the saved budget (the 27 Gton) over the 
years 2075-2100, but it would be unlikely to reach the ‘green’ region. In comparison with the relatively weak 
‘fair share emissions’ set of criteria, tourism would achieve sustainability for the deficiency, but not for the 
two other criteria. 

4.5.3 Ultimate Modal shift
With the GTTMadv, I found that a strong modal shift might be one of the two optimum solutions for the sus-
tainable development of tourism without harming the tourism sector’s economy (Peeters & Dubois, 2010). 
Therefore, I developed the ‘Ultimate Modal Shift’ policy scenario, which was based mainly on the idea that 
a combination of faster and cheaper Other transport as well as taxing the competitors (car and air) could 
be the primary mechanism to achieve this. I based the policy measures entirely on maximising the share of 
Other transport without considering the impact on CO2 emissions. Table 4.8 displays the policy measures. 
The global ticket tax on cars was designed to maximise the modal shift, meaning it to be less than the maxi-
mum level allowed in the GTTMdyn. For the other policy measures, I have set the measures to the maximum 
allowed by the GTTMdyn input limits. 

Table 4.8: Inputs for the ‘Ultimate Modal shift’ policy scenario. The inputs are equally divided between 2015 and 
2100 into intervals of 21.5 years, rounded to the whole year. Money values are in 1990 USD. A negative tax means 
a ‘subsidy’.

Year 2015 2036 2057 2078 2100

High-speed rail investment (billion $/year) 200 200 200 200 200

Global carbon tax in $/ton CO2 (excluding 
Other transport)

1,000 1,000 1,000 1,000 1,000

Global ticket tax on air (%) 200 200 200 200 200

Global ticket tax on car (%) 35 64 190 171 110

Global ticket tax on Other transport (%) -80 -80 -80 -80 -80

Other transport average speed increase (%) 30 30 30 30 30

Car transport average speed increase (%) -30 -30 -30 -30 -30

Figure 4.18 shows the large effects on modal shift of the Ultimate Modal Shift policy. In this scenario the 
tax on air tickets, the subsidy of rail tickets, and the large investments in high-speed rail combine to more 
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than double the share of Other transport in terms of the number of trips and more than quadruple the share 
of transport distances travelled. Overall, the number of trips and distances are similar to the Reference 
Scenario. Total CO2-emissions growth in 2100 declines to 68% for 2005. This policy scenario increases the 
overall revenues (after tax) of the tourism sector, but it increases expenditures by tourists much more, as 
they will have to pay the taxes on aviation, car use and carbon. The subsidisation of Other transport does 
not compensate at all for this. The investment in high-speed rail is assumed to jump from its 2015 value of 
some $10 million to an estimated $200 million (all in 1990 USD).

4.5.4 Ultimate Mitigation policy scenario
In this scenario, I have tried to find the limits of mitigation by systematically setting all policy measures to 
the ‘reducing CO2 emissions most’ setting. To do so, I ignored the possible negative impacts on the sector. 
Alternative fuel measures included a 90% subsidy on all five feedstocks and a physical land-use limit, all 
technologies were set at their limits, with maximum investment in high-speed rail, airport slot capacity at 
its minimum, 100% desired turboprop fleet and a 20-year maximum aircraft age. All taxes were set to their 
maximum because this kind of a policy gains the highest reduction in CO2 emissions. Operationally, the air 
cruise speed was set at -6%, car speed at -30% and other speed at +30%. Finally, the length of stay was 
reduced to follow the highest decline rate available (-0.2%/year), and the desire to travel and attraction 
of distance were set to their minimum. This policy scenario was the first to actually reduce emissions in 
2100, in comparison to 2005. The CO2 emissions reduction in 2100 amounts to 83%. Tourism’s share of the 
Paris-Agreed CO2 emissions budget goes down from the 28.5% in the Reference Scenario to 3.6%. At the 
same time, however, the tourism sector’s revenues growth prospects will more than halved from a growth 
of 428% for the 2005-2100 period in the Reference Scenario to 204% and the number of trips from 336% 
to 226%. An overview of all policy measures is given in Table 4.9 in section 4.5.5. Figure 4.19 presents the 
main characteristics of the policy scenario. 
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Figure 4.18: Results for the Maximum Modal Shift policy scenario. The grey lines indicated with an * give the Refer-
ence Scenario values. Emissions represent the annual CO2 emissions.
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Figure 4.19: Overview of the Ultimate Mitigation policy scenario. The grey lines indicated with an * give the Reference 
Scenario values. Emissions represent the annual CO2 emissions.
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As mentioned in Section 4.5.1, there is an ongoing debate about whether it makes sense to take immediate 
action, as advocated, for instance, by Stern (2006) or to follow the most optimised path for the economy, 
which typically includes delayed measures as proposed by Nordhaus (2008); Nordhaus (2007). To test this, 
I took the ‘Ultimate Mitigation’ policy scenario and created a ‘Delayed Mitigation’ policy scenario by start-
ing a smooth transition from no measures to the full ‘Ultimate Mitigation’ level in the second half of the 
twenty-first century. For the ‘Early Mitigation’ policy scenario, I applied a reverse approach (starting with 
the ‘Ultimate Mitigation’ measures in 2015 and declining these smoothly to the Reference Scenario values 
by the middle of the twenty-first century. Figure 4.20 and Figure 4.21 show the performance of the three 
variants of the Ultimate Mitigation policy scenario. The results of the GTTMdyn show that the finding by Nor-
dhaus (2008) performs technically far worse than the early adoption of measures, although both perform 
substantially worse than the continuous mitigation efforts assumed for ‘Ultimate Mitigation’. Nordhaus as-
sumed high discount rates and concluded that delayed action might be the economically optimum policy. 
The GTTMdyn does not assume a discount rate nor an economic optimisation, but it does look at what is 
physically required (in terms of emission reductions) to avoid dangerous climate change. The main differ-
ences between early mitigation and delayed mitigation are a much smaller reduction of the CO2 budget in 
the case of delayed action and a much higher cost in terms of the revenues of delayed action. This finding 
thus rather contrasts with the conclusion drawn by Nordhaus (2008). 

Figure 4.20: Overview of the Ultimate Mitigation policy scenario and its delayed and early variants.

There is also another issue: the impact of delay on policy freedom future policymakers will have. Let us con-
sider a policymaker living in the 2050s, and assume that, by then, the impact of climate change is heavily 
felt in terms of ‘natural’ disasters, human suffering and unprecedented migration of climate refugees. The 
population will probably demand strong measures to correct the situation. In the early mitigation scenario, 
policymakers in 2050, even though the impacts already will be less severe, would still have the option to 
follow more or less the Ultimate Mitigation policy scenario and avoid the worst effects of climate change. 
Under the delayed scenario, causing the most severe impacts of climate change, policymakers would have 
no other option than to satisfy the public with too late mitigation measures, which would be both very costly 
and mostly ineffective in terms of achieving climatically sustainable development. 
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Figure 4.21: Emission pathways for the three Ultimate Mitigation policy scenarios, contrasted with the Paris-Agreed 
and Paris-Aspired global emission pathways.

Often, the marginal effect of a measure diminishes with its increasing level of application, which means 
that relaxing the economically most disadvantageous measures may only marginally increase the overall 
emissions, while significantly reducing the burden on the sector or the tourist. Therefore, I developed an 
‘Economic Mitigation’ policy scenario, which is presented in the next section.

4.5.5 Economic Mitigation policy scenario

Rationale and assumptions
‘Economic Mitigation’ is intended to be mitigation that avoids the most eco-inefficient measures, in an at-
tempt to reduce the effects on the tourism sector, while maintaining as much as possible of the maximum 
emissions reduction obtained in the Ultimate Mitigation scenario. Therefore, I started with this Ultimate Miti-
gation scenario and relaxed successive measures to improve the sector performance without overly dete-
riorating the emissions reduction. The following steps were taken (see the green-shaded cells in Table 4.9):
1.  the policies targeting behavioural change were relaxed: the assumed reduction of trips was relaxed 

from -20% to -5%, the rate of change of LOS went down from -0.0020%/year to -0.0002%/year, and 
the attraction of distance was reduced to 50% instead of 80%;

2.  by increasing Other transport speed to 30%, there is a slight additional shift to Other transport, which 
generates additional revenues from tickets;

3.  in the ‘Ultimate Mitigation’ scenario, the global carbon tax was set at its maximum of $1,000/ton 
CO2 for all transport modes and accommodation. By trial and error, I found that the same emissions 
reduction could be achieved with a relaxed carbon tax pathway (see Figure 4.22);
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Figure 4.22: The carbon tax path assumed in the Economic Mitigation policy scenario; 

4.  in the ‘Ultimate Mitigation’ scenario, all ticket taxes were set at their maximum limit (200%). However, 
it appears that the assumed taxes for Car and Other transport only generate 1% additional emissions 
reduction while it reduces revenues by 9% up to a value slightly higher than the 2100 level of the 
Reference Scenario; and

5.  I also assumed 100% turboprop and a 20-year maximum age of jet airliners in the ‘Ultimate Mitigation’ 
policy scenario. Both are far from the developing practices, so I relaxed these two measures to 40% 
and 30 years, which only had a very slight impact on emissions or revenues, but helps to keep better 
to current aviation practices. 

Table 4.9: Overview of inputs for the Ultimate and the Economic Mitigation policy scenario. The relaxed measures 
are shaded green.

Description Reference 
2100

Ultimate 
Mitigation

Economic 
Mitigation

Land-use capacity Physical Physical Sustainable

Biofuels that may be used Five times 
‘no’

Yes Yes

Biofuel subsidies per biofuel feedstock (%) 0 90 90

Car efficiency change (% per year) -0.55 -3.50 -3.50

Share of electric cars policy goal (fraction of fleet) 0.1 1 1

Factor determining the rate of introduction of electric cars 0.15 1 1

Air additional efficiency improvement (%/year) 0 -0.27 -0.27

Other transport efficiency per year change (%/year) -0.50 -2.50 -2.50

Accommodation efficiency per year change (%/year) -0.50 -2.50 -2.50

Turboprop desired share of fleet (%) 10 100 40

Maximum aircraft age operational (year) 50 20 30

High-speed rail investments time curve (billion 1990 USD/year) $10-29 $200 $200
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Description Reference 
2100

Ultimate 
Mitigation

Economic 
Mitigation

Global airport maximum capacity in million flights/year 5003 10 10

Global aircraft cruise speed reduction factor (%) 0 -6 0

Global operational car speed change policy factor (%) 0 0 0

Global operational Other transport speed change (%) 0 0 30

Global (tourism) carbon tax (1990 USD/ton CO2) $0 $1,000 $90-450

Tourism carbon tax applied to all modes and accommodation Yes Yes Yes

Global ticket tax Air transport (+ is a tax and - is a subsidy; %) 0 200 200

Global ticket tax Car transport (+ is a tax and - is a subsidy; %) 0 200 0

Global ticket tax Other transport (+ is a tax and - is a subsidy; %) 0 200 0

Rate of change of the length of stay (night/trip/year) -0.0051 -0.0060 -0.0006

Marketing policy that factors the desire to travel 1 0.75 0.95

Marketing policy that factors the attraction-of-distance curve 1 0.2 0.5

Global results of the Economic Mitigation scenario
Figure 4.23 shows details of the ‘Economic Mitigation’ scenario. Total tourism revenues are now equal to 
the Reference Scenario, though there is a shift from transport revenues to accommodation revenues. The 
number of trips increases between 2005 and 2100 by over 313%, slightly less than the 336% in the Refer-
ence Scenario 2100. Over the same period, transport distances now grow by 355%, much less than in the 
Reference Scenario (877%), but the number of nights increases by 273% instead of 168%. In 2100, the CO2 
emissions will reduce by 72% compared to 2005 and by 94% compared to the Reference Scenario. Com-
pared to ‘Ultimate Mitigation’, ‘Economic Mitigation’ results in 65% more CO2 emissions in 2100 and a 36% 
higher CO2 budget between the years 2015 and 2100. Tourism’s share of global RF reduces from 14.7% in 
the Reference Scenario to 1.8% in the ‘Economic Mitigation’ policy scenario.

2

3  Proxy for ‘unlimited’ Air transport capacity. In 2015, the slot capacity was about 30 million in the Reference 
Scenario 2100.
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Figure 4.23: Overview of the results of the Economic Mitigation policy scenario. The grey lines indicated with an * 
give the Reference Scenario values. Emissions represent the annual CO2 emissions.
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The Economic Mitigation policy scenario is characterised by a strong modal shift, but less than in the Ulti-
mate Mitigation policy scenario. Still, the level of the measures (taxes) and certainly the airport slot restric-
tion will not make this policy scenario very popular with the aviation and tourism sectors. The slot restriction 
was introduced to restrict Air transport in a regulatory way through partly existing legislation (see section 
2.5). The same effect could be achieved by restricting the global airliner fleet capacity through international 
agreements. The latter would, for instance, be a bit like the legislation that is designed to prevent overfishing 
(European Union, 2016). 

It is most likely difficult to implement such a capacity restriction. The question is how important the 
slot-capacity restriction policy measure is to attain climatically sustainable tourism development. To test 
this, I created an Economic Mitigation’ policy scenario without the slot restriction: ‘Unlimited Economic 
Mitigation’. Also, I tested the robustness of the Economic Mitigation policy scenario under the highest and 
lowest growth contextual scenarios. Figure 4.24 shows the CO2 emissions pathways. Without the slot ca-
pacity limit (‘Unlimited Economic Mitigation’), the emissions pathway becomes almost flat, ending in 2100 
at roughly the level of 2003. Another result of this policy scenario will be that the Paris-Aspired (1.5 °C) 
emissions pathway becomes impossible and the Paris-Agreed (2° C) emissions pathway very unlikely, cer-
tainly if tourism growth is higher than anticipated in the Reference Scenario. Figure 4.24 also demonstrates 
that the Economic Mitigation policy scenario is robust regardless of the growth of the global population and 
economy. It keeps the emissions well below the Paris-Agreed line, although in 2100, the Paris-Aspired line 
is only possible when the world economy and population are developing less prosperous than expected in 
the Reference Scenario. However, the airport capacity slot specifically is important for the robustness of the 
policy scenario. When no slot capacity limit is assumed, high global economic and population growth will 
cause the Paris Agreement to become impossible by 2095, and tourism’s emissions of will not be declin-
ing by the end of this century. Note that the Paris emissions pathways are assumed not to change with the 
extremes of the contextual scenarios. 

Figure 4.24: Overview of the ‘Economic Mitigation’ scenario plus its variants.
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Figure 4.25 provides the resulting performance for all Economic Mitigation policy scenario variants. Inter-
estingly, when assuming a low growth context scenario, the difference between Economic Mitigation and 
Unlimited Economic Mitigation, thus without the slot capacity limit, becomes minimal. Overall, it appears 
that the unlimited growth of aviation makes it very unlikely that tourism will stay within the Paris-Agreed 
(2 °C) emissions pathway. Any form of capacity restraint, whether it is a slot capacity at airports or a global 
fleet capacity limit, requires further study regarding the legal basis to introduce it and its environmental, 
economical, practical and social impacts. My study hints at relatively small economic (net revenues) and 
social (ability to travel) impacts. 

Figure 4.25: Overview of the performance of the ‘Economic Mitigation’ policy scenario, including its variants and 
robustness tests.

Market distributions in the Economic Mitigation policy scenario
The distribution of trips over the 60 market segments (distance-transport mode) shows a marked difference 
between the Reference Scenario and Economic Mitigation policy scenario (see Figure 4.26). In the Economic 
Mitigation policy scenario, the distribution of air travel follows more or less the same pattern as in the Refer-
ence Scenario, with a peak at around 4,000 km one way, but its shares are far less. The car takes over most 
of these trips at up to 2,400 km one-way, from where (high-speed) rail acquires much larger shares than 
in the reference case. 

Chapter 4



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 159PDF page: 159PDF page: 159PDF page: 159

159

Figure 4.26: Comparing the distribution of total trips over the 60 distance-transport mode segments for the Ref-
erence Scenario and the Economic Mitigation policy scenario for the year 2100. Note that the distance bins are 
unevenly distributed.

Figure 4.27 shows the time-decay curves for both scenarios to be relatively equal, with a shift toward 
shorter travel times at the low end. Note that the total number of trips to be distributed in the Economic 
Mitigation policy scenario is 5% less than in the Reference Scenario. 

Figure 4.27: Comparing the travel time decay for the Reference Scenario in 2015 and 2100 and the Economic Miti-
gation policy scenario in 2100. The bins are equally sized from 0-5 hours, 5-10 hours, and so forth but the dots are 
placed at the real average travel time per bin. 

What these two figures show is that the main differences between the two scenarios are found in the 
modal choice, and the far smaller share of distances travelled above approximately 2,500 km. There are 
no significant changes in terms of travel time, though the share of greater than 20 hours one way is about 
18% higher in the Economic Mitigation policy scenario than it is in the Reference Scenario. In that sense, 
the world presented in the Economic Mitigation policy scenario has some characteristics of a ‘slow travel’ 
scenario (Dickinson & Lumsdon, 2010). 
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Consequences of the Economic Mitigation policy scenario for the tourism sector
The main differences between the ‘Economic Mitigation’ policy scenario and the Reference Scenario are a 
strong shift from Air transport to Other transport modes (high speed and conventional) and a significantly 
lower average distance per trip. Figure 4.28 shows that Air transport will see volumes reduced (with 22% 
trips and 24% distances) compared to 2015, which means that, in 2100, the access to Air transport - net-
work density and frequencies - will be comparable to that in the 2000s. Air transport will become very ex-
pensive due to three effects: the carbon tax, a 200% ticket tax and the effect of the slot capacity restriction 
on the ticket price. All in all, the price will be almost six times higher (per passenger kilometres) than in 2015 
and up to nine times the cost in 2100, compared to the Reference Scenario (see Figure 4.29). Of course, this 
higher price will impede access to Air transport for less wealthy people. 

Figure 4.28: Overview of the GTTMdyn projected development of the number of trips and distances travelled between 
2015 and 2100 for both the Reference Scenario and the Economic Mitigation policy scenario. 

The dependence on Air transport reduces in the Economic Mitigation policy scenario (the share goes down 
from 22% in 2015 to 5% in 2100). Furthermore, measured in terms of the number of trips, the car share is 
70% in 2100 for the Economic Mitigation scenario, up from 48% in 2015. The share of Other transport will 
decline from 30% in 2015 to 25%, but it becomes stable at the end of the century. In terms of distances, the 
picture is different. Overall, the distance travelled will increase by a factor of 4.6 over 2005, which is sig-
nificantly less than the growth ratio of 9.8 in the Reference Scenario. Air transport goes down from a share 
of total passenger kilometres of 58% in 2015 to 14% in 2100 (76% in 2100 in the Reference Scenario). 
Car transport increases from 26% to 47% (16% in the Reference Scenario) and Other transport increases 
from 16% to 39% (9% in 2100 in the Reference Scenario). The medium-haul segment is dominated more 
by high-speed rail. The average speed of tourism transport will decline from 239 km/hr in 2015 to 189 km/
hr (up to 344 km/hr in the Reference Scenario) in 2100, which is the level of 2002. 
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Figure 4.29: Overview of the development of cost per pkm and average return distance per trip in the Economic 
Mitigation policy scenario.

The average distance will not increase compared to the situation in 2015, while in the Reference Scenario 
it will almost double between the 2015-2100 period (see Figure 4.29). The average distance can only stay 
constant due to a redistribution of tourists in the Economic Mitigation policy scenario, as compared to the 
Reference Scenario. 

Figure 4.30: Overview of the development of emission factors for transport, accommodation and overall per trip for 
the Reference and Economic Mitigation policy scenarios (index 2015 = 1.0). 

The sector also needs to invest in more efficient technology, which requires significant funding (multi-
billion). Figure 4.30 shows the efficiency improvements in both the Reference and the Economic Mitigation 
policy scenarios. 

4.5.6 Overview of the policy scenarios
Figure 4.31 provides an overview of the emissions for all policy scenarios. The ‘Worst Case’ scenario shows 
a large increase in emissions in comparison to the Reference Scenario for socio-economic development. 
The ICAO policy scenarios do not reduce emissions in an absolute sense, but they do slow down their 
growth. The main impact comes from assuming the implementation of SAF (sustainable alternative fuels). 
However, this is not backed by legislation. So, the internationally agreed ICAO policies will have even less 
of an impact on the global emissions from tourism. I disregard the emission credits that may be bought 
through ICAO’s CORSIA scheme because these fall outside the model’s scope and because Figure 4.31 
clearly shows that the CORSIA offsetting proposal becomes increasingly meaningless after 2050, due to 
insufficient remaining emissions available for offsets (the two Paris-Agreed global emissions pathways 
come close to or even lower than the tourism emissions pathway). I may consider the ICAO scenarios to 
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be ’techno-fixes’. Additional technological development for Other transport modes and accommodation will 
improve the effectiveness of this scenario for the whole tourism sector. The ‘Ultimate Modal Shift’ policy 
scenario almost achieves flat emissions growth. This scenario is not sufficient without additional measures. 
Such additional measures have been added in the ‘Ultimate Mitigation’ policy scenario, which does reduce 
emissions significantly; however, this is partly at the cost of the growth perspective of the tourism sector 
(see Figure 4.32). The ‘Economic Mitigation’ policy scenario mitigated much of these issues with growth, but 
it still performs almost equal on the environmental indicators. 

Figure 4.31: Development of emissions and revenues in all policy scenarios.

Figure 4.32 shows the effects of the five policy scenarios on the six evaluation indicators. The figure shows 
that the Economic Mitigation policy scenario combines the tourism-sector growth of the Reference Scenario 
2100 with the environmental performance of the ‘Ultimate Mitigation’ policy scenarios. The ICAO policy 
scenarios have only a minor impact on the tourism sector’s growth perspective, but they also exert only a 
small environmental impact. The ‘Ultimate Modal Shift’ policy scenario would benefit the tourism sector’s 
revenues and deliver moderate environmental improvements, but by itself, it would fail to achieve climati-
cally sustainable development of tourism that fits within the Paris-Agreed 2.0 °C goal (UNFCCC, 2015). 

Table 4.10 shows the climatic sustainability of the final set of policy scenarios. Only the Ultimate Mitigation 
and the Economic Mitigation policy scenarios achieve climatically sustainable development. For the two 
weakest criteria sets, climatically sustainable development is almost reached for the ‘fair emissions-based 
shares’ criteria set, though they largely fail the ‘fair economics-based shares’ set. The Economic Mitigation 
policy scenario is vulnerable to very high tourism growth that far exceeds the Reference Scenario, for which 
it might partly fail the ‘fair emissions-based shares corrected for technology’ criteria set. ‘fair emissions-
based shares’ sustainability may be obtained for budget and deficiency, while ‘fair economics-based shares’ 
only shows a ’green’ for the deficiency criterion. The conclusion is that the Economic Mitigation policy sce-
nario enables keeping a normal economic development of tourism - though with a much less grown volume 
of (Air) transport - while taking a fair share of the global emissions mitigation burden. 
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Figure 4.32: Overview of the final set of policy scenarios. 

Table 4.10: Overview of the climatically sustainable development for the final set of policy scenarios. The numbers 
show the metric values and the colours the criteria (‘green’ means the emissions comply with the criterion, and ‘red’ 
means the emissions fail the criterion; the darker the red, the more severe the failure). Note: the ICAO CORSIA credit 
policy scenario has not been calculated for ‘Share of emissions in 2100’ (the value 339 in the column Em-2100) due 
to arbitrary assumptions that would be involved. However, the colour will most likely not get into the green area be-
cause the 1.7% offset emissions will not be able to make good for the 4.5% deficiency in the ‘ICAO’ policy scenario.
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4.6. Conclusion: climatically sustainable development of tourism

The question of whether tourism is developing in a climatically sustainable direction can be answered with 
a firm ‘no’ based on the analyses from the GTTM modelling suite. None of the contextual scenarios shows 
a decrease in emissions by the end of the twenty-first century, and all of them exceed the three criteria 
for sustainability for almost all of the criteria sets (see Section 1.3). Only the two lowest growth contextual 
scenarios obtain a ‘weak contribution to climatically sustainable development’. This finding means that 
they stay within 100% of the global CO2 emissions in 2100 and the global cumulative CO2 emissions for the 
2015-2100 period, as defined by the Paris-Agreed (2 °C) emissions pathway (UNFCCC, 2015) for all sectors 
together. The policy strategies, which are combinations of policy measures for a certain category, such as 
‘alternative fuels’ or ‘technology’, fail to achieve climatically sustainable development for all four criteria 
sets. Even the most stringent mitigation scenarios fail to comply with all of the criteria for a climatically 
sustainable development of tourism. Specifically, the most stringent ‘fair economics-based shares’ criteria 
set is not reached in any scenario for the criterion ‘final emissions in 2100’, nor for the Cumulative CO2 
Budget metric. Only the Ultimate Mitigation and Economic Mitigation policy scenarios fully comply with the 
‘fair emissions-based shares corrected for technology’ criteria set. This requirement allows tourism to take 
three times the emissions share that it would take in a global 4 °C Reference Scenario (so the share of 
the tourism Reference Scenario in an unmitigated context scenario for all sectors). The allowance is made 
because of tourism’s technological solutions, specifically for Air transport, have far less potential than for 
most other sectors. 

The overall conclusion is that climatically sustainable development of tourism is nearly impossible to 
achieve, and it would only be possible if the sector were allowed to take on a significantly lower portion of 
the mitigation burden. The main causes for this are the combination of the increase in the number of trips 
to five times the volume in 2005 and the growth of transport volume to nearly ten times the 2005 volume. 
Finally, it has become clear that a ‘business-as-usual’ development of tourism volume will render the Paris-
Agreed goals unattainable, even if all other sectors mitigate their emissions to zero before 2070. 
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Table 4.11: Overview of all context and policy scenarios calculated with the GTTMdyn showing the performance 
necessary to obtain the climatically sustainable development of tourism. The numbers show the metric values and 
the colours the criteria (‘green’ means the emissions comply with the criterion, and ‘red’ means the emissions fail 
the criterion; the darker the red, the more severe the failure). Notes: ‘Em-2100’ is CO2 emissions in 2100, ‘Budget’ 
is cumulative emissions between 2015 and 2100 and ‘Deficiency’ is the cumulative amount of tourism emissions 
exceeding the global emissions pathway between 2015 and 2100. For additional information, see Section 1.3.
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5.1. Introduction: a decade of research

My doctoral study extended over a long period, from 2007 to 2017. A period which was rather dynamic for 
global climate policy: from the technically failing Kyoto Protocol (Rosen, 2015), and the political failure of 
the UNFCCC meeting in Copenhagen (Daniel, 2010) to the breakthrough UNFCCC meeting in Paris, 2015 
(UNFCCC, 2015). In addition, within both tourism research communities and the tourism sector, awareness 
of the climate mitigation problem has transitioned from a negating position to one of acknowledgement (see 
Section 1.1). The problem is that in a business-as-usual scenario, before the end of the twenty-first century, 
the tourism sector would result in higher emissions than the emissions required for all of the sectors com-
bined to avoid ‘dangerous climate change’, a condition exceeding a temperature rise of 2 °C. This dangerous 
climate change would mean that, whatever efforts all of the other sectors put into mitigating their emissions, 
the tourism sector on its own would still cause global emissions to exceed the CO2 emissions budget to 
keep the temperature anomaly below 2 °C. The objective of my study was to deepen the understanding of 
tourism’s contribution to climate change and to form ideas of how to mitigate this impact against the context 
of the global climate policy. 

The research approach I adopted was a modelling study that started with an emissions inventory and 
delivered three Global Tourism and Transport Models (GTTM). The basic GTTMbas was a constant exponential 
growth model, which enabled some extrapolations through 2035. The advanced GTTMadv was programmed 
with system dynamics software, while still being a constant exponential growth model. It explored the 
future up to the year 2050. The third model, the dynamic GTTMdyn, is a system dynamics model that runs 
up to 2100 and is based on mechanisms for the combined tourism and tourism-transport sectors. In all of 
the models, tourism is defined as the sum of economic activities serving the demand of all tourists for any 
purpose other than to be employed by a resident entity in the country or place visited or for military pur-
poses. A tourist is a visitor staying at least one night and no more than one year outside his or her normal 
environment. This definition means that not only holidaymakers are ‘tourists’, but travellers visiting friends 
and relatives (VFR) and business travellers as well. It also means that both international and domestic tour-
ists are included. Furthermore, the hospitality sector, including accommodation, restaurants, and so forth, 
most of passenger Air transport and a significant share of high-speed rail are an integral part of the tour-
ism and transport system and endogenous to the GTTM. Most Car transport and public transport including 
conventional rail transport are used for non-tourism purposes, so these sectors are not full subsystems in 
the system and the GTTM, though, of course, the tourism-related costs, revenues, emissions and transport 
volumes are included. 

I will explain some important concepts to promote a better understanding of the following text. If you are 
familiar with these, my advice is to skip the remainder of this section and continue with section 5.2. A ‘policy 
measure’ is a single intervention in the system that represents an action by policymakers (e.g. implement-
ing a ticket tax). A ‘policy strategy’ is a set of policy measures within a theme (e.g. Taxes and Subsidies). 
For a ‘contextual scenario’, I mean a background scenario composed of a set of economic, demographic 
and technological developments, but assuming business-as-usual for policies. The Reference Scenario is a 
special contextual scenario that describes a ‘middle-of-the-road’ contextual scenario (medium GDP/capita 
growth, medium population growth and moderate technological innovation). A ‘policy scenario’ describes 
the response of the model to a set of policy measures (a policy strategy). 

Six criteria are used to evaluate policy and contextual scenarios, three of which represent the tourism 
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sector’s socio-economic performance and three the environmental performance. To evaluate the results 
of policy measures, strategies and scenarios, I defined ‘climatically sustainable development of tourism’. 
The metrics are CO2 emissions in 2100, and, for the period 2015 and 2100, cumulative CO2 emissions and 
a CO2 emissions deficiency1. Furthermore, I defined three levels of criteria for sustainability. Ranging from 
weak to strong, these are ‘weak contribution to climatically sustainable development’, ‘fair share emissions 
technology corrected’, ‘fair share emissions ‘ and ‘fair share economy’. See Section 1.3.4 for definitions of 
these terms.

My study made a two-fold contribution to the global tourism and climate change mitigation discussion: 
the first comprehensive and detailed CO2 emissions inventory and the first global tourism mitigation scenar-
ios. In 2007, I developed the GTTMbas, which already roughly showed that unlimited growth in tourism is very 
unlikely to fit within a global scenario aiming that climate change goes beyond 2 °C temperature rise. With 
the GTTMbas, seventy ‘scenarios’ were evaluated by assuming different assumptions to the development of 
tourism volume (i.e. a shift in mode transport choice and a change in the average distance) and technology 
(i.e. the impact of technology on CO2 emission factors). This work revealed 69 combinations with increased 
CO2 emissions in 2035 and only one combination with reduced emissions compared to the CO2 emissions 
in 2010. As presented in Section 1.6.2, using a narrative scenario approach in the GTTMadv did generate 
better-performing scenarios, though with a 30-40% reduction in emissions in 2050 compared to 2005 that 
was still short of 70%, which was at the time of the study (2009-2010) considered a ‘sustainable’ level. 
With an automated backcasting method added to the GTTMadv (section 1.6.3), I developed four scenarios 
that reduced tourism’s 2005 CO2 emissions by 70% in 2050. The four scenarios differed only in assump-
tions for the contextual scenario economic and demographic growth. Interestingly, two distinct solutions 
were found, depending on the contextual scenario for global economic growth and global population. The 
basic dichotomy was the modal split of tourism transport. Either it showed some reduction of Air transport 
combined with a large shift from Car transport to Other transport, or it resulted in a strong reduction of Air 
transport to the level of the 1970s combined with the current shares of Car and Other transport. Both the 
GTTMbas and GTTMadv distinguished between domestic and international tourism and some geographically 
dispersed regions in the world (developed and developing). The GTTMdyn fully departed from this ‘geographi-
cal’ approach and assumed the global market to be divided into 60 markets based on all combinations of 
three transport modes and twenty distance classes. 

Section 5.2 deals with the answers to the research questions, followed by a section (5.3) describing 
what my study has contributed to our knowledge and understanding of the tourism and transport system 
and its role in climate change. These sections are followed by a reflection on the results in section 5.4, 
including a discussion of the limitations of the study (5.4.1), technological (un)known unknowns (5.4.2), 
and policies (5.4.3). The thesis finishes with some research and policy recommendations and a personal 
reflection on the results (5.5). 

1  Deficiency means the cumulative overshoot of emissions of the tourism sector compared to the Paris-Agreed 
emission pathway. See further 1.3.3.
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5.2. Answers to the research questions

The main operational question of my research is ‘How can the global tourism sector develop in a 
climatically sustainable way?’ This operational question has been translated into the following general two-
part research question: ‘Which mechanisms drive the development of global tourism and its CO2 emissions, 
and what are the potential effects and consequences of the policy strategies to mitigate these emissions?’ 
Based on this general question, five detailed research questions were derived, which I will try to answer in 
the remainder of this section. 

1. What are the main endogenous mechanisms driving the tourism system?
  The assumption of distance attraction forms the main endogenous driver for the increase of transport 

volume and average distance per trip. I tested this phenomenon by running the GTTMdyn with all 
exogenous variables such as global population size, GDP/capita, equity of income, fuel efficiency, 
average travel speed, transport prices and investments in high-speed rail set at a constant level 
between 2015 and 2100 (see Section 3.5.3). This analysis revealed there was still an increase in the 
distance travelled and a shift in modal split for transport volume, measured as passenger kilometres, 
to Other (rail, public transport and coach) at the cost of air and car shares. The only way to make the 
GTTMdyn show stable trips between 2015 and 2100 was to assume the distance attraction factor to 
be zero (see Figure 3.12 in Section 3.5.3). However, the share of Other transport’s volume (pkm) still 
increases, though now only at the cost of car share. I did not find a satisfactory explanation for this 
model behaviour. The ‘distance attraction’ may be an indication that some tourists do indeed seek 
adventurous and ‘exotic’ distant destinations as proposed by Plog (1974). Though Plog’s model has 
been tested and refuted for travel behaviour, it was validated for ‘desired’ behaviour (Litvin, 2006). 
This validation means a potential market exists for longer travel distances, which will develop as 
soon as the opportunity arises, and ravel cost and time becomes within reach for more people, a 
development supported by the GTTMdyn. 

2. What might tourism’s long-term impact be on climate change?
  Based on the broad range of contextual scenarios run with the GTTMdyn, an initial conclusion is that 

tourism’s contribution to CO2 emissions and climate change is very likely to increase for the remainder 
of the twenty-first century. I base this conclusion on the result that none of the contextual scenarios, 
which cover wide-ranging combinations of economic and population growth together with business-
as-usual technology-driven efficiency improvements, show a reduction in emissions between 2015 
and 2100. Figure 3.5 (see Section 3.4.2) shows that, out of twelve contextual scenarios, only three 
scenarios show some decline in emissions in the last decades of the twenty-first century, but all 
end with higher emissions in 2100 than in 2015. All other contextual scenarios show a continuous 
increase in emissions.

   A second conclusion is that tourism will most likely develop in a climatically unsustainable way. This is 
shown in Table 4.2, in which only the A2 lowest economic growth, low population growth, decreasing 
income equity and Paris Aspiration (inducing high carbon cost) contextual scenario shows a ‘weak 
contribution to climatically sustainable development’. 
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3. Which exogenous developments drive tourism’s long-term impact on climate change?
  The main exogenous drivers of tourism growth include GDP/capita, population growth and equity 

of income. Trips/capita is assumed a linear, continuously increasing function of GDP/capita, up to 
a certain level of GDP/capita, after which the number of trips is kept constant. Therefore, economic 
growth directly drives the number of tourist trips but in a non-linear way, also depending on income 
distribution. Also, not surprisingly, the total number of trips is exactly proportional to the size of the 
global population, all other variables being equal. More surprising was the strength of the third main 
driver: equity of income (see Figure 3.6 in Section 3.4.2 for the results for CO2 emissions). The GTTMdyn 
shows that increasing equity, all other parameters constant, causes an increase in emissions that, for 
low equity, is more than proportional, but develops approximately proportionally at the higher end of 
the equity scale. The improving fuel efficiency of cars will directly cause increased growth because of 
lower fuel costs. This effect is not accounted for in the Air and Other transport ticket prices because 
these are market driven, rather than being cost driven. A feedback loop between travel speed and 
modal shift toward faster modes will enforce any exogenous parameter-driven shifts to higher speed 
modes (air, high-speed rail). Also, an increase in distances for Air transport will reduce the per pkm 
ticket price and increase average speed due to the greater share of high-speed cruising in long flights, 
both combined with the value of distance stimulating to travel longer distances. Another exogenous 
driver for tourism transport growth2 is the historical continuous reduction of transport prices in 
business-as-usual scenarios. Though a small part of this may be caused by the continually improving 
fuel efficiency of Air transport, there are many other factors at work. These are the increased seat 
densities, higher aircraft productivity, continuously increasing speed, accelerated by the introduction 
of the jet aircraft in the 1960s, and improved maintenance, which increases the flight hours per 
year, reducing cost. Furthermore, the more recent widespread introduction of low-cost carriers has 
vastly reduced ticket prices, again shifting modes from slow and relatively expensive surface-based 
transport modes to fast and relatively cheap Air transport. For the future, after 2015, most of these 
developments are assumed to slow down.

4.  Which policies (or combinations thereof) will be able to attain the climatically sustainable development 
of tourism? 

  The most climatically sustainable policy scenario was ‘Ultimate Mitigation’, which assumes all 
measures set at their maximum CO2 emissions saving levels. However, this scenario suffers from 
a more than 40% loss of revenues in 2100 compared to the Reference Scenario. Therefore, I 
developed a better balanced policy scenario - the ‘Economic Mitigation’ - which reduced some of 
the most severe measures with only small losses for the emission mitigation potential. The Economic 
Mitigation policy scenario obtained the same tourism sector revenues as the Reference Scenario. 
This scenario’s main measures included technology (fuel or emissions efficiency) improved to the 
maximum assumed possible, biofuels subsidised up to 90%, Air transport taxed by 200% on the 

2  Not for tourism volume growth in terms of trips because, in the GTTMdyn, the number of trips is directly and 
exclusively governed by GDP/capita and independent of the cost of a trip. This is reasonable because GDP/
capita is a relatively strong proxy for lifestyle, while the cost of travel varies over several orders of magnitude, 
providing people with many opportunities to save on cost in case, for instance, taxes would increase the cost 
of travel. 
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ticket price and a moderate carbon tax rising from $90/ton CO2 (1990 USD) in 2015 to $450/ton CO2 
in 2100, applied to all transport modes and accommodation. Furthermore, some behavioural change 
was assumed (50% less attraction of distance, 5% less inclination to travel and a slower reduction 
in the length of stay). The latter assumptions help to reduce transport distances, while still improving 
revenues from accommodation through a longer stay for each trip. Though the two most effective 
policy strategies are tax policies and infrastructural measures, it is imperative to combine these with 
technology, biofuels and a regulatory restriction on Air transport growth (in my study, I assumed a 
reduced global airport slot capacity, but other options could be explored as well). Though the individual 
policy strategies did not provide climatically sustainable tourism development, combining different 
policy strategies did enable some policy scenarios to achieve a climatically sustainable development 
of tourism. 

5.  What are the main consequences of policies achieving a climatically sustainable development of the 
tourism sector?

  The main differences between the ‘Economic Mitigation’ policy scenario and the Reference Scenario 
are a strong shift from Air transport to Other transport modes (high speed and conventional) and a 
strong shift from the long distance markets to medium and short distance ones causing a significantly 
lower average distance per trip. Air transport will see reduced volumes (with 22% trips and 24% 
distances) compared to 2015, which means that in 2100 access to Air transport - network and 
frequencies - will be comparable to that in the 2000s. Air transport will become very expensive due 
to three effects: the carbon tax, a 200% ticket tax and the effect of the slot capacity restriction on 
the ticket price. Overall, the price will be almost six times higher (per passenger kilometre) than in 
2015 and as much as nine times the cost in 2100, compared to the Reference Scenario. Of course, 
this higher price will hinder access to Air transport for less wealthy people, but tourism will still be 
accessible by most people through Car and Other transport modes. 

5.3. The study’s contributions to theory, methods and modelling

This section lists my main contributions to theory, methods and modelling. The following new theoretical 
assumptions and theory are applied: 

not by the attractiveness of destinations, cost of travel and the availability of specific transport 
infrastructure, which all only determine the distribution of trips over tourism markets, but not the total 
number of trips;

destinations;

theory for transport (integrated monetary and time-cost based) with the non-linearities of prospect 
theory’s ‘psychological values’. This integration includes the idea that the prospect-theory-based 
‘reference value’ of cost is not only based on the ‘personal’ transport mode (for instance, for air 
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travellers based on the cost and travel time averages of air travel); and

by transport geographers. 

The following are innovative methods developed for the GTTMdyn: 

(Rohde, 2009), a ‘reverse’ equation has been derived that provides the share of the population above a 
certain threshold income level for a given average income. This reverse equation is used to determine 
the share of potential adopters of the global population per transport mode and distance class in the 
Bass models;

theory. Specifically the novel time decay idea is applied to fill in the initial trip distribution over distance 
classes;

a method to divide the global tourism market, including the major share of domestic tourism trips, into 
60 market combinations of transport mode and distance class. This approach allowed me to avoid the 
serious biases existing in contemporary tourism studies about the role of Air transport (overestimated), 
international tourism (overestimated), public transport and Car transport (both underestimated and the 
first one often ignored) and domestic tourism (often ignored);
a method to allow the introduction of a new product, i.e. transport mode, by applying ‘Bass models’ 
for adoption and the diffusion of the product; the only user assumption is the year of the introduction 
on the market;
a behavioural model based on causal relationships rather than the more common statistical 
relationships assumed in many econometric models, thus enabling very large changes in travel time 
and monetary costs of travel;

2 emissions in the year 2005;
a database with a century of historical data for the main variables describing tourism, tourism 
transport, its cost and travel-time parameters and its impacts on CO2 emissions; and

contemporary method like a constant reduction of fuel consumption per year, but also takes into 
account that the rate itself slowly diminishes over time (Peeters & Middel, 2007). This submodel 
almost perfectly matches the historical data, while constant rate-of-change models show either a very 
poor fit to the data or require re-setting the rate of change of efficiency at several points in history, 
which are exogenous to the models (and often rather arbitrary).

Regarding modelling, the GTTMdyn stands apart because, at least within tourism modelling, it:

calibrated for a 105-year period (1900-2005) of historical data; 
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portion of the model) and, for instance, future space travel;

improvements in emission factors;

an important input for calculating the emission factor of air travel; and

or investments in high-speed rail and airport infrastructure. 

5.4. Reflection on the results

5.4.1 Limitations to the study
The results of my study run into several limitations. In Section 3.7.3, I explored the consequences of model-
ling choices for trip generation, global market structure, restriction of the model’s scope to overnight visitors 
and simplifications in the emissions model being the most important with respect to tourism and transport 
volume development and impact on emissions. Other restrictions originate from the theoretical, data and 
scenario knowledge gaps identified in Section 1.4. Finally, the GTTMdyn is not an economic model; therefore, 
the data it generates on economic impacts may be relatively crude. In this section, I will explore the model’s 
limitations, which are mainly caused by theoretical gaps, the data gap limitations and the limitations caused 
by the (lack of) economic modelling. 

Model limitations
Most of the model’s limitations were caused by gaps in the theoretical knowledge. A practical and suitable 
theory of global tourism trip generation was not available. Based on only two sources, one global and one 
for the Netherlands, a linear relationship between trips/capita/year and GDP/capita has been assumed in-
cluding a certain maximum number of trips/capita/year. The slope of this linear equation was almost equal 
for the two sources that provide one. The maximum number of trip/capita/year was measured for the Dutch 
population. The assumption that the total number of tourist trips was a simple and fixed function of GDP/
capita - and thus income distribution - means that the quality and cost of destinations and tourism transport 
did not affect the global tourism economy. This may very well be true for a large range of those qualities, 
but the GTTMdyn obviously will be unable to represent the case of almost no tourism transport or a very low 
quality of tourist destinations being provided, limiting the ability of the model to assess extreme sector-
restricting policy measures. 

The idea to create sixty transport mode/distance class markets to describe tourism deprived the GTT-
Mdyn of the ability to provide insights into the geographical and motivational distribution of tourism and 
whether it is domestic or international. For the CO2 emissions and overall volumes of tourism and transport, 
this was not essential, but it did cause some issues for the link with contemporary tourism research. On the 
one hand, this non-geographical approach prevented the study from directly assessing, for instance, the 
impact of the Economic Mitigation scenario on developed and developing countries. On the other hand, parts 
of the studies for this thesis helped to assess such issues (e.g. Peeters & Eijgelaar, 2014).

Several simplifying assumptions were made for the emissions model. The results of the GTTMdyn for avi-
ation emissions, the main source of emissions, paired relatively well with the extrapolations and scenarios 
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published by other scholars. The main restrictions of the GTTMdyn regarding emissions were the technology 
policies that, for Car transport and Other transport and accommodation, assumed rather arbitrarily chosen 
exponential improvements in fuel efficiency and shifts toward the use of electricity. Though the prospects 
for electrification and decarbonising buildings and both Car transport and Other transport are considered 
relatively good, the maximum policies assumed in the GTTMdyn scenarios for the Ultimate and Economic 
Mitigation policy scenarios may have been a bit too optimistic. For the long time horizon (85 years), this 
may have mainly affected the CO2 budget for tourism, but it had a far lesser impact on the final emissions in 
2100, because the rates do more affect the year in the future these elements of tourism become zero emis-
sions, rather than the final emissions in 2100. The assumptions for Air transport, causing the main share of 
emissions, were better founded in scientific knowledge.

Data limitations
Systematic counts for the global volume of tourism exist for international arrivals since the 1950s and an-
nually published by UNWTO (e.g. UNWTO, 2008a). For several years, portions of the counts for domestic 
tourism arrivals were also published, but these were always covering a minority of countries with many 
years even missing completely. Domestic tourism always has made up the largest share of tourism, though 
it has gradually declined to its approximately 80% share in 2005. The GTTMdyn coefficients were calibrated 
based on the limited data for global tourism trips between 1900 and 2005. By applying the GDP/capita trips 
equation and some other methods to fill these data gaps, the historical data from 1900 to 2005 were sur-
rounded in uncertainty. However, the overall picture seems unlikely to be way off. For instance, it is unlikely 
that tourism was a mass phenomenon at the beginning of the twentieth century, but it is still certain tourism 
did exist and most was domestic. The first large seaside resorts did develop at the end of the nineteenth 
century (Walton, 2009). The 2005 data point is far more accurate. The shape of the development, more or 
less exponential growth, is considered not uncommon for consumption goods over the past century (e.g. 
Grübler, 1990). Such curves hold as long no substitution has entered the market, which, for ‘tourism arrivals’ 
has not been the case.

A more severe issue was the lack of data about transport modes used in tourism, and the distances 
tourists travelled. However, again, it was not likely that the data I used for calibration were significantly 
wrong because they were also verified against reasonable travel speeds and times. Once more, the calibra-
tion year, 2005, was better covered by empirics, so the uncertainty centred more on the coefficients govern-
ing the model dynamics than on the absolute values in 2005 the beginning of the projections in the GTTMdyn. 
The initial (1900-1950) emission data were also based on little and often anecdotal information. For exam-
ple, the fuel efficiency of the car in 1910 was entirely based on one reference that mentioned mileage per 
gallon for the iconic T-Ford. However, these historical emissions did play almost no role in the calibration of 
the behavioural model, which is governed by a mix of cumulative errors and the 2005 reference point. . At 
the same time, the future emissions, at least for Air transport, were comparable with projections published 
by other researchers, based on other models. 

Economics 
The GTTMdyn is not an economic model, but a behavioural model. Most prices are exogenous, excepting 
some feedbacks that delivered additional price rises in case of constraints for aircraft fleet and airport slot 
capacity. Still, it does provide simple cost and revenue calculations, but it ignores discount rates. It also 
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does not look at maximising the present values of investments or other common economic variables. It has 
the disadvantage of being disconnected from economic studies and is likely missing some (second-order) 
economic effects connected with, for instance, returns on investments. This disconnectedness means that 
losses or profits are not part of the model and collapses of entire subsectors of tourism cannot occur within 
the GTTMdyn. So, in case airport slot capacity is restricted, the possibility that the entire Air transport sector 
collapses is not a possible outcome of the model. The effect of this on the conclusions is likely not very 
large, because in the climatically sustainable scenarios, where collapse might be imminent, the share of Air 
transport is low anyway compared to the Reference Scenario. Furthermore, there is another mechanism that 
may preserve the aviation sector from global bankruptcy. GTTMdyn includes the effect of airport capacity con-
straints on ticket prices. In slot-constrained scenarios, these will increase from $0.04/pkm to $0.10/pkm. 
This price increase would lend some resilience to the aviation industry to be able to cope with the loss of 
growth and sunk cost of investments in new aircraft programmes and over-capacity of the fleet. The impact 
of these higher prices may even help to improve the profitability of the remaining airports and airlines. At the 
same time, for the aircraft manufacturers the cancellation of many of the aircraft now on order with aircraft 
manufacturers may produce adverse effects like over-production, slack prices and the need to lay-off many 
employees in a short time. Figure 5.1 shows that in the Economic Mitigation scenario, aviation will maintain 
its overall revenues more or less at the level of 2015. But growth will now benefit other parts of the tourism 
sector and is divided over Car transport, Other transport and accommodation, which all grow faster than in 
the Reference Scenario. 

Figure 5.1: Annual revenues from tourism in the Reference Scenario (left pane) and the Economic Mitigation policy 
scenario (right pane). 

Another approach is that the GTTMdyn ignores discount rates as it does not have a model element to cal-
culate returns on investments, discounted revenues or savings or net-present-value calculations. It simply 
shows the taxes, subsidies, investments, costs and revenues for each year in a constant currency unit (1990 
USD). This assumption ignores the discount rate or, more precise, assumes it to be zero, more or less fol-
lowing Stern (2006), who proposes that discounting for long-term - intergenerational - policy-supporting 
scenario studies should be set low or at zero. One reason for discounting costs and damages in the future 
is the assumption that income will always be higher in the future, and consequently, a given amount of 
costs and damages will be felt less (Hourcade et al., 2009). This reduced valuation of a given amount of 
money would mean that costs taken now to save damages in the future will show less economic efficiency, 
because the saved damages in the future are valued less (Chancel & Piketty, 2015), causing inequality 

Chapter 5



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 177PDF page: 177PDF page: 177PDF page: 177

177

between current and future generations. Another reason to apply discounting is that consumers appreci-
ate current costs more than they do future costs, and thus will lend greater weight to current costs than to 
future costs when making decisions (e.g. Schäfer & Jacoby, 2006). This weighing, of course, is important 
in models that describe consumer behaviour in response to measures, like my PV and Bass models do. But 
such discounts are ‘perceived costs’, not the real costs felt by future generations. The behavioural model of 
GTTMdyn‘ is calibrated on the basis of revealed collective behaviour, and thus it implicitly does include utility 
discount rates. But in my opinion, it would be wrong to discount future costs and benefits (like the abate-
ment costs and tourism revenues) based solely on such perceived values of current consumers because 
the real (undiscounted) costs that are felt by consumers in the future by then will, of course, be ‘current’ 
(e.g. supported to some extent by Dasgupta, 2008). In other words, to base a long-term policy decision, like 
investing in infrastructure, on current perceived consumer costs would rather distort the view on the long-
term future and the costs perceived by the people living in said future. 

5.4.2 Technology: the (un)known unknowns

Introduction
When I present the results of my study, invariably the audience raises the issue of technological solutions 
that they feel have been wrongfully neglected. These technologies are seen as a kind of ‘silver bullet’ solving 
all problems at once. The most commonly mentioned technologies include power-to-liquid fuels (Schmidt 
& Weindorf, 2016), electric flight (The Economist, 2015), solar flight (Wise, 2015), the Hyperloop (Spacex, 
2017) and space travel (Walter, 2010). None of these technologies is part of the GTTMdyn, though, with vary-
ing degrees of effort, it is possible to add most of these options to the GTTMdyn. I will discuss some of these 
options and explain why they cannot be part of the solution to the climatically unsustainable development of 
tourism. More generally, the aviation discussion suffers from a discourse of technology optimism, which is 
an “enduring but flawed promise of sustainable aviation” that “may result in inaction that continues to delay 
much-needed progress in climate policy for aviation” (Peeters et al., 2016, p. 30). In other words, hoping for 
technological solutions will delay volume and growth-related policies, which are inevitable as shown by my 
study if the Paris Agreed emission path is taken as goal. In addition, while many of the proposed technolo-
gies do improve aircraft fuel efficiency, they do so slowly and evolutionarily, which is already part of the pro-
jected improvements that have also been assumed in the GTTMdyn (see Section 2.3.5). Examples are laminar 
flow (a way to significantly reduce aerodynamic skin friction drag forces acting on flying aircraft, which has 
first been proposed in the 1920s and since then applied initially on glider aircraft and more recently also on 
airliners), carbon fibres (material to reduce the weight of aircraft increasingly applied since the 1960s), and 
high bypass engines (implemented first time in the 1970s as a way to improve engine efficiency and reduce 
engine noise). All of these technologies continue to improve the fuel efficiency of (jet) aircraft. Therefore, 
they are all part of the business-as-usual development in aviation. In the following sections, I discuss five 
of the proposed silver bullet technologies: electric flight, solar flight, power-to-liquid alternative fuels, the 
Hyperloop and space tourism. 

Electric flight
Airbus is experimenting with a small electric aircraft that can now fly approximately less than 20 minutes 
on its battery power, including taxiing, take-off, climbing, cruising, descending and landing (Tegler, 2016). 
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The aircraft is 350 kg (45%) heavier than the same type of aircraft with a piston engine, mainly due to the 
battery weight. Some experts (Evation, 2017) believe a nine-seat aircraft flying stretches of up to 965 km 
could be viable by 2030. Some sources claim that current battery densities should increase by at least a 
factor of ten, which in itself would take nearly 30 years if the rule of thumb holds (Moore, 2014)3. However, 
Moore (2014) also observes that there are several significant advantages to integrating electric propulsion 
into a wing. Furthermore, electric engines have an energy efficiency of almost 100%, while current turbo-
fans only achieve 35% (Torenbeek, 2013) and turboprops might achieve 40%. These improvements would 
require batteries to improve their kWhr/kg performance by a factor of four at least. At the recent rate of 
8% per year improvement, this would still take more than fifteen years. As soon as the battery is available, 
the clean-sheet design of the electric airliner, initially most likely for the smaller short-haul aircraft, will be 
a major challenge as almost every major part of the aircraft will need to be changed or newly developed. 
This also includes current aircraft safety regulations like FAR 25 (US) and CS-25 (EU). Such a challenging 
clean-sheet design will take between fifteen and twenty years to mature to its first delivery, which would 
bring us to the second half of the twenty-first century. The Delayed Mitigation policy scenario shows that 
this will be too late to make climatically sustainable tourism possible. The National Academies of Sciences 
Engineering and Medicine (2016) consider a hybrid form of turbo-electric propulsion to have some prob-
ability to become operational for single-aisle airliners (relatively small and short-haul) within a time frame 
of 30 years. Although such a hybrid approach may lay the foundation for electric flight, the downside is that 
CO2 emissions per passenger kilometre will be reduced by about 20-30%, which is insufficient to make Air 
transport climatically sustainable.

Solar flight
Solar flight, however, is a different matter. My own bachelor’s thesis was an attempt to design solar-pow-
ered aircraft (Peeters, 1980). For this thesis, I first designed a solar plane that could fly on its solar power for 
two hours with a single pilot during a sunny summer’s day in the Netherlands. Of course, the aircraft could 
extend its flight using thermals. My second design was for an ultra-light aircraft with a range of up to 657 
km at 51° north latitude on a sunny summer day and only carrying the pilot. The third design involved an 
aircraft for scientific exploration of the ozone layer - a hot topic in the 1980s - that could potentially carry 
2.5 kg of equipment continuously by slowly climbing during the day and slowly descending during the night. 
A 27.5 kg battery was installed to help overcome the nights. Such aircraft are still under study, albeit at a 
much smaller scale, but they are not operational (Noth, 2008). The main issues with solar flight are the low 
energy density (kW/m2) of solar radiation, combined with the problem of sunless periods during the day and 
even the year. A Fokker-50 turboprop airliner has a wing area of 70 m2, a total engine power of 3,728 kW, 
which translates to a power loading during cruise flight (my guess is at about 70% of maximum power) of 
37 kW/m2. The sun delivers a maximum of 1 kW/hr, assuming 100% solar cell efficiency. Currently, solar 
cells reach some 20-25% energy efficiency (Cheng, Pascoe, Huang, & Peng, 2016; IPCC, 2011). Therefore, 
even midday on a sunny day in summer, the energy density of the sun fails by a factor of 150 for this size 
of a Fokker-50 aircraft. Modern jets have even higher wing-loadings and thus power loadings. Solar cells 
that are 100% efficient - a theoretical impossibility - may reduce the gap to a factor of 40, but this is still in-

3  This Moore is not of Moore’s law which states that every eighteen months, the CPU calculation speed and 
data storage capacity will double (Fettweis & Zimmermann, 2008).
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surmountable. Solar flight that directly captures the sun’s energy on the aircraft’s wings and that maintains 
a mass transport system with speeds significantly higher than those for conventional rail and the comfort 
that is currently offered by airlines is physically impossible. Of course, the Solar Impulse, a one-seat aircraft 
with a wingspan exceeding that of the Boeing B747-4000 ‘jumbo jet’ did recently manage to fly around the 
world in over 23 days of flying (550 flight hours). However, its creators acknowledged that ‘‘solar planes will 
never replace fuel-powered commercial flights” (Peeters et al., 2016, p. 37).

Power-to-liquid alternative fuels
Another technology often mentioned is producing kerosene by power-to-liquid (PtL Schmidt & Weindorf, 
2016). The basic idea is to use sustainable energy sources like wind, solar and hydro to create liquid fuels 
directly from CO2 in the atmosphere (Schmidt & Weindorf, 2016). The yield per hectare (for solar or wind 
power) would be about 19,750 kg/ha, compared to 16,440 kg/ha for algae-based biofuels. An advantage of 
solar energy is the assumption that approximately 33% of land with solar cells is fully occupied, while for 
wind energy, only 3% of the land is directly covered access roads and the foundations of the wind turbines. 
So, PtL would be three to thirty times as land-efficient as the best performing biofuel known, assuming the 
non-directly occupied space is effectually used for other purposes. The cost is estimated at $1.6 per kg 
compared to $0.8 for kerosene, both estimates for 2050 (Schmidt & Weindorf, 2016). The CO2 lifecycle emis-
sions per MJ will be in the range of 11-28 kg CO2/MJ, compared to 87 kg CO2/MJ for kerosene and some 
25-35 CO2/MJ for many biofuels. Assuming a 50% subsidy, sustainable global land-use and a mix of 50% 
solar and wind energy to calculate land-use, the effect on emissions potentially is strong as shown in Figure 
5.2. The technology is at a readiness level of between 5 and 8 (technology validated in an industrial setting 
to be system complete and qualified), though a plant in Iceland did produce five million litres of methanol 
in 2015 (Schmidt & Weindorf, 2016). Technology to convert methanol to kerosene does exist. However, the 
non-zero emissions of PtL still limit its capacity to act as the ‘silver bullet’ that will solve the mitigation is-
sues for the sector, but it may help to relax the airport slot restriction, allowing more flights in the long-term 
future than is the case in the Economic Mitigation scenario. Another issue is whether we really can find the 
very large areas where wind and solar power integrate for 100% with other land-uses, without compromis-
ing these uses. Or in other words: is there enough solar and wind power left to power aviation entirely on 
PtL technology? The answer requires an additional study.
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Figure 5.2: The effect of the power-to-liquid technology based on the data provided by (Schmidt & Weindorf, 2016). 
The emissions are annual CO2 emissions. The grey line denoted with an * shows the emissions in the Reference 
Scenario.

Hyperloop
Another frequently mentioned idea is the Hyperloop (Spacex, 2017). The idea is to build very long tubes 
that are near vacuum and ‘shoot’ 28-seat ‘pods’ through them at high speeds and virtually no aerodynamic 
drag. The system is specifically designed for distances up to 1,500 km, as the authors of the study believe 
that supersonic flight will cover longer distances in the future. KiM (2016) assessed the technology and 
concluded it to be far too weakly founded to become a game-changer in long-distance transport, if at all 
possible. Also there are serious flaws with respect to transport capacity (van Goeverden, Milakis, & Janic, 
2017). However, even if it were possible, this solution also suffers from the very long lead times to design 
the technology, build the hundreds of thousands of kilometres of tubes and to take over aviation. Moreover, 
so far no reliable data has been published about the energy efficiency of this system, specifically the energy 
necessary to maintain the tubes’ vacuum, which very likely is high. 

Space tourism
Space travel is proposed as a new type of excursion (Duval & Hall, 2015) and a novel way to travel from A to 
B (Walter, 2010). The energy required for space travel differs greatly from air travel. Where for Air transport, 
every additional kilometre will add to the energy use, for space travel, after lift-off and the climb into orbit, no 
further energy is required except, depending on the type of spacecraft, during landing for the braking speed. 
However, the energy for launch and getting into orbit can be considerable. The energy required to launch the 
reusable Space Shuttle was 45,360 GJ for lifting a maximum of nine passengers (space limited) or 25 tons 
of payload (weight limited) into orbit (how-green-is, 2017). Although 25 tons is equivalent to some 170 pas-
sengers, including furniture, passenger equipment and luggage based on data given by Torenbeek (1982), 
the Space Shuttle was about the same size as a 100-seat DC-9, but with a pressurised cabin that occupied 
a much smaller share of the fuselage than in a normal aircraft. So potentially 50 to 100 passengers could 
be accommodated in a design dedicated to transportation. A flight from London (UK) to Perth (Australia) will 
create about two tons of CO2 emissions, which would translate to 28 GJ using the kerosene emission factor 
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provided by Zijlema (2009). On a per passenger-flight basis, the Space Shuttle would need about 30 times 
the amount of energy that a modern aircraft requires for a single flight. I do not see how newer spacecraft 
technology could compensate these almost two orders of magnitude higher energy levels. However, even if 
these higher energy levels somehow could be compensated, another issue to emerge is the prospect of a 
three-hour transfer from London to Sydney, which would make even day returns feasible. Such an increase 
in speed by a factor of five to six may give strong incentives for additional growth in the tourism transport 
volume and, by extension, emissions. Overall, it is concluded that the idea of space travel would amplify 
tourism’s climatically sustainability issues. 

5.4.3 Policies
Why would tourism, as a sector, take measures to mitigate its CO2 emissions? Scott (2011) argues that 
“how tourism responds to climate change is absolutely critical to the sustainability of tourism and should 
the sector retreat from climate change engagement, it would be to its substantial detriment.” One reason to 
engage in mitigation could be the real threats to many elements of tourism that unmitigated climate change 
poses (Scott, Gössling, & Hall, 2012a). These impacts comprise “temporal and geographic shifts in tourism 
demand” and “environmental change and destination competitiveness within three major market segments 
(winter sports tourism, coastal tourism and nature-based tourism)” (Scott et al., 2012a, p. 213). So far, 
these climate threats to tourism have not given rise to strong tourism mitigation policy. The tourism sector, 
and certainly the aviation part of it, assumes that others will solve the problem as shown by the CORSIA 
compensation scheme developed by ICAO. However, simply expecting other sectors to solve the mitigation 
issue poses risks to the sector. The first reason to take action is that global mitigation, if following the 2015 
Paris Agreement would, based on the GTTMdyn calculations, potentially increase costs for tourists by about 
10-15% due to (carbon) taxes and abatement cost and damage growth of the sector. The second reason 
for strong mitigation is the fact that the impacts on nature, economic growth, health, and international 
tensions of unmitigated climate change may severely impact tourism. Current popular destinations such 
as the Mediterranean may simply become too dry and hot for tourism (Nicholls & Amelung, 2008), winter 
sports may sharply decline (Agrawala, 2007) or ecosystems could be destroyed, which are one of the most 
important resources for nature-based tourism (Scott et al., 2012a). The third reason to engage in and sup-
port strong mitigation policies within the tourism sector is the moral duty to do so. As clearly shown by this 
thesis, failing to mitigate tourism’s - specifically aviation’s - emissions will render the global Paris-Agreed 
target of 2 °C unattainable. Enterprises in tourism highly value actions taken for the environment, viewing 
these actions as the “morally the right thing to do” (Coles, Zschiegner, & Dinan, 2012, p. 15). As shown in 
this thesis, the success of mitigating climate change ultimately lies in the hands of the tourism sector. This 
knowledge should pose a strong moral imperative. 

However, why is the tourism sector not taking powerful actions and, indeed, is often lobbying not to take 
action when it comes to most of the policy measures suggested in my Economic Mitigation policy scenario? 
Most likely this has to do with being afraid of the uncertainty imposed by strong mitigation (van den Bergh, 
2017) and probably conflicting stakeholder interests within the sector, as was shown to be an issue for 
coastal management (Nursey-Bray et al., 2013). In tourism, the aviation sector has a strong self-interest to 
avoid the discussion about effective mitigation as that could result in lower volume growth or even volume 
decline. On the other hand, the rail sector would have much to gain from a strong mitigation policy for tour-
ism. The tourism sector itself (the enterprises in hospitality and travel services) would remain indifferent so 
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long as the volume of arrivals is not reduced. Unfortunately, the voices of those suffering from mitigation 
policies like the aviation sector seem much louder than the voices of those who would benefit. 

An obvious sector to initiate a determined action is the hospitality sector (e.g. accommodation, restau-
rants). The tourism sector bears total responsibility for hospitality and its emissions. Furthermore, the hospi-
tality sector is lagging behind compared to housing and utility buildings (Melissen, 2013), where proven zero 
emissions technology is available (e.g. Mohamed, Hasan, & Sirén, 2014), thus providing ample opportunity 
to improve the environmental performance. The next sectors that would benefit enormously from a strong 
tourism mitigation policy is the rail sector, both conventional and high-speed. Unfortunately, the tourism and 
rail sectors have lost interest in each other (Rehman Khan, Qianli, SongBo, Zaman, & Zhang, 2017). In light 
of the strong modal shift required in the climatically sustainable policy scenarios presented in this study, 
rail and tourism regaining interest in each other would provide a significant opportunity to combine mitiga-
tion with economic growth (compare Delaplace, Bazin, Pagliara, & Sposaro, 2014). Additionally, Lumsdon 
and Page (2004) propose that rail travel can be a positive experience for tourists, an advantage above Air 
transport or Car transport. The Chinese understand the vital link between rail and tourism (Chen & Haynes, 
2015) and, in a very short time span, they have created an extensive and well-used high-speed rail network 
(Ollivier et al., 2014). 

The most ‘exotic’ and toughest policy to implement in the Economic Mitigation policy scenario is the 
reduction of airport slot capacity or any equivalent air travel capacity constraint. The idea of volume restric-
tions is not entirely new. For instance, in many cases, noise regulations restrict airport growth (Graham & 
Guyer, 1999). In other sectors, production-capacity constraining regulations for environmental reasons can 
be found in livestock (Cardwell, 1997) and fisheries (Pauly et al., 2002). Some lessons may be learned from 
these experiences. 

The travel services sector, like tour operators and travel agencies, may have a key solution within their 
power: ‘carbon management’ (CSTT, 2016). A Dutch tour operator, Sawadee, tried to implement this by 
making detailed calculations of its carbon footprints for all of its travel products. These were then used to 
assess the development of their product portfolio with an eye to reducing the CO2 emissions per product and 
changing the product portfolio to include products that were more eco-efficient. Because the eco-efficiency 
of different travel products varies by an order of magnitude (Gössling et al., 2005), the sector certainly has 
many opportunities to improve its average, without any economic damage. However, tour operators and 
travel agencies often calculate carbon footprints just for the purpose of informing the traveller (Gössling & 
Buckley, 2014) or to sell carbon offsets (Eijgelaar, 2011). The above brings the discussion to the last large 
stakeholder, the tourist. Unfortunately, there is an overwhelming amount of research showing that tourists 
do not change behaviour without strong changes in supply (Alcock et al., 2017; Cohen, Higham, Peeters, & 
Gössling, 2014b; Font & Hindley, 2016).

5.5. Reflection on tourism and sustainable development

5.5.1 Climatically sustainable tourism
The question as to whether tourism is developing in a climatically sustainable direction can be answered 
with a firm ‘no’ based on the analyses from the GTTM modelling suite. None of the contextual scenarios 
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complies with the three criteria for sustainability. This finding means that tourism will preclude reaching the 
Paris-Agreed goal of keeping global temperature below 2 °C (UNFCCC, 2015). Current international poli-
cies only pertain to international Air transport and provide marginal reductions of emissions. The ‘Economic 
Mitigation policy scenario’ suggested in this thesis can be considered as coming close to attaining climati-
cally sustainable tourism development, but only when the tourism sector is allowed to take a, compared 
to all other sectors combined, relatively large share of the total CO2 budget available under the 2015 Paris 
Agreement. 

The impacts of ‘dangerous’ climate change, i.e. an average global temperature rise of over 2 °C, are 
potentially severe and could destroy communities, lead to a large-scale loss of life, cause increased health 
risks and damage ecosystems and economies (IPCC, 2014a, 2014b; Lehmann, Coumou, & Frieler, 2015; 
Moore & Diaz, 2015). The above issues contrast with a sentiment among proponents of the tourism sector 
that posit that “tourism, if appropriately planned and managed, is fundamentally a good thing” (Sharpley, 
2015, p. 195). Note that the above statement is based on industry discourses, not necessarily the personal 
view of Sharpley. Such claims about the ‘fundamental good’ of tourism centre around two themes. The first 
is tourism’s role in alleviating poverty, as “there is no other industry that can have such a universal impact 
on economic development and the escape from poverty” (Lipman et al., 2012, p. L180). The second theme is 
nature conservation, because “ecotourism should be recognised as a specific green growth element and an 
important beacon for the sector: it is particularly important for developing countries and should be factored 
into both conservation strategies and development funding” (Lipman et al., 2012, p. L365). A large share of 
the sustainable tourism discourse centres around forms of tourism like pro-poor tourism that aims to allevi-
ate poverty (United Nations, 2014; WTO, 2005) and ecotourism that aims to preserve nature and ecosystems 
(Wood, 2002). In most cases, pro-poor tourism and ecotourism involve tourists from countries with a high 
GDP-per-capita, who are travelling long distances to destinations in developing countries, which generates 
above average CO2 emissions per tourist arrival. The impact of this long-haul Air transport is acknowledged 
as the ‘Achilles heel’ of sustainable tourism (e.g. Butler, 2015), but the international community does not 
appear to be trying to find solutions. My study shows that tourism cannot become climatically sustainable 
if it does not develop away from long and medium-haul air travel. Even though the total share of long-haul 
trips covering more than 6,000 km one way are small even though increasing (1.5% in 2000, 5.1% in 2050 
and 8.8% in 2100), these trips are a dominate source of CO2 emissions causing 24% of all tourism’s CO2 
emissions in 2015 and 45% in 2100. In the climatically sustainable Economic Mitigation scenario, there will 
still be significant long-haul tourism, but this will certainly not be enough to significantly alleviate poverty or 
conserve nature by long-haul West-South tourism. 

My experience at conferences, United Nations workshop meetings, ICAO CAEP discussions and within 
the Dutch ‘sustainable tourism world’ is that there is an ‘emotional’ opposition to discuss alternatives for 
long-haul tourism in relation to poverty alleviation and nature conservation. For instance, the United Nations 
(2014, p. 2) suggests that “sustainable tourism, including ecotourism, represents an important driver of 
sustainable economic growth and decent job creation, that it can have a positive impact on income genera-
tion and education, and thus on the fight against poverty and hunger.” However, it fails to mention climate 
change as a potential limitation to the environmental sustainability of these drivers. In the international 
arena, the idea that Air transport cannot grow unlimited in a climatically sustainable tourism world is not 
acknowledged and is not part of the solutions being offered for other sustainability issues. The failure to 
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acknowledge the key problem will likely cause those solutions to fail. For instance, in June 2002, UNWTO 
and UNCTAD joined efforts to implement the ST-EP (Sustainable Tourism - Eliminating poverty) project. The 
project “seeks to refocus and incentivise Sustainable Tourism - social, economic and ecological - to make 
it a primary tool for Eliminating Poverty in the world’s poorest countries” (WTO, 2006, p. 15). Language 
like ‘eliminate poverty’ and ‘primary tool’ leads to overly optimistic expectations of the opportunities of 
sustainable tourism and may hamper effective international policymaking. The idea has been widely used 
by tourism-promoting organisations that call for “tourism to be integrated in all development and poverty 
reduction strategies” and for the “recognition of the interrelationship of aviation and tourism as well as 
the need to increase air service access to poor countries” (Koumelis, 2007, pp. 1-2). One should at least 
consider that the current contribution of tourism to poverty alleviation is minimal, and, far more importantly, 
cannot grow substantially based on west-south tourism travel as clearly explained by Nawijn, Peeters, and 
Van der Sterren (2008), who show that to double the income of the 2.7 billion poor people would require 
sixty times current Air transport volume and cause humanities CO2 emissions to triple. Even small contribu-
tions of West-South tourism to alleviate poverty will have a significant increase of climate change. Where 
long-haul tourism will not provide much of a solution to poverty alleviation and nature conversation, several 
alternative approaches may exist that are rarely considered: 
1.  one may approach this problem from a different angle. One could pose the question, for instance, 

whether pro-poor tourism necessarily needs long-haul travel. The exclusion of regional and domestic 
tourism in the pro-poor debate was noted already by Ashley, Boyd, and Goodwin (2000) and Goodwin 
(2009), but this has largely been ignored by the majority of the professional and scientific literature. In 
a paper published in 2014 (Peeters & Eijgelaar, 2014), we have shown that a strong reduction of the 
distances travelled (a limit of up to 1500 kilometre per trip one way) would indeed impair the revenues 
in some small and remote least developed countries (LDCs). But it would also benefit other LDCs that 
are not in a geographically remote location, because of a shift from long-haul arrivals to medium and 
short-haul ones and a new balance between outbound and inbound travel; 

2.  another approach could be to use a share of the billions of carbon and ticket tax revenues to alleviate 
poverty in those small remote LDCs that are disproportionally affected by the tourism climate-
mitigation measures. Such funds could be purely subsistence subsidies, but also investments in 
creating an economy that is not based on high carbon emissions and has a long-term future. These 
funds run into the trillions of USD (e.g. see Figure 4.23 in Section 4.5.5); and

3.  the aviation growth-curbing policies suggested in this study, the airport slots restrictions and taxes, 
may exempt the LDCs. Such an exemption is part of ICAO’s proposed offsetting scheme (CORSIA). 
Challenging is to avoid misuse of this sympathetic idea. The problem may be how to avoid current 
massive long-haul west-to-west markets simply starting to fly with a transfer in LDCs, causing 
additional emissions without significantly benefiting the LDCs? One way to avoid this issue might 
be to allocate slot capacity strictly on a per capita basis for each country. This approach would keep 
the global slot capacity cap, allow most LDCs to experience some growth still, while all developed 
countries would have significant de-growth.

5.5.2 Policy recommendations
Often the tourism and aviation sectors cooperate very closely. Far more closely than tourism cooperates 
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with, for instance, the automotive, shipping and railway sectors. This lack of cooperation is unfortunate from 
the perspective of sustainable tourism development. The current share of Air transport in tourism trips is 
about 20% (including domestic tourism). This fact means that 80% of tourism is largely neglected by the 
tourism sector. The idea that most tourism depends on Air transport is caused by another bias in tourism’s 
data, research and discourses, the strong focus on international tourism, while 80% of tourism is domestic. 
These biased conceptions are problematic in the context of mitigating climate change, as the distances for 
domestic tourism, on average, are about 75% shorter (based on data from UNWTO-UNEP-WMO, 2008) and 
CO2 emissions. These two biases are highly relevant when one seeks to develop a future such as the one 
described by the Economic Mitigation policy scenario. The majority of tourism trips only generate a small 
share of its emissions, and thus changes are at the ‘tails’ of the distribution of tourism, not at its core. With 
that in mind, the following recommendations for policymakers and stakeholders have been derived:
1.  The UNFCCC could take over the supervising responsibility for climate policies for international aviation 

from the ICAO. The ICAO’s two climate measures, fuel standards and CORSIA, are both ineffective 
and it is too late for them to contribute significantly to a solution for the climate problem. The role 
of the ICAO should be to develop the technical expertise and facilitate the technical discussions of 
measures, but the goals and the form of measures cannot be left to the ICAO itself as the organisation 
is - and should because of its role in flight safety regulations - fully entangled with the aviation sector. 
Therefore, ICAO will not be able, nor should it be asked, to discuss capacity restrictions or de-growth 
in aviation. Restricting airport slots is a crude way to reduce the growth of Air transport. Including the 
carbon footprint or the total amount of bunker fuels sold within the slot allowance may help make the 
measure more efficient. 

2.  Another measure could be to restrict global fleet capacity, but as airlines are increasingly international, 
the equal distribution of capacity will become a major issue. One that is not hampering airport slots 
capacity as it is clear in which country such airports are located. Lessons may be learned from, for 
instance, fisheries that do have fleet capacity restrictions in place (European Union, 2016). One lesson 
is that reducing fleet capacity is a viable form of policy, even international. Conversely, the fishing 
industry has a stronger incentive to act because of its very resource - fish - is directly at risk when the 
capacity is not reduced. For aviation, this feedback loop is rather weak.

3.  Governments may try to stimulate the air and rail transport sectors to integrate into one ‘high-speed’ 
or ‘long-distance’ travel sector. Much of the technologies and skills, like aerodynamics, lightweight 
construction, electronics, yield management, passenger flow management, network development and 
punctuality are aspects of the core business in the Air transport sector and are sometimes not as well 
developed in the current rail industry. Such a strategy would help the Air transport sector to overcome 
the zero-growth assumed in the Economic Mitigation policy scenario, by growing in rail transport. 
Some corporations, like Bombardier, are already involved in both manufacturing trains and aircraft.

4.  Governments should enable and encourage the tourism sector to connect closely to the rail and public 
transport sectors by creating knowledge platforms, designing tourism products and forging economic 
and political bonds. A tiny village in Austria, Werfenweng, proved the concept of an all-out ‘no-car’ 
tourism policy (Orsi & Geneletti, 2014; Thaler, 2004) to be highly effective. Switzerland accomplishes 
this at the country level.

5.  UN bodies, such as the UNWTO and the UNEP, are invited critically to review their positions in the pro-
poor and ecotourism discourses. These discourses, though likely with the best of intentions, could also 
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act as a form of greenwashing and an excuse to promote unlimited Air transport growth (Gössling & 
Peeters, 2007; Peeters et al., 2016), which may seriously hamper efficient policymaking in the domain 
of climate mitigation of tourism and Air transport.

6.  The tourism sector could promote and facilitate carbon management for all tourism businesses and 
destination management organisations. A global assessment of the development of the tourism’s 
carbon footprint could inform international policymakers about progress. The last (and only) United 
Nations publication with a global tourism CO2 emissions assessment is the one for 2005 issued 
by UNWTO-UNEP-WMO (2008). Such reports are also rare in tourism at lower spatial scales. An 
example is the Dutch holidaymaker’s footprint annually published by Eijgelaar, Peeters, de Bruijn, 
and Dirven (2015). At the private-sector level, carbon disclosure is a necessary starting point for 
reducing emissions. Some large tour operators and airlines are providing carbon disclosure (Scott 
et al., 2016b). In the Netherlands, the tour operator branch organisation ANVR has issued a carbon 
calculator, Carmacal, that is an award-winning instrument to assess the carbon footprint of tour 
operator travel products in high detail (CSTT, 2016). Carmacal enables carbon management, which 
tour operators can use to reduce their products’ carbon footprint, shift their portfolio development 
toward lower carbon emission products, include eco-efficiency in portfolio development, measure CO2 
emissions against company reduction goals and communicate about emissions with customers and 
the wider public.

7.  Global and national tourism organisations should set concrete and quantitative CO2 emissions goals in 
line with the Paris-Agreed (2 °C) pathway and draft plans to meet those goals.

8.  Governments may consider a policy to enable, stimulate or even enforce the accommodation sector 
towards zero-emissions to be reached by about 2035. The technologies do exist, and the costs 
are compensated by energy savings, so it would mainly involve removing barriers like the lack of 
awareness of opportunities and cost savings and management cultures that prevent such changes.

9.  All tourism’s emissions, including international travel, should become part of emission trading 
schemes like the EU ETS. Such schemes are a far more effective way to reduce emissions than the 
voluntary offsetting markets that ICAO uses for its CORSIA programme. The main issues with voluntary 
offsets are the ’additionality’ requirement of offsetting projects and an overestimation of their CO2 
savings. Additionality is not an issue in the capped trading system and the assessment of the total 
emissions is less complicated to calculated as well.

10.  Currently, NGOs do not have many means to place political or societal pressure on aviation. The 
main reason is that the public does not have access to accurate emissions data for aircraft at the 
airline and aircraft type level, let alone specific fights. Currently, this information is classified, which 
means that the emission efficiency of aircraft cannot play a proper role in the public debate nor 
policymaking or competition in air travel. Governments, for instance the European Commission, could 
enforce the industry to disclose the exact fuel consumption data of all certified aircraft, certainly when 
the new ICAO fuel standard is introduced. This standard is based on three specific air range (SAR) 
measurements, a measure which represents the distance the aircraft can fly on one kg of fuel. Public 
access to the SAR values will provide NGOs and consumer organisations with a powerful instrument 
to encourage airlines to renew fleets, deploy aircraft in a fuel-efficient way and to increase the number 
of seats per aircraft. Also, it will place pressure on aircraft manufacturers to transition more quickly to 
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new and more fuel-efficient aircraft type.
11.  Just improving efficiency is not sufficient to move tourism to climatically sustainable development. 

Both NGOs and the aviation industry may have to shift the discussion toward improving eco-efficiency 
(kg CO2/€ revenues or profit) and away from fuel efficiency. Such a shift in the discussion means the 
debate about growth would centre on revenues or profit growth rather than transport volume growth 
(pkm). The fuel-efficiency centred discussion may cause some NGOs to believe low-cost carriers 
(LCCs) are the solution for sustainable development because most have low emissions per passenger 
kilometre (Li, Kwan, & Rutherford, 2015). However, in this way, one would fail to acknowledge 
that LCCs were responsible for the strong growth of Air transport volumes, even during the global 
economic crisis of 2008 (e.g. for South-East Asia as shown by Bowen Jr, 2016). And it is this volume 
growth that has far outpaced fuel efficiency improvement in the aviation sector (Peeters & Middel, 
2007). Some NGOs are aware of this dilemma. For instance, the German organisation Atmosfair has 
separated LCCs from the analysis performed by main carriers to measure ‘climate efficiency’, claiming 
that these two groups are too different (Atmosfair, 2014). My recommendation to both types of airlines 
is to explore strategically the consequences of an Economic Mitigation scenario, which may provide 
options for a combination of still increasing revenues while reducing transport volume. Such a high 
‘eco-efficiency’ aviation scenario may serve the richest part of the global population at far higher 
prices than LCCs now provide. NGOs would benefit from a discussion about an Economic Mitigation 
scenario by realising that there is a tension between mitigating climate change and increasing equity 
in income, which is demonstrated in this thesis. Likely, it is inevitable to accept that once again flying 
becomes more elitist. This development might be easier to accept knowing that flying is already elitist, 
with about 97-98% of the global population in 2005 flying less than once a year and most of the 
people not flying at all (Peeters, Gössling, & Becken, 2006). 

5.5.3 Future research
Based on the study, I will provide a shortlist of research opportunities classified either as research with the 
GTTMdyn and research as a follow-up on my study. Apart from additional research, organising GTTMdyn -based 
workshops with stakeholders like large tour operators, hotel chains, international bodies and NGOs is a way 
to familiarise them with the difficulties of mitigating tourism’s climate impacts and how to achieve climati-
cally sustainable tourism development. My recommendations for research are limited to research topics that 
are currently rarely researched, if at all. To progress, it seems best to mainly perform applied science-based 
research, answering ‘how to’ questions and developing practical solutions. However, some more theoretical 
approaches are necessary to understand the mechanisms behind tourism’s development better. I have, there-
fore, divided the recommendations into theory development, research methods (filling methodological and data 
gaps) and policy research (developing concrete policy instruments). Theoretical research (better understanding 
of the behaviour of tourists and stakeholders in the sector) recommendations are listed below.
1.  One of the main hypotheses underpinning the GTTMdyn is the ‘value of distance’ idea in the behavioural 

model suite. Measuring this value, if it indeed exists, could be accomplished by using both revealed 
and stated preference surveys and discrete choice models. Part of such a study should include not 
only the value of distance but also the value of time and the cost perception of tourism transport and 
assessing whether such coefficients vary with the overall trip-transport travel time (the en route time). 
The GTTMdyn did not limit the travel time, by a lack of empirics about such a limit. If such a limit exists, 

5

Discussion and conclusions



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 188PDF page: 188PDF page: 188PDF page: 188

188

and it is surpassed in the outcomes of the GTTMdyn, then the model could be updated and would 
probably better represent the trip distribution at the long-haul end of the tourism trip distribution over 
distance classes. Again, stated preference surveys combined with in-depth interviews could reveal 
such limits and their role.

2.  Business travel comprises about a quarter of all trips and takes likely an even higher share of 
transport volume and emissions. The 2008 financial crisis induced a strong decline in business 
travel, far more than leisure travel, and it is important to understand why this was the case. The 
reduction was immediate and significant, and it cannot be easily explained as being caused by the 
bankruptcy of some larger financial corporations (banks). Therefore, it is important to understand the 
role of business travel in commercial activities better. Potential research questions could pertain to 
what role, for instance, personal preferences have in travel, and the role of travel in building status 
within a company and how these compare to the economic arguments for business travel like selling 
products, visiting potential customers, creating projects and products. Also, the role of ICT solutions 
could be better assessed, both for their ability to provide equal qualities of meetings as live ones, their 
impact on labour and financial resource efficiency (saving time and money), and the impact on the 
environment (ICT also causes CO2 emissions and energy use).

3.  The GTTMdyn assumes a linear relationship between GDP per capita and trips/year/capita, capped by 
a limit of about five trips. This hypothesis is based on just two references and is fundamental to the 
GTTMs. Research could be statistical, attempting to test the hypothesis of the linearity (or another 
form, if appropriate) and the limit. The ideal study would require a global and extensive tourism survey 
database, preferably longitudinal because that would allow not only for the static relationship to be 
studied, but also whether it holds for individuals with changing incomes. The database should include 
domestic tourism. But a meta-study assessing all relevant national databases would be a good start 
as well.

4.  The Economic Mitigation policy scenario requires a shift away from long-haul and medium-haul to 
medium-haul and short-haul travel. Therefore, it is highly important to understand the destination 
choice process. Destination choice is experienced by travel agencies and tour operators as a ‘given’. 
These enterprises do not feel responsible for this choice, just for facilitating it. The role of the supply 
side in consumer behaviour is currently under-researched. One way to research this is by combining a 
detailed analysis of the travel career from a long-term longitudinal holiday survey, like the Dutch CVO 
(continuous holiday survey) with an additional survey and in-depth interviews. My hypothesis is that 
deep motivations to travel are not born in ‘a genetically determined desire’ to see for instance Ayers 
Rock, the Great Wall of China or Mount Everest, but more in something like the desire to get out of daily 
routine and environment, to be in close contact with relatives and friends and to experience cultural 
or natural heritage (in principle, not specific ones). Still, the desire to see Ayers Rock, etc. is real, but 
only after an initial choice process. A second hypothesis, therefore, is that the specific desire (to see 
Ayers Rock or the Great Wall of China) is a social construct. If that is the case, it could be susceptible 
to change, even rapid, in case necessity presents itself. Severe infrastructure restrictions like a global 
restriction on airport slots potentially can be such a necessity. This hypothesis may seem to contradict 
with the large body of research showing that individuals are unwilling to change their (flying) habits. 
However, such research is invariably conducted within the social context of the subjects: most of their 
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peers are frequent flyers, just as they are themselves. I do not know any research that first posed to 
the subjects, that all their peers in their social networks would have abandoned flying already. If you 
confront subjects with such a future situation, they will likely be more willing to abandon flying, then 
in the common case, where they assume all their peers just keep flying. Consequently, the results 
of current studies are biased toward maintaining the status quo and miss opportunities for (societal) 
change because they ignore the dynamic s in social pressure.

5.  One way to gain a better insight into the deeper psychological motivations for current travel practices, 
including long distances and the high shares of Air transport, is by way of an experiment. Such an 
experiment would comprise confronting subjects with two environments: require them to prioritise 
behavioural changes with the objective to reduce personal carbon footprints as one set and another 
one to do the same, but then with a pre-set, quantitative reduction goal. Some preliminary, not yet 
published, research by TEC Consultants in Marseille shows a significant difference between the stated 
preferences between these two experimental situations. The free choice case invariably places a very 
low priority on ‘flying less’. However, the second one, with a fixed personal carbon footprint reduction 
goal, appears to place a high priority on ‘flying less’, simply because the goal cannot be achieved in 
any other way. 

6.  At the technology level, further study to the application and global consequences of PtL fuel production 
may provide insights in the opportunities this technology offers to produce sustainable alternative 
fuels and maybe relieve the slot capacity constraint in the Economic Mitigation policy scenario. 

Research instruments (filling methodological and data gaps):
1.  Both national and international statistics bureaus need to start including transport mode and distance 

data within their tourism statistics. These statistics also should provide both international and 
domestic tourists, at the same level of detail, which is currently not often the case. The large gaps 
in our understanding of tourism travel behaviour seriously impair fact-based, efficient and innovative 
governance. Some large global tourism surveys do exist, (e.g. IPK International, 2016), but these are 
way too costly to be accessed by scientists. The UNWTO, issuing annual international tourism arrivals 
data, could further update the requirements to the data delivered by national tourism statistical 
offices. These requirements should extend the data to include domestic tourism and start including 
transport mode and transport distance for both international and domestic tourism. 

2.  An additional approach to the data issues might be to carry out GPS-based research on a large global 
community of volunteers who use personal online, GPS-enabled devices to share their whereabouts 
while travelling. Alternatively, ‘big data’ sources may be explored as well, which would fill in much of 
the unknown data about travel. Even when only the geographic coordinates and times are registered, 
much can be learned from such a database because the distances travelled and transport modes used 
can be estimated fairly accurately from such data. 

Policy research (develop concrete policy instruments):
1.  The outcome of my study is clear: without a legislative restriction on air travel, there is no chance 

to develop tourism climatically sustainable. However, what is the best way to accomplish this? I 
suggested a slot capacity limit, but one could also try to reach the same reduction by a global fleet 
capacity limit, or, more directly, a bunker fuel cap. The main issue here is the ability of national 
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governments to accomplish such a limit. Airports always fall under national and regional legislation, 
while airline fleets may be possessed by international airline corporations or global lessors and are 
more difficult for national governments to regulate. Even though slot management in Europe is bound 
to EU guidelines, the quest for a revision does exist (Haylen & Butcher, 2017). This quest is mainly 
inspired by economic considerations like the current system failing to allocate slots to the airlines 
making most value out of the slots, but in a revision the value of CO2 emission could be taken on 
board. Another way to reduce flights is to create a global system of ‘tradable air-miles’ and distribute 
these on a per capita basis to all people in the world. An approach to such research could be based on 
stakeholder engagement and expert groups and involve environmental politics, transport economics, 
climate science (specifically for assessing the radiative forcing impacts of measures) and international 
studies. 

2.  Currently, the international travel emissions of aviation are excluded from the obligatory annual 
UNFCCC country reports on emissions. Aviation bunker fuels are registered, but these are not included 
when comparing the development of emissions against the goals set in Paris (UNFCCC, 2015). 
Practical political research, through expert meetings, and panels may help to establish solutions for 
the distributional aspects of allocating international air travel emissions to certain countries. These 
could potentially be based on departures, arrivals, bunkers and all of the CO2 emitted within the 
national territories. This topic was a major issue at the CORSIA negotiations at ICAO (ICAO, 2016). 

3.  The role of rail transport in tourism deserves an in-depth study. National governments often have 
large stakes in managing national railway companies, causing their priorities to be far more directed 
at domestic transport than international transport. Still, both rail and tourism could strongly benefit 
from a much stronger cooperation that is comparable with or even exceeds the existing cooperation 
between Air transport and tourism. The shares of tourists’ rail use vary by an order of magnitude 
between countries. For instance, in Europe, Switzerland has about a 20% tourist trip share (rail plus 
other public transport) while many other European countries only manage to attract shares in the 
range of 1-5%. One main problem appears to be that rail companies place a low priority on leisure 
and tourism transport and focus instead on commuting and parts of business travel. Research should 
be twofold. The first part could try to understand why people elect to travel by rail or why they do 
not, even when the transport is high quality and reasonably priced. Such qualitative and quantitative 
research should not only include current rail travellers but also and potential rail users in the domain 
of tourism. The second part of such research could try to improve the understanding of why rail-
transport marketing departments and product developers fail to engage with the tourism markets. 
Hypothetically, the overlooking of these markets could be due to the financial relationships (subsidies) 
forged with governments, who prioritise commuting and are mainly interested in infrastructure 
capacity requirements rather than overall travel needs. However, railway management culture should 
not be ruled out as a cause. Also, the management culture within the tourism sector, which is pro-air, 
not pro-rail and only partly pro-car, could be further researched. 
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5.6. A final word

When I began my research career in tourism fifteen years ago, I had no idea what tourism was, what the 
discourses in tourism were nor the sustainability issues. Coming as I did from an aircraft engineering back-
ground and with a research career in sustainable transport scenario research, some ‘culture shocks’ were 
waiting for me. The first was possibly the realisation that tourism is not equivalent to ‘holidaymakers’ – or 
even middle-aged, slightly heavy men in shorts at the beach - but included almost everyone who is travelling 
and staying at least one night not at home. Often, when I have the opportunity at an international conference 
to talk about my work to colleagues from outside the tourism sector, my audience is quite surprised when 
I suggest that most of the people in the room could be labelled as a ‘tourist’. For some reason, the word 
‘tourist’ is not appreciated. This sentiment is a pity because the entire tourism and travel sector functions as 
one system, even though within the system there is considerable variation in the travel motives and forms. 
From a systems point of view, the same main elements are needed: transport, infrastructure, accommoda-
tion, hospitality, attractions, meeting places and travel, financial and insurance services. Moreover, often the 
different kinds of tourists use the same accommodation, aircraft, trains, roads and travel services like insur-
ance. And what is even more, many tourists take on different faces, even within one trip. Just think of the 
Dutch businesswoman who takes her husband on a business trip to New York, with the business meeting 
or conference on the first day, changing into a typical leisure tourist in the evening, dining with her partner 
and taking on an additional day to the trip to become again another kind of tourist when she visits family 
living near New York, before travelling back by KLM in a Boeing 747-400 full of both business and leisure 
travellers. Therefore, business travellers, holidaymakers, visitors of friends and relatives: they all form part 
of the same inextricable tourism system. Consequently, they are all part of my GTTM models in this study. 

A second surprise came when I learned that tourism studies had largely ignored the transport element 
of tourism and reduced this element to the capacity of the airport at a destination, the cost of a ticket or 
the capacity of parking lots. Furthermore, 80% of all tourists - domestic over-night visitors - were largely 
ignored in both tourism statistics and a majority of the tourism studies. Finally, most tourism scholars and 
many tourism business schools take the destination as the starting point for their studies and research. 
However, can one fully understand tourism solely from the point of view of the destination? I believe this 
is impossible. Moreover, as we show in Peeters and Eijgelaar (2014), the preoccupation with international 
tourism and destination-centred approaches to tourism causes serious flaws in understanding what would 
happen if Air transport were to become limited. Of course, such limitations traditionally are not really on the 
minds of tourism researchers or their clients, but, as shown by my research in this thesis, they are inextri-
cable for the climatically sustainable development of tourism. 

Which brings me to the third surprise I encountered all those years ago: the discourse in sustainable 
tourism research. Essential questions like ‘What is the environmental impact of global tourism?’ were hardly 
being asked, let alone answered, with at that time the sole exemption being the paper published by Stefan 
Gössling (2002). So I eagerly seized the opportunity to do just that when I got an opportunity through EU 
funding, and in cooperation with PriceWaterhouseCoopers. This study (Peeters et al., 2004; Peeters & van 
Halen, 2004) revealed that tourism transport in the EU caused many environmental issues but that by far 
the most substantial was climate change. Therefore, I decided to concentrate my work at the NHTV Centre 
for Sustainability, Tourism and Transport in that direction and dedicated this thesis to it. 

5

Discussion and conclusions



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 192PDF page: 192PDF page: 192PDF page: 192

192

The outcome of my thesis is straightforward and clear: the expected volume growth of Air transport for 
tourism is impossible to reconcile with the ambition to keep the global temperature anomaly within 2 °C, 
as agreed in Paris in 2015. Individual stakeholders in the industry and policymakers could decide to start 
working on it, instead of devoting their energy to negating the issue as too often is still the case. The mitiga-
tion task is still not included in most discourses about sustainable tourism. Believing in magical technolo-
gies (Peeters et al., 2016), and assuming that others will solve the problem of tourism’s climate impacts 
(offsetting, CORSIA) negates the sheer size of tourism’s environmental consequences. It also renders global 
problems such as poverty and ecosystem degradation hostage to promoting flying even more (e.g. Lipman 
et al., 2012). In this way, the tourism sector does a disservice to itself, being a victim of climate change as 
well, and the global community. That is both unnecessary and unfortunate for humanity and for the tourism 
sector itself. The narrow view on tourism (as international, mainly Air transport and destination centred) 
deprives the sector of a view on viable solutions like rail travel, domestic tourism and short-haul tourism. 
These alternatives are good options to help maintain a healthy tourism economy, while making it climatically 
sustainable, but are not yet part of the tourism sector mind-set. I hope, with this study, to have contributed 
to correcting this situation and to help the sector to engage effectively with climatically sustainable develop-
ment. I find it difficult to envision how tourism could ever be labelled as developing in a ‘sustainable’ way 
or as contributing to sustainable development as assumed by several high-level United Nations bodies, as 
long as it is not climatically sustainable. Just imagine, in 2070, talking to your great-grandchildren, who ask 
you, “Why do we have millions of climate refugees because of those awful floods, famines and diseases? 
Why did half of the species on earth disappear, and why do I know glaciers only from pictures? As that really 
because your generation did not want to control its addiction to flying long-haul distances, seeking to arrive 
at a paradise that now has truly been destroyed?” What would your answer be?
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Introduction

Background and research questions 
In 2015, the global community came together in Paris and agreed on a CO2 emissions pathway to avoid a 
temperature anomaly of more than 2 °C above pre-industrial levels. A significant source of CO2 emissions, 
the main greenhouse gas causing climate change, is the tourism sector. From research published by the UN-
WTO (World Tourism Organisation) in 2008, this contribution to anthropogenic CO2 emissions was found to 
be significant at 4.9% in 2005 and to increase. These growing emissions contrast with the Paris Agreement 
goal to obtain a very substantial reduction of global CO2 emissions. This thesis examines what the main 
drivers for tourism’s CO2 emissions development are. It also indicates what the tourism sector should look 
like in terms of improved energy efficiencies and volumes of trips, guest-nights, transport distances and 
transport mode choice to fit a ‘climatically sustainable development’ and what policies may evoke changes 
toward such a tourism development. The main research question of my thesis is:

  ‘Which mechanisms drive the development of global tourism and its CO2 emissions, and what are 
potential effects and consequences of policy strategies to mitigate these emissions?
 

To measure the effectiveness of mitigation policies, I defined the ‘climatically sustainable development of 
tourism’ as ‘a tourism system development that does not compromise the agreed global CO2 emissions 
pathway and cumulative CO2 emissions budget considered necessary to keep the temperature rise below 
2 °C’. Climatically sustainable development has been operationalised through three metrics: CO2 emissions 
in 2100, cumulative CO2 emissions between 2015 and 2100 and the cumulative CO2-deficiency between 
2015 and 2100 (see section 1.3.3 for further details). The cumulative deficiency between 2015 and 2100 
totals the excess caused by tourism’s emissions in comparison to the globally-agreed reduced CO2 emis-
sions pathway. These metrics are evaluated against four sets of criteria, ranging from a weak to a strong 
contribution from the tourism sector to climatically sustainable development (see section 1.3.4 for details). 

Gaps, scope and models
To be able to answer the research question, a range of knowledge gaps must be addressed. The first is a 
lack of understanding about the relationship between tourism and transport. Second, I faced a data gap 
as only approximately 5% of the tourism and tourism transport volumes is covered by empirical data. The 
main data gaps relate to domestic tourism (80% of global trips) and almost all transport volume (travelled 
distance) and mode choice data. A third gap is caused by the lack of a suitable global tourism theory based 
on a consistent set of definitions for ‘tourism’ and supported by statistics. 

This thesis follows the broad definition recommended for tourism statistics by UNWTO. The global tour-
ism system comprises tourists travelling from a tourism-generating geographical region through a transit 
route region to a tourist destination region. Furthermore, the tourism sector comprises enterprises and 
organisations providing hospitality, leisure and transport and insurance and other travel-related services. 
All these actors operate within an environment of physical, cultural, social, economic, political and technical 
elements with which it interacts. A tourist is a visitor who includes an overnight stay in his or her trip. A visi-
tor is a traveller who takes a trip to a destination outside of his or her usual environment, for less than a year, 
and for any purpose (business, leisure or other personal purposes) other than to be employed by a resident 
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entity in the country or place visited. The usual environment of an individual is the geographical area, not 
necessarily contiguous, within which an individual conducts his or her regular life routines. 

To answer the research questions, a modelling approach was chosen, which resulted in three models of 
increasing complexity and detail. Because of the large knowledge gaps, a system dynamics approach was 
chosen for the third and most comprehensive model, which is a proven way to gain a deeper understanding 
of a system’s behaviour under such restricted knowledge. The three global tourism and transport models 
(GTTM) are:
1.  The GTTMbas: a MS-Excel-based constant exponential model that features constant exponential 

growth to explore medium-term future scenarios up to 2035. 
2.  The GTTMadv: a constant exponential growth model that runs up to 2050, but is now programmed in 

system dynamics software, Powersim™ Studio 7, which includes an optimisation feature to find the 
most efficient solution for a given emissions reduction.

3.  The GTTMdyn: represents the final system dynamics model, including full feedbacks and non-linear 
behaviour, which is modelled in Powersim™ Studio 10. This model provides the user with a range of 
policy measures to explore their effects up to the year 2100. 

The early model studies
This thesis focuses on the results obtained with the last model, the GTTMdyn, because the analysis with the 
other two models are described in a published paper that forms an integral part of the thesis (see Reprint 
Annex II in Annex I). The GTTMbas provides an initial CO2 emissions inventory for tourism, partly filling the data 
gap. It reveals that the tourism system generated 1,168 Mton CO2 in 2005, about 4.6%1 of global CO2 emis-
sions. International tourism, 16% of all trips, generated 42% of these emissions. In 2005, Air transport was 
responsible for 43% of tourism’s CO2 emissions, whereas Air transport’s share of trips amounted to 20%. 
Global accommodation accounts for 20% of tourism’s CO2 emissions. The GTTMbas shows that these emis-
sions may increase by an average of 3.3% per year to 3,050 Mton in 2035. After making various assump-
tions for growth rates for nine market segments and a range of different technological improvement rates 
for emission factors in accommodation and transport, I calculated a total of 70 ‘scenarios’. Only one of these 
scenarios shows a small reduction in emissions in 2035 as compared to 2005 (16%), falling short of the 
large reductions (approximately 30-40% in 2035) required for climatically sustainable tourism development. 

The GTTMadv is essentially the same as the GTTMbas, but it was programmed into system dynamics 
software and included tourism sector revenues and abatement costs for mitigation. The latter is the cost to 
achieve a certain reduction in emission factors expressed in cost per ton CO2. Because it has both revenues 
and costs of mitigation, the GTTMadv was able to find the highest net economic (revenues minus costs) solu-
tion for a given emissions reduction target. The target was set at 70% for 2050. The optimisation runs were 
completed for four context (or background) scenarios, defining global population and economic growth. This 
revealed two different ‘solutions’: (1) keeping the volume of flying at the 2005 level, combined with a major 
shift from car to other (mainly rail) transport or (2) keeping the share (not the volume) of car use as in the 
2050 reference case and reducing Air transport volume to the 1970s level. The two early models suffered 
from several drawbacks. The exponential functions made the models unsuitable for very long-term runs (up 

1  Because UNWTO includes ‘same-day visitors’ in the tourism sector and I did only include overnight visitors, 
tourists, this share is slightly lower as the share mentioned by UNWTO (2008).

Summary
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to 2100), and they failed to accommodate some system feedback loops. They also only showed what had 
to change for the tourism system to become climatically sustainable, but not how these changes could be 
achieved by policies. The two early models provided part of the data and insights enabling the development 
of the GTTMdyn. GTTMdyn was developed to include several feedback loops, to investigate policies for the long 
term, and to further develop some theoretical concepts. The remainder of my thesis describes the GTTMdyn, 
its functioning and results and the conclusions, reflections and recommendations based on these results.

The GTTMdyn model

Introduction and model requirements
Tourism can be considered a dynamic, complex system. A convenient way to explore such systems is by 
using systems thinking and system dynamics models (SDMs). System dynamics provides a way to learn 
about the behaviour of non-linear complex systems. System dynamics is founded on the assumption of 
causal relationships, whereas for instance econometric models generally start with statistical relationships 
that do not necessarily have causality. I had to develop a model that could handle both international and 
domestic tourism, independent of geographical regions (to get around the data gap). The model also had to 
be able to handle new transport options like the emergence of aviation in the 1920s, to be based on causal 
mechanisms governing travel behaviour, to be able to handle substantial changes in, for example, price and 
speed and to facilitate long-term policy analysis up to the year 2100. Solutions to the modelling problem 
were found in the combination of a range of novel approaches. These are defining 60 global markets for 
tourism (combinations of twenty distance classes and three transport modes), a product adoption and a 
diffusion model (the Bass model), the utility function from multinomial logit models and the psychological 
value defined in prospect theory (behavioural economics).

Description
The GTTMdyn was programmed into the academic version of the Powersim™ Studio 10 SR 5 system dy-
namics modelling software. The model is composed of fourteen model units (graphically separated parts 
of the main model) and nine submodels. Model units take care of estimates for the global population, 
economy and climate-mitigation scenario inputs based on the user’s choice for a context scenario. Further 
estimates comprise for instance global emissions and average abatement cost for a given CO2 reduction 
pathway. Furthermore, these units govern assumptions about technological developments like energy ef-
ficiency, costs, infrastructure investments and transport fleet characteristics. These were fed into a cluster of 
eleven model units, the ‘behavioural suite’, which describes travel behaviour and the distribution of tourists 
over the 60 markets. The remaining model units calculate car and aircraft fleets, airport and high-speed rail 
infrastructure, the number of nights, biofuels, abatement costs, CO2 emissions, radiative forcing (a measure 
of the energy flux into the atmosphere) and tourism revenues. The scope of the GTTMdyn is the tourism and 
transport system, thus including holiday/leisure, business travel and visiting friends and relatives for all 
visitors staying at least one night. The entire hospitality sector is included in the tourism system, about 90% 
of the passenger air-transport sector, and a significant share of the high-speed rail sector. The GTTMDB, a 
database consisting of a suite of Microsoft Excel files, provides all sorts of data inputs for the GTTMdyn: rang-
ing from calibrated model coefficients to context scenario inputs and assumptions. 
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The model calculates the number of trips and nights distributed over the 60 distance-mode markets. 
The distribution over the markets combined with cost and emission factors and tax and subsidy rates pro-
vides distances, revenues, taxes, subsidies and CO2 emissions. The GTTMdyn has been programmed to offer 
users six policy strategies. The policy strategies are groups of policy measures that centre on the themes 
‘Alternative Fuels’, ‘Technology’, ‘Infrastructure and Fleets’, ‘Travel Speed’, ‘Taxes and Subsidies’ and ‘Be-
havioural Change’. The GTTMdyn has been calibrated for the period 1900-2005. The behavioural model suite, 
the part of GTTMdyn that governs the generation of trips and distribution over the 60 markets, is defined by 22 
coefficients and calibrated by minimising eleven objective functions of deviations from historical data. Other 
calibrated model units include car fleet, aircraft fleet, airport capacity and high-speed rail investments. Run-
ning the GTTMdyn for the years 1900 to 2005 demonstrates a relatively good fit with historical data for total 
distance and trips, but sometimes deviates more significantly for the development of the average distance.

GTTMdyn results and policy scenarios

Reference Scenario and growth
The Reference Scenario is a specific context scenario that was intended to be a ‘middle-of-the-road’ sce-
nario. It is used as a baseline with which one can compare the effects of policy strategies and scenarios. It 
is a projection assuming IPCC SRES B1 economic growth and medium UN population development and the 
default B1 equity development, but it does not include global mitigation policies. The Reference Scenario 
shows that tourism growth and tourism transport growth were exponential in the twentieth century, but 
these could flatten in the second half of the twenty-first century. The reduced growth in the second half 
of the twenty-first century is mainly caused by the assumed slowing down of the world population in the 
medium-term UN demographic scenario. Tourism increased from 640 million trips in 1900 to 4,700 million 
in 2000, a factor of 6.3. More striking is the growth of the relevant transport volume by a factor of 51.4 
between 1900 and 2000. Despite this enormous growth in transport volume, the CO2 emissions increased 
by a factor of 7.9, somewhat larger than trip volume, indicating a strong emission factor improvement for 
all tourism transport. 

The Reference Scenario growth is characterised by an increase between 2005 and 2100 in trips (times 
4.4, which equals 340% growth), nights (2.7), transport (9.8), revenues (5.3) and CO2 emissions (4.5). Air 
transport’s share of CO2 emissions will continue to increase from nearly 50% in 2005 to 76% in 2100, 
while Air transport’s share of trips will increase from 19% in 2005 to 36% in 2100. The private car has 
been the backbone of global tourism transport since about the 1990s and likely will continue to do so up to 
2100. However, in terms of transport volume (pkm), Air transport has taken on the largest share of tourism 
transport since the 1990s. The Reference Scenario fails all but one climatically sustainable development 
criterion for all four criteria sets of the three indicators. The exception is the indicator ‘CO2 budget share’ in 
the weakest criteria set that allows tourism to take the entire global CO2 budget between 2015 and 2100, 
implying an immediate reduction of all other emissions to zero to be able to reach the Paris Agreed global 
emission pathway. 

Policy measures and strategies
In the GTTMdyn, the effects of policies and policy strategies on the tourism sector are measured by trips, 
nights, revenues and three environmental performance indicators: a reduction of CO2 emissions and radia-

Summary
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tive forcing in 2100, and a reduction of the CO2 budget share for 2015-2100, all in comparison with the 
Reference Scenario. Additionally, the climatically sustainable development was tested. None of the 24 policy 
measures could reduce CO2 emissions in 2100 to a level below that of 2015. The effect of policy strategies 
varies from nearly ineffective for the ‘Operational Speed’ strategy to more or less zero emissions growth for 
‘Taxes and Subsidies’ and for ‘Infrastructure’. ‘Alternative Fuels’ and ‘Technology’ could reduce rising emis-
sion. None of the strategies attained climatically sustainable tourism development. The overall conclusion is 
that no ‘silver bullet’ policy measure or strategy exists.

Policy scenarios
The most recent UN policy statement about mitigating tourism’s impact on climate change is the 2007 
UNWTO Djerba Declaration (UNWTO, 2007a). However, this declaration only provides recommendations. 
Only the aviation sector, as a main part of the tourism sector, agreed recently two policy measures: a fuel 
efficiency (or CO2) standard for new aircraft and an offsetting system for excess emissions both to be 
introduced between 2020 and 2025. My research shows that these two ICAO policy measures are largely 
ineffective, even when combined with the international aviation sector’s aspiration to introduce sustainable 
alternative fuels. 

Calculations with the GTTMdyn showed that while CO2 emissions will stop increasing after 2030 in an 
Ultimate Modal Shift policy scenario, climatically sustainable development will still not be achieved. The 
Ultimate Mitigation policy scenario, combining all GTTMdyn policy strategies at their maximum strength, did 
achieve climatically sustainable tourism development, but at the cost of about 40% of the sector’s revenues 
and 25-30% of its trips and nights. To avoid this economically unsustainable development, the Economic 
Mitigation policy scenario was developed, which relaxed the measures that were the most harmful to the 
economy and added some behavioural assumptions (longer length of stay, 5% more trips) to repair revenues 
at a minimum loss in CO2 emissions reductions. The Economic Mitigation policy scenario combines climati-
cally sustainable tourism development with revenues equal to those in the Reference Scenario. The scenario 
is robust as develops still climatically sustainable when the highest growth context scenario is assumed in-
stead of the medium-growth reference context scenario. An important measure in both the Ultimate Mitiga-
tion and the Economic Mitigation scenarios is a global cap on airport slots, to artificially reduce Air transport 
volume beyond what can be reached with ticket and carbon taxes. Removing this cap will cause climatically 
unsustainable development, showing that unlimited, or even heavily taxed, Air transport growth is not com-
patible with the criteria for achieving climatically sustainable tourism development. 

Conclusion

The main conclusion of my study is that only a combination of extreme policy measures seems to be able to 
combine the climatically sustainable development of tourism with a Reference scenario economic develop-
ment of tourism. These policy measures cover high taxes on CO2 and air tickets, dedicated investments in 
efficiency-enhancing technologies and alternative fuels, strong investment in high-speed rail and a policy 
measure to restrict the growth of Air transport capacity to a level below the 2005-2010 volume. The as-
sumed measures will cause ‘smart’ shifts between the 60 markets away from CO2 emissions intensive 
markets towards low CO2 emissions intensive ones. This conclusion is founded on a model-based evaluation 
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of a wide range of policy strategies and scenarios, which run up to 2100 and build on 24 different policy 
measures offered by GTTMdyn to the user. Furthermore, some potential additional measures have been 
explored, such as electric flight and power-to-liquid alternative fuels, but these will be introduced too late 
and in some cases will fail to achieve the necessary effectiveness to allow Air transport to grow as it does 
the Reference Scenario and simultaneously to develop tourism in a climatically sustainable manner. The 
above conclusions show no ‘silver bullet’ exists to solve tourism’s climatically unsustainable development.

The GTTMdyn model shows an endogenous tendency toward larger distances and, surprisingly, to a larg-
er share of Other transport modes. The main exogenous drivers of tourism growth (as measured in trips) are 
economic and population growth and increased income equity. However, increased overall transport speeds 
for the three transport systems and reduced transport costs caused the total volume of tourism transport 
(passenger kilometres) to increase at a much higher pace than the number of trips. The increased speeds 
are caused by the introduction of aircraft in 1920, the higher cruising speeds for aircraft mainly achieved 
between 1920 and 1970 and higher speeds for conventional and high-speed rail, but also because of the 
increased density of infrastructure networks and higher frequency of timetables, which reduces detours, 
transfers and waiting times. 

My main contributions to bridging the knowledge gaps and the understanding of the tourism system 
are the assumptions that the global number of trips is mainly governed by demand and the distribution 
over the 60 markets by supply. By defining the global number of trips to be a function of income levels and 
distribution, and the distribution over transport modes and distances travelled to depend on operational 
travel speed and cost, this demand and distribution have been estimated. Another new idea was assuming 
a ‘distance attraction’ utility for the tourist behavioural model. Also new is to integrate three theories into the 
behavioural model: Bass models and Utility and Prospect theories. Furthermore, I delivered the first in-depth 
and complete emissions inventory of global tourism that fully integrated international and domestic tourism 
and integrated global and tourism transport into one very long-term model (a century) and reconstructed 
global tourism and transport development for the entire twentieth century. 

Obviously, the before mentioned assumptions and – sometimes weakly tested - ideas come with uncer-
tainties and limitations. Nevertheless, I have tested the model outcomes against results from contemporary 
research and found the GTTMdyn to be in line with these. Also, GTTMdyn offers a range of future projections, 
which are of the same order of magnitude as from other studies. Therefore, I am confident to provide a 
general recommendation to all stakeholders involved. My main recommendation is to stop believing in 
‘silver bullet’ solutions and to acknowledge that unlimited growth of Air transport can neither be combined 
with climatically sustainable tourism, nor is essential for a healthy economic development of global tour-
ism in particular and the global economy in general. Therefore, tourism and tourism transport products and 
government legislation and taxation are recommended to be developed accordingly.

Summary
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Inleiding

Achtergrond en onderzoeksvragen 
In 2015 kwamen wereldleiders bijeen in Parijs en spraken af dat de CO2 emissie een afnemend pad moet 
volgen zodat de temperatuurstijging tot 2° C beperkt blijft. De toeristische sector is een van de bronnen 
van CO2 emissies, het belangrijkste broeikasgas verantwoordelijk voor klimaatverandering. In 2005 was de 
bijdrage van toerisme aan alle antropogene CO2 emissies voor 4,9% en dit aandeel is sindsdien verder toe-
genomen. Deze groei staat in op gespannen voet met de Parijse klimaatovereenkomst. In mijn proefschrift 
verken ik welke factoren de groei van CO2 emissies door toerisme veroorzaken en wat de sector zou kunnen 
doen om deze emissies zodanig te verminderen dat ze binnen de Parijs afspraken passen. Het gaat dan om 
bijvoorbeeld het verbeteren van de efficiëntie (minder emissies per reis) verminderen van de omvang van 
het toerisme en de daarvoor afgelegde afstanden en het veranderen van de vervoerwijzekeuze. Ook worden 
de effecten van concrete politieke maatregelen geanalyseerd. De hoofdvraag van mijn onderzoek is:

 Door welke mechanismen groeit het wereldwĳde toerisme en de door toerisme veroorzaakte CO2 emis-
sies en wat zĳn de effecten en consequenties van beleidsstrategieën om deze emissies te mitigeren?

Om de effectiviteit van beleidsstrategieën te meten definieerde ik een ‘klimatologisch duurzame ontwik-
keling van toerisme’ als ‘een ontwikkeling van het wereldwijde toerismesysteem zodanig dat het in Parijs 
afgesproken wereldwijde CO2 emissiereductie pad en het tussen 2015 en 2100 cumulatief beschikbare CO2 
emissiebudget om de temperatuurtoename onder de 2° C te houden, niet wordt overschreden’. Dit criterium 
is geoperationaliseerd door drie meeteenheden waaronder de CO2 emissies in 2100 en de cumulatieve 
CO2 emissies tussen 2015 en 2100 (zie verder paragraaf 1.3.3). Om de klimatologische duurzaamheid te 
bepalen zijn deze drie meeteenheden telkens langs vier criteria sets gelegd (zie verder 1.3.4). De criteria 
sets variëren van een zwakke tot een sterke bijdrage van het toerisme aan het oplossen van het klimaat-
probleem. 

Hiaten, reikwijdte en modellen
Om de onderzoeksvraag te kunnen beantwoorden heb ik gedurende het onderzoek een aantal hiaten in de 
kennis getracht in te vullen. Het eerste hiaat betreft een beperkt begrip van de werking van het gecom-
bineerde toerisme- en vervoersysteem. Het tweede hiaat bestond uit het gebrek aan data. Slechts ongeveer 
5% van aantal toeristische reizen en van het aantal daarvoor afgelegde kilometers wordt afgedekt door 
empirische data. Het gaat om data die het wereldwijde toerisme beschrijven. De belangrijke oorzaak voor 
het gebrek aan data vormt het geven dat de meeste gegevens alleen over internationaal toerisme worden 
verzameld waardoor het binnenlandse toerisme (met 80% van alle trips verreweg het grootste aandeel van 
toerisme) onbelicht blijft. Het derde hiaat heeft te maken met een gebrek aan een theorie of conceptueel 
model dat het wereldwijde toerisme beschrijft en op basis waarvan een model kan worden geconstrueerd. 

In mĳn onderzoek pas ik de brede definitie van toerisme toe zoals die door de UNWTO (VN Wereld 
Toerisme Organisatie) wordt aanbevolen en toegepast in de meeste nationale toerismestatistieken. Een 
toerist is een bezoeker die ten minste één nacht buitenshuis verblĳft. Een bezoeker is iemand die voor welk 
motief dan ook (zaken, vakantie, bezoek aan vrienden of familie) naar een bestemming reist buiten haar of 
zĳn normale omgeving, en daar maximaal een jaar blĳft met uitzondering van mensen die voor een werk-
gever op de bestemming werken. Iemands normale omgeving is het geografische, niet noodzakelĳkerwĳs 
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aaneengesloten, gebied waarin zĳ of hĳ haar dagelĳks leven slĳt. Het wereldtoerismesysteem bestaat uit 
alle toeristen die vanuit toeristen-genererende geografische gebieden via een transit zone naar bestem-
mingszones reizen. De toerisme sector bestaat uit accommodaties, verleners van recreatiediensten maar 
ook bĳvoorbeeld vergaderlocaties, en dienstverleners in horeca, vervoer, verzekeringen en reisproducten. 
Het wereldtoerismesysteem is verbonden aan een omgeving van fysieke, culturele, sociale, economische, 
politieke en technische kenmerken van de wereld.

Om de onderzoeksvragen te beantwoorden is gekozen voor een modelmatige aanpak, waarbĳ uiteinde-
lĳk drie modellen van toenemende complexiteit zĳn gebouwd. Vanwege de grote hiaten in kennis is bĳ het 
derde meest complexe model gekozen voor systeem dynamisch modelleren. De systeemdynamica leent 
zich bĳ uitstek voor het verkrĳgen van diepere inzichten in gecompliceerde systemen, ook wanneer er grote 
hiaten in kennis en data over het systeem bestaan. Daarvoor ontwikkelde ik drie versies van het Global 
Tourism and Transport Model (GTTM):

bas is een in MS-Excel geprogrammeerd datamodel met op constante coëfficiënten 
gebaseerde exponentiële groei en bedoeld om de middellange termijn (2035) te verkennen.

adv gebruikt ook exponentiële groei op basis van constante coëfficiënten, maar is nu 
geprogrammeerd in Powersim™ Studio, een systeem dynamische modeltaal. GTTMadv is bedoeld 
voor lange termijn toekomstverkenningen tot 2050. 

dyn vormt het volwaardig systeem dynamische model dat de periode 2005-2100 simuleert. Het 
is gemodelleerd in Powersim™ Studio versie 10. Het in het model beschreven systeem bevat diverse 
feedback loops en vertoont niet-lineair gedrag en staat de gebruiker toe een reeks beleidsmaatregelen 
in te zetten en zo te verkennen wat het effect daarvan is over de gehele simulatieperiode.

De eerste twee modellen
Mijn proefschrift beschrijft voornamelijk het GTTMdyn. De twee eerdere modellen zijn beschreven in een 
eerder gepubliceerd paper (zie Reprint Annex II in Annex I) en vormt een integraal onderdeel van het proef-
schrift. Met het GTTMbas is een eerste analyse gemaakt van de omvang van de CO2 emissies door het 
wereldtoerisme, waarmee een deel van het ‘data-hiaat’ kon worden ingevuld, met name de omvang van het 
toerisme en het toeristisch vervoer in de wereld en de CO2 emissies als gevolg daarvan. Daaruit bleek dat in 
2005 het wereldtoerisme 1.168 Mton CO2 uitstootte, ofwel 4,6%1 van de totale menselijke CO2 emissies. Het 
internationale toerisme, 16% van alle reizen, veroorzaakte 42% van de CO2 emissies. Luchtvaart (internatio-
naal plus binnenlands) was verantwoordelijk voor 43% van alle toerisme emissies, terwijl het slechts 20% 
van alle reizen bedient. Accommodaties zijn goed voor 20% van de CO2 emissies van toerisme. Op basis van 
de basisrun van GTTMbas bleek dat de CO2 emissies van toerisme met gemiddeld 3,3% per jaar zouden kun-
nen toenemen tot 3.050 Mton in 2035. Door de aangenomen groeifactoren voor toeristische markten (com-
binaties van internationaal, binnenlands in ontwikkelde landen en binnenlands in ontwikkelende landen en 
de drie vervoerwijzen auto, vliegtuig en ‘overig’) en aannames voor verbeteringen van emissiefactoren voor 
accommodaties en vervoer berekende ik met behulp van GTTMbas 70 ‘scenario’s’. In 69 van deze scenario’s 
nemen de CO2 emissie in 2035 fors toe ten opzichte van de emissies in 2005. Slechts één scenario laat een 
reductie zien en deze reductie is slechts 16% van de CO2 emissies ten opzichte van 2005. Dit is duidelijk 

1  Dit aandeel is iets lager dan het door de UNWTO (2008) berekende aandeel van 4,9% omdat ik ben uitgegaan 
van verblijfstoeristen, terwijl het UNWTO rapport ook dagtoeristen heeft meegenomen.

Samenvatting



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 232PDF page: 232PDF page: 232PDF page: 232

232

te weinig vergeleken met de reducties (30-40% in 2035) nodig voor klimatologisch duurzaam toerisme. 
Het rekenmodel van GTTMadv is in essentie gelĳk aan dat van GTTMbas, maar dan geprogrammeerd met 

software voor systeemdynamica en uitgebreid met zowel de inkomsten van het toerisme als de abatement 
cost, kosten van het verminderen van CO2 emissies, of meer precies, de verbetering van de emissiefactoren, 
uitgedrukt in $/ton CO2. Omdat het GTTMadv zowel de inkomsten uit toerisme als de kosten van mitiga-
tie van emissies bevat, was het mogelĳk om de economisch meest efficiënte oplossing te bepalen voor 
een gegeven CO2 emissiereductie doelstelling. Ten behoeve van deze optimalisatie is het doel gesteld op 
70% vermindering van CO2 emissies in 2050 ten opzichte van 2005. De optimalisatie runs met het model 
werden uitgevoerd tegen vier verschillende achtergrondscenario’s voor combinaties van demografische 
en economische ontwikkelingen. Deze vier optimalisaties leverden niet vier doch maar twee verschillende 
‘oplossingen’: (1) luchtvaart blĳft gelĳk aan het volume in 2005 maar de auto wordt grotendeels ingeruild 
voor de trein of (2) het aandeel (niet het doorgroeiende volume) van de auto is gelĳk in 2050 aan dat in het 
Referentiescenario, maar de vervoersvolume van de luchtvaart daalt naar het niveau van de jaren zeventig. 
In essentie dus een keuze tussen auto of luchtvaart. De twee vroege modellen hebben een exponentiële 
karakter wat de modellen ongeschikt maakt voor de gewenste zeer-lange-termĳn verkenningen (tot 2100). 
Ook ontbreken terugkoppelingen, waarbĳ de ontwikkeling van sommige systeemparameters een direct 
of indirect effect kunnen hebben op de ontwikkeling van andere systeemparameters. Bovendien laten ze 
alleen zien hoe het toerismesysteem moet veranderen in termen van aantallen reizen en verdeling over 
vervoerwĳzen en afstanden om zich klimatologisch duurzaam te kunnen ontwikkelen, maar ontbreken de 
beleidsmaatregelen om die veranderingen tot stand te brengen. Niettemin vormen de twee vroege modellen 
de basis voor het GTTMdyn en bieden vooral een goed beeld van de huidige staat van het toerismesysteem en 
haar invloed op het klimaat en van de belangrĳkste oplossingsrichtingen op middellange termĳn. De rest van 
mĳn proefschrift beschrĳft de ontwikkeling, werking en resultaten van het GTTMdyn en conclusies, reflectie 
en aanbevelingen gebaseerd daarop.

Het GTTMdyn

Inleiding en modeleisen
Toerisme kan worden beschouwd als een dynamisch en complex systeem waarover beperkte kennis bestaat. 
Daarom laat het zich relatief goed verkennen met behulp van systeemdenken en systeem-dynamische 
modellen (SDM). De systeemdynamica biedt mogelijkheden te leren over het gedrag van niet-lineaire com-
plexe systemen. Systeemdynamica is gebaseerd op (veronderstelde) causale verbanden tussen variabelen, 
terwijl bijvoorbeeld econometrische modellen in het algemeen uitgaan van statistische verbanden die niet 
noodzakelijkerwijs causaal zijn. De uitdaging was om een model te ontwikkelen dat zowel internationaal 
als binnenlands toerisme kon verwerken en niet was gebaseerd op geografische eenheden als landen 
(vanwege het gebrek aan data). Het model moet voorts in staat zijn om het ontstaan van een nieuwe ver-
voerwijze te accommoderen zoals bijvoorbeeld in 1920 de opkomst van de luchtvaart of in de toekomst het 
ruimtetoerisme, uitgaan van causale mechanismen voor reisgedrag, in staat zijn zeer grote veranderingen 
in bijvoorbeeld reiskosten en –tijden te verwerken en lange termijn analyses van beleidsopties tot 2100 
mogelijk maken. Oplossingen zijn gevonden in een combinatie van het vereenvoudigen van de wereldto-
erisme markt in 60 deelmarkten (alle combinaties van 20 afstandsklassen en de drie vervoerwijzen auto, 
vliegtuig en overig), de toepassing van een productadoptie en -diffusiemodel (het Bass model), toepassing 
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van utiliteitsfuncties uit multinomiale logit-modellen en de ‘psychologische waarde’ zoals gedefinieerd door 
prospect theory uit de gedragseconomie.

Beschrijving
Het GTTMdyn is geprogrammeerd in de academische versie van Powersim™ Studio 10 SR 5 systeem-dyna-
mische software. Het model bestaat uit veertien modeleenheden (grafisch gescheiden delen van het model) 
en negen submodellen. Deze modeleenheden zorgen voor taken als het aanleveren van de wereldbevolking, 
wereldeconomie en wereldwijde CO2 emissies en de emissiereductiekosten voor een gegeven emissier-
eductie pad voor het door de modelgebruiker gekozen achtergrond- of contextscenario. Ook berekenen een 
aantal van deze modeleenheden en submodellen zaken als technische ontwikkelingen in energie-efficiëntie, 
kosten, investeringen in infrastructuur en de kenmerken van wagenpark en vliegtuigvloot. Al deze gegevens 
voeden een set van elf modeleenheden die samen de ‘reisgedragsbundel’ van het model vormen waarmee 
de verdeling van de toeristen over de zestig markten wordt bepaald. Ten slotte is er een aantal eenheden 
dat wagenpark en vliegtuigvloot berekent alsmede luchthaven- en hogesnelheidsspoorcapaciteit, het aantal 
overnachtingen, biobrandstoffen voor luchtvaart, emissiereductiekosten, CO2 emissies, radiative forcing (de 
netto stralingsbalans van de aardse atmosfeer die de temperatuur op aarde bepaalt) en inkomsten uit toer-
isme. De reikwijdte of scope van GTTMdyn is het wereldwijde toerismesysteem inclusief toeristisch vervoer 
en inclusief vakanties, zakenreizen, en bezoek aan familie en vrienden, maar alleen voor verblijfstoeristen. 
De gehele accommodatiesector vormt deel van dit systeem, ongeveer 90% van de passagiersluchtvaart en 
een significant deel van de hogesnelheidstreinpassagiers. De GTTMDB, een database bestaande uit een 
bundel van MS Excel files, levert allerlei data voor het GTTMdyn zoals gekalibreerde modelcoëfficiënten, 
invoer voor achtergrondscenario’s en een reeks coëfficiënten gebaseerd op de literatuur. 

Het model berekent het aantal trips en nachten verdeeld over de 60 afstand-vervoerwĳze deelmarkten. 
Uit deze verdeling en op basis van een aantal kostenfactoren, emissiefactoren en belasting- en subsidie-
tarieven worden afgelegde afstanden, inkomsten, belastingen, subsidies, en CO2 emissies afgeleid. Het 
GTTMdyn biedt de gebruiker zes beleidsstrategieën. Beleidsstrategieën bestaan uit groepen van beleids-
maatregelen rondom de thema’s ‘Alternatieve Brandstoffen’, ‘Techniek’, ‘Infrastructuur en Voertuigvloten’, 
‘Snelheden’, ‘Belastingen en Subsidies’ en ‘Gedragsverandering’. Het GTTMdyn is gekalibreerd voor de peri-
ode 1900-2005. In totaal 22 kalibratiecoëfficiënten definiëren de ‘gedragsbundel’, het deel dat de verdeling 
van trips en nachten over de 60 deelmarkten berekend. De waarden van deze coëfficiënten zĳn bepaald 
door voor een elftal doelfuncties de afwĳkingen ten opzichte van historische data te minimaliseren. Andere 
gekalibreerde modeleenheden zĳn de autovloot, vliegtuigvloot, luchthavencapaciteit en hogesnelheidstrei-
ninvesteringen. De GTTMdyn standaard run over de periode 1900-2005 laat zien dat het aantal reizen en de 
totale afstanden per vervoerwĳze redelĳk overeenkomen met historische data, maar met grotere afwĳkin-
gen voor de gemiddelde afstanden.

GTTMdyn resultaten en beleidsstrategieën

Referentiescenario en groei
Het Referentiescenario is bedoeld als een ‘gemiddelde groei’ contextscenario. Het wordt gebruikt als base-
line of referentie waarmee de effecten van beleidsstrategieën en –scenario’s kunnen worden vergeleken. 
Het Referentiescenario gaat uit van het IPCC SRES B1 scenario voor economische groei, een bijbehorende 
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default ontwikkeling van inkomensongelijkheid, een VN midden scenario voor de wereldbevolking en het 
ontbreken van internationaal klimaatmitigatiebeleid. Het Referentiescenario laat zien dat toerisme en toeris-
tische vervoer exponentieel groeiden gedurende de gehele twintigste eeuw, en daarna nog enkele decennia, 
maar dat deze ontwikkeling lijkt af te vlakken na ongeveer 2050. Deze afnemende groei in de tweede helft 
van de eenentwintigste eeuw is het gevolg van een verwachtte afnemende groei van de wereldbevolking 
in het VN midden scenario. Toerisme groeide met een factor 6,4 van 640 miljoen reizen in 1900 naar 4.700 
miljoen reizen in 2000. Opvallend is dat deze groei tussen 1900 en 2000 gepaard ging met een groei van 
het vervoer voor toerisme met een factor 51,4. Toch nam de hoeveelheid CO2 emissie, ondanks deze enorme 
vervoersgroei maar iets sneller toe dan het aantal reizen, namelijk met een factor 7,9. Dit laat zien dat de 
CO2 emissiefactoren voor toeristische vervoer fors zijn verbeterd tussen 1900 en 2000. 

Tussen 2005 en 2100 groeit het toerisme sterk in het Referentiescenario. Het gaat dan om bĳvoorbeeld 
het aantal reizen (met een factor 4,4; een groei met 340%), het aantal overnachtingen (2,7), het aantal 
passagierskilometers met (9,8), de inkomsten (5,3) en de CO2 emissies (4,5). Het aandeel van luchtvaart in 
de emissies groeit van bĳna 50% in 2005 naar ruim 75% in 2100, terwĳl het aandeel reizen per vliegtuig 
toeneemt van 19% in 2005 naar 36% in 2100. De personenauto vormt de ruggengraat van het wereldwĳde 
toerisme sinds 1990 en blĳft die rol vervullen tot ten minste 2100. Echter, gemeten in het aandeel passa-
gierskilometers heeft het vliegtuig het grootste aandeel vanaf 1990. Het referentiescenario ontwikkelt zich 
volgens geen enkele criteria set klimatologisch duurzaam, behalve voor het criterium ‘aandeel CO2 budget’ 
in de zwakste set, wat inhoudt dat toerisme het volledige CO2 budget tussen 2015 en 2100 zou kunnen 
verbruiken waardoor het in Parĳs afgesproken emissie-pad alleen nog haalbaar is als alle andere sectoren 
hun emissies vanaf nu naar nul reduceren. 

Beleidsmaatregelen en -strategieën
In het GTTMdyn worden de effecten van beleidsmaatregelen en -strategieën op de toerismesector gemeten 
met drie indicatoren: het aantal reizen, het aantal overnachtingen en de inkomsten. Het effect op het klimaat 
wordt ook gemeten met drie indicatoren: reductie van CO2 emissies, reductie van de radiative forcing en 
reductie van het aandeel van toerisme in het totale CO2 budget tussen 2015 en 2100, alles ten opzichte 
van het Referentiescenario. Ook is getoetst of de ontwikkeling ‘klimatologische duurzaam’ is. Daaruit bleek 
dat in geen enkel van de 24 door mij doorgerekende context scenario’s de CO2 emissies in 2100 onder het 
niveau van 2015 zakken. Het effect van beleidsstrategieën varieert van vrijwel nul zoals bij de strategie 
‘Snelheden’ tot het afvlakken van de emissies naar een min of meer constante waarde over de periode 2015 
tot 2100 voor bijvoorbeeld de strategieën ‘Belastingen en Subsidies’ en voor ‘Infrastructuur en Voertuigv-
loten’. Substantiële vermindering van de groei van CO2 emissies is te bereiken met de beleidsstrategieën 
(niet-duurzame) Alternatieve Brandstoffen en Technologie. Geen enkele beleidsstrategie bereikt klimatolo-
gisch duurzame ontwikkeling. Er lijkt geen wondermiddel te bestaan als beleidsmaatregel of -strategie. 

Beleidsscenario’s
De meest recente VN uitspraak over het mitigeren van de bijdrage aan klimaatverandering veroorzaakt door 
het toerisme dateert van 2007: de UNWTO Djerba Declaratie (UNWTO, 2007a). Deze Declaratie heeft slechts 
de status van aanbeveling. Meer dwingend zijn twee recente beleidsmaatregelen van de internationale 
luchtvaartsector via de ICAO (International Civil Aviation Organisation): een CO2 standaard voor nieuw te 
bouwen vliegtuigen en een klimaatcompensatie systeem voor luchtvaartmaatschappijen. Mijn studie laat 
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zien dat deze maatregelen zo goed als ineffectief zijn, zelfs wanneer ze worden gecombineerd met de door 
de internationale luchtvaartsector voorgenomen ontwikkeling van duurzame alternatieve brandstoffen. 

Berekeningen met GTTMdyn laten zien dat in een Ultimate Modal Shift beleidsscenario, waarin maxi-
maal wordt ingezet op verandering van vervoerwĳzekeuze, de CO2 emissies na 2030 weliswaar niet langer 
groeien, maar dat nog altĳd klimatologisch duurzame ontwikkeling niet wordt bereikt. Het Ultimate Miti-
gation beleidsscenario, waarin alle in GTTMdyn gemodelleerde maatregelen worden gecombineerd, bereikt 
wel klimatologisch duurzame ontwikkeling voor toerisme, maar ten koste van 40% van de economische 
groei van de toerisme sector en 25-30% van het aantal reizen en overnachtingen in 2100 vergeleken met 
het Referentiescenario. In een poging deze economisch niet-duurzame ontwikkeling te voorkomen is het 
Economic Mitigation beleidsscenario ontwikkeld, waarin een aantal van de economisch meest schadelĳke 
maatregelen zĳn verzacht tot een niveau waarop het effect op de emissies echt merkbaar wordt. Bovendien 
is een kleine vermindering van het aantal reizen (met 5%) en verlenging van de verblĳfsduur verondersteld, 
wat het aantal overnachtingen constant houdt maar het vervoersvolume en de CO2 emissies daarvan ver-
mindert. Het Economic Mitigation beleidsscenario combineert een klimatologisch duurzame ontwikkeling 
van de toerisme sector met toerisme inkomsten die vrĳwel gelĳk zĳn aan die in het Referentiescenario. Bo-
vendien is dit scenario robuust in die zin dat het deze klimatologische duurzaamheid behoudt ook wanneer 
het contextscenario met de hoogste economische en demografische groei wordt verondersteld in plaats van 
het gemiddelde groei scenario in het Referentiescenario. Een belangrĳke maatregel in de Ultimate Mitigation 
en Economic Mitigation beleidsscenario’s vormt een veronderstelde internationale limiet aan het aantal slots 
op luchthavens. Deze limiet beperkt het volume van vervoer door de lucht verder dan met een tickettaks 
en een koolstofbelasting mogelĳk is. Wanneer deze limiet wordt verwĳderd is volgens het GTTMdyn klima-
tologisch duurzame ontwikkeling van het toerisme niet langer mogelĳk. Dit laat zien dat deze duurzame 
ontwikkeling gedurende de rest van de eenentwintigste eeuw niet te combineren is met ongelimiteerde 
groei van de luchtvaart, noch met gangbare maatregelen als belastingen, zelfs wanneer toegepast op een 
niet-gangbaar hoog niveau. 

Conclusie

De hoofdconclusie van mijn studie is dat alleen een combinatie van zware belastingen op CO2 en vliegtick-
ets, maximale verbeteringen in energie efficiency en alternatieve energiebronnen voor auto, overig niet-
luchtvervoer en accommodaties en een internationaal beleid om de groei van de luchtvaart te beteugelen 
tot op een niveau van het volume in 2005-2010, zou kunnen leiden tot een klimatologisch duurzame ontwik-
keling van het wereldwijde toerisme. Daarbij is het mogelijk de economische groei van de sector gelijk te 
houden aan een business-as-usual ontwikkeling door vooral binnen het toerismesysteem markten op een 
slimme manier selectief te laten ontwikkelen en niet eenvoudigweg het toerisme zelf te verkleinen. Deze 
conclusie is gebaseerd op een evaluatie van een reeks beleidsstrategieën en -scenario’s tot 2100 die met 
behulp van het GTTMdyn zijn doorgerekend voor combinaties van de 24 beleidsmaatregelen die GTTMdyn de 
gebruiker biedt. Eerdere modellen, GTTMbas en GTTMadv, lieten vergelijkbare uitkomsten zien maar zonder 
een vertaalslag naar beleid en voor een aanzienlijk kortere tijdshorizon. Voorts is het potentiële effect van 
nog een paar extra beleidsmaatregelen getoetst, die niet direct in GTTMdyn zijn opgenomen. Daaronder ele-
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ktrisch vliegen en power-to-liquid brandstoffen. Zulke oplossingen hebben wel effecten maar komen te laat 
en/of met te weinig effectiviteit om klimatologisch duurzame ontwikkeling van toerisme mogelijk te maken 
onder behoud van haar economische groei zoals voorzien in het Referentiescenario. 

Het GTTMdyn biedt ook kansen om de werking van het toerismesysteem te verkennen. De belangrĳkste 
exogene drĳfveren voor de groei van het toerisme (gemeten in het aantal trips) zĳn de groei van de wereld 
economie en wereldbevolking en de toename van inkomensgelĳkheid. Echter, de toename van de reissnel-
heid en de afname van de kosten voor de drie vervoerwĳzen per gereisde kilometer waren er de oorzaak 
van dat het toeristisch vervoer (gemeten in passagiers-kilometers) aanzienlĳk harder groeide dan het aantal 
trips. De toegenomen snelheden worden niet alleen veroorzaakt door de invoering van het vliegtuig in 
1920 maar ook door de toenemende snelheid van (hogesnelheids-)treinen en de toegenomen dichtheid 
van netwerken, alsmaar hogere frequenties van ritten en vluchten, en de verschuiving van trage naar snelle 
vervoerwĳzen. Voorts blĳkt bĳvoorbeeld de tendens naar grotere afstanden een intrinsieke eigenschap van 
het modelsysteem te zĳn geworden omdat ze ook optreedt wanneer alle exogene prikkels voor groei (zoals 
economische groei, verandering van inkomensgelĳkheid, bevolkingsgroei, technologische ontwikkelingen 
en veranderingen in prĳzen en reissnelheden) tussen 2015 en 2100 constant worden gehouden. Voorts blĳkt 
dat er in zo’n ‘nulgroei scenario’ een tendens naar een groter aandeel van ‘overige’ vervoerwĳzen ontstaat 
in tegenstelling tot de trend in het Referentiescenario.

Om de eerdergenoemde hiaten in de kennis aan te vullen heb ik een aantal innovaties in het model 
opgenomen. Mĳn belangrĳkste bĳdrage aan het verbeteren van het begrip van het wereldwĳde toeris-
mesysteem is de aanname dat het aantal toeristische reizen door het inkomen wordt gestuurd maar dat 
de verdeling van die vraag over de 60 deelmarkten een functie is van het aanbod (kosten en reistĳd). De 
eerste aanname is gebaseerd op de resultaten van slechts één onderzoek en een soortgelĳke aanname 
in een ander toerisme model, dat het aantal reizen een functie is van de gemiddelde hoogte en verdeling 
van het inkomen per capita, zolang infrastructuuraanbod deze vraag volgt. De verdeling van de reizen over 
afstandsklassen en vervoerwĳzen hangt af van de kosten en reissnelheid van dat vervoer. Een ander nieuw 
idee voor de werking van het toerismesysteem is de veronderstelling dat afstand zich niet alleen vertaalt in 
kosten en reistĳden, maar dat het ook een attractie, een positieve utility, van zichzelf is. Wanneer men een 
groep studenten vier identieke gratis reizen aanbiedt die echter op één kenmerk, de reisafstand, sterk ver-
schillen dan blĳkt de meerderheid voor de langste afstand te kiezen. Dit idee vormt een hypothese onder het 
model die noodzakelĳk bleke te zĳn om de enorme toename van de reisafstanden gedurende de afgelopen 
eeuw in GTTMdyn te kunnen reproduceren. Ook nieuw is het idee om de Bass, Utility en Prospect theorieën 
te combineren in één model. Voorts leverde ik met mĳn studie de eerste gedetailleerde en volledige studie 
naar de CO2 emissies van het toerisme, integreerde ik toerisme en toeristisch vervoer en internationaal en 
binnenlands toerisme in één zeer-lange-termĳn model en reconstrueerde ik data over de ontwikkeling van 
het wereldwĳde toerisme en toeristisch vervoer en de daardoor veroorzaakte CO2 emissies voor de gehele 
twintigste eeuw. 

Vanzelfsprekend gaan de hierboven genoemde vernieuwingen gepaard met grote onzekerheden en 
soms ‘sterke’ aannames en als gevolg daarvan onzekerheden in de resultaten van het GTTMdyn, maar te-
gelĳk heb ik laten zien dat het model de ontwikkeling van het toerisme en het toeristisch vervoer tussen 
1900 en 2005 naar behoren representeert. De belangrĳkste aanbeveling naar de toerisme sector en daarbĳ 
betrokken beleidsmakers is te stoppen met het zoeken naar een ‘wondermiddel’ als oplossing voor de 
klimatologisch niet-duurzame ontwikkeling van toerisme en te accepteren dat ongelimiteerde groei van de 
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luchtvaart een duurzame ontwikkeling van toerisme onmogelĳk maakt. Het goede nieuws is dat ongelimi-
teerde groei van luchtvaart ook niet nodig is voor een gezonde economische ontwikkeling van het toerisme. 
Dat alles zou als uitgangspunt genomen moeten worden bĳ de ontwikkeling van toeristische producten en 
wetgeving voor toerisme en, meer nog, toeristisch vervoer als luchtvaart en (hogesnelheids-)treinen.

Samenvatting
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Annex I. reprints of published papers

This annex provides a print of one chapter (Peeters, 2010b) and reprints of three papers (Peeters, 2013; 
Peeters & Dubois, 2010; Peeters & Landré, 2012) that form an integral part of this thesis.
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Reprint Annex I. Tourism Transport, Technology and Carbon Dioxide Emissions

This annex contains the text of Peeters, P. (2010), Tourism Transport, Technology and Carbon Dioxide Emis-
sions. IN Schott, C. (Ed.) Tourism and the Implications of Climate Change: Issues and Actions, 67 - 90. 
Bingley (UK): Emerald. Tourism Transport, Technology and Carbon Dioxide Emissions. ISSN: 2042-1443/
doi:10.1108/S2042-1443(2010)0000003007.

This article is © Emerald Publishing Limited and permission has been granted for this version to appear on 
https://www.cstt.nl/userdata/documents/Peeters-PhD2017-Thesis.pdf. Emerald does not grant permission 
for this article to be further copied/distributed or hosted elsewhere without the express permission from 
Emerald Group Publishing Limited.’

Note: The chapter was awarded with the 2012 Outstanding Author Contribution Award by Emerald Literati 
Network of Emerald Group Publishing Limited.
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Chapter 4

Tourism Transport, technology and Carbon dioxide emissions

Paul Peeters 
Breda University of Applied Sciences, The Netherlands
Technical university of delft, the Netherlands
Wageningen university and Research Centre, The Netherlands

 Abridgement: Technological development from horse-drawn carriages to the new Airbus A380 has led 
to a remarkable increase in both the capacity and speed of tourist travel. This development has an en-
dogenous systemic cause and will continue to increase carbon dioxide emissions/energy consumption 
if left unchecked. Another stream of technological research and development aims at reducing pollution 
and will reduce emissions per passenger-kilometre, but suffers from several rebound effects. The final 
impact on energy consumption depends on the strength of the positive and negative feedback in the 
technology system of tourism transport. However, as the core tourism industry including tour operators, 
travel agencies, and, accommodation has a strong link with air transport, it is unlikely that technological 
development without strong social and political control will result in delivering the emission reductions 
required for avoiding dangerous climate change.

Keywords: tourism transport; technology; energy efficiency; system dynamics; travel time budgets

Introduction
The impact of tourism on climate change is dominated by the emissions of tourism transport. About 75% 
of all emissions are accounted for by the transportation of tourists between their homes and destinations 
(Dubois, Ceron, Peeters and Gössling 2010; Peeters and Dubois 2010; UNWTO- UNEP-WMO 2008:298). In 
terms of radiative forcing, the measure that directly determines the atmospheric temperature on earth this 
share could rise to between 81 and 91% (Scott, Peeters and Gössling 2010). Furthermore, it has become 
clear that the growth of tourism’s contribution to climate change has mainly been caused by growth in tour-
ism transport, particularly in terms of longer distances (Peeters and Dubois 2010). These growing emissions 
are at odds with global climate policies that require strong emission reductions to avoid dangerous climate 
change (see an overview of this issue in Scott et al 2010). In 2005, 40% of all tourist- kilometres travelled 
were by air, 41% by private car, and the remainder by train, coach, ferries, and cruise ships. In terms of trips 
the share of air transport is just 17%, with 49% by car, and 34% by other modes of transport (UNWTO-UNEP-
WMO 2008). It is clear that faster transport modes are used over longer distances. Therefore, emissions and 
radiative forcing caused by these trips follow a different distribution, as shown in Table 1. Clearly, mitigation 
policies should primarily address the contribution of air transport. 
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CO2 (Mt) Contribution to RF (W/m2)

Transport 
mode

CO2 emissions RF (excluding cirrus) RF (incl. maximum cirrus)

Air 53% 67% 89%

Car 43% 30% 10%

Other 5% 3% 1%

Table 1: Shares of emissions and radiative forcing of tourism transport in 2005 based on the model used in UNWTO-
UNEP-WMO (2008) with updated figures for radiative forcing from Lee et al. (2009).

The objective of this chapter is first to explore the role of transport technology in tourism’s growth and 
concomitant emissions. This role can be divided into that of transport technology translating into transport 
quality (like speed, cost, and comfort) and that of improved transport energy efficiency and reduced carbon 
dioxide (CO2) emissions per passenger-kilometre (pkm). The dual role of technology is subsequently evalu-
ated by enlisting conceptual models from the field of system dynamics (Forrester 1961; Sterman 2000). 
Conceptual models, in this case causal loop diagrams (CLDs), will be drawn to illustrate basic relation-
ships between technology, economy, tourism, transport, and energy efficiency/emissions. Some systemic 
causes for processes underlying current and forecasted emission growth are then identified before energy 
efficiency enhancing technologies for the main transport modes are discussed in more detail. For a brief 
introduction to CLDs see Figure 1. A CLD consists of variables and connectors indicated by arrows. The 
direction and sign of the arrow (+ or —) means that an increase in the independent source variable, keep-
ing all other variables equal, will always cause an increase (in form of a “ + ‘’ sign) or a decrease (in form 
of a “—’’ sign) in the dependent variable. Technology’s role in solving environmental problems is strongly 
debated. On one hand, technology critics such as Jurgen Habermas pose the argument that technology is 
the root cause of unsustainable development, while others view technology to be at the heart of any move 
toward sustainable development (Mulder 2009). The dual role of transport technology in the development 
of tourism shows both sides of this discussion. Improved speed, cost, and comfort will stimulate the growth 
of transport and increase emissions, but are countered by new technology that improves energy efficiency. 
An interesting balancing feedback loop of the (promise of) technological achievements is that it may impede 
political action outside the technological domain, which is discussed in the concluding section.
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Figure 1: Example and Nomenclature of Causal Loop Diagrams Some Conventions Apply to CLDs: Positive Relation-
ships are Indicated with Arrows with a “ + “ Sign; Negative Relationships are Indicated by Arrows with a ‘’—’’ Sign; 
Reinforcing Feedback Loops are Indicated with a “ + Balancing Feedback Loops are Indicated with a ‘’—’’; a Loop 
Follows the Direction of the Arrows and Can be Clockwise or Anticlockwise.

The role of transport technology in tourism development
The role of transport technology is unequivocal. “Each new breakthrough in transport technology ... has 
enabled the traveller to go further, at greater speed, for a cheaper price, and in greater comfort and safety’’ 
(Prideaux 2000:53). Tourism historians even used transport modes to distinguish between different histori-
cal periods (as in Babeau 1885). It is generally assumed that better transport leads to higher volumes of 
tourists in terms of more trips (Bieger, Wittmer and Laesser 2007). At the destination level this is likely 
because destinations compete with each other and improved access will generate competitive advantages. 
However, for global tourism (all destinations together), the accumulated competitive advantage of improved 
access will be near zero (where one destination gains, the other will lose). This latter observation is im-
portant, as insight into the global system is needed to understand tourism’s relationship with the global 
challenge posed by climate change.

To assess the issue a distinction is made between tourism volume measured in number of trips and 
transport volume measured in pkm. Based on several studies it appears that, on a global scale, the number 
of trips/annum/capita is linearly related to gross domestic product (GDP)/capita (Bigano, Hamilton, Lau, Tol 
and Zhou 2004; Dubois et al 2010; Peeters and Dubois 2010). This means that the global number of trips 
can be defined as a function of GDP/capita and global population, as shown in  the upper right hand 
part of the CLD in Figure 2. With the number of global trips known, the next question is how much tourism 
transport it will generate in terms of distance travelled. The distribution of distances determines important 
characteristics of tourism in terms of domestic and international share, the distribution of tourists over the 
world, and the transport modes used. The basic behavioural hypotheses used to draw the three primary 
reinforcing causal loops in Figure 2 are: a significant part of a population has the aspiration to increase their 
range (to travel longer distances), on a population level the total amount of time spent for actually traveling 
from home to destinations and back is more or less constant (travel time budget), and the average amount 
of money spent on transport per year on a population level is a constant share of income.
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The first hypothesis means that at least a part of the global population has an aspiration to travel 
longer distances, or in other words, tends to increase the distance travelled when opportunities arise. That 
distances do increase is clearly shown by the strong growth of the share of long-haul trips during the past 
decades (UNWTO 2008b), a growth that is often taken for granted in projections such as in WTO (2000). 
However, it appeared difficult to find empirical evidence to prove an intrinsic desire of (a part of all) tourists 
to increase their travel distances. Statements may be assumed from the professional world like “desire to 
see the world’’ (Francis 2008) as a loose indication. A study published in 2000 reveals that the decision to 
change from normal to long-haul holidays ‘’seems to supply a new and rewarding sense of self”, ‘’because 
long-haul travel is imagined as providing for the accumulation of experience, which is used to re-narrate 
and represent self-identity’’ (Desforges 2000:936, 942). Another indirect proof may be derived from the 
fact that income elasticities for short-haul air travel are lower than for long-haul air travel (Graham 2000), 
meaning that, if given a chance, people tend to spend more on long-haul than on short-haul travel, thus 
increasing their travel range. Finally, the nearest proof for the hypothesis is given by Nicolau and Mas (2006), 
who found that tourists with an interest in better climate or discovering new places are more prepared to 
travel longer distances then those seeking tranquillity or cultural experiences. In conclusion, the search for 
longer distances seems to be valid for at least a part of all tourists.

The idea of a travel time budget, the second hypothesis, states that the amount of average time spent 
on transport is more or less constant at the population level. It was first proposed in the 70s, but has since 
been developed (Grübler 1990; Hupkes 1977, 1982; Metz 2008; Peters 2006; Schafer 1998, 2000; Schafer 
and Victor 2000). Of course these ideas encountered critique as well (Levinson and Kumar 1995; Mokhtar-
ian and Chen 2004; van Wee, Rietveld and Meurs 2006). Most of these critics discuss what is a definition of 
‘’constant’’. Unfortunately some confusion exists about the definition of travel time budget, as most critics 
seem to believe that a large individual diversity of travel times cannot be combined with a constancy of 
average travel time at the higher aggregate level of a population. The average travel time budget per day 
per capita is some 75 minutes and appears to be valid between 1975 and 1995 for citizens living in places 
like New Delhi suburbs, Tanzania and Ghana villages, Singapore, United Kingdom, Japan, the United States, 
and the Netherlands (Schafer 2000). A constant population level of travel time budget was also found for 
cities such as Tianjin (China, 1965/66), Kazanlik (Bulgaria, 1965/66), Sao Paolo (Brazil, 1987), Paris (France, 
1976), and Warsaw (Poland, 1993) (Schäfer and Victor 1999).

The third hypothesis, which proposes that travel money budget is a constant share of income, is based 
on Schäfer’s work (1998, 2000; Schäfer and Victor 1999, 2000). From these studies it appears that total 
travel money budget is about 10% of total income. However, in this case the constancy holds only true for 
GDP/capita above US$5,000 (the income refers to the year 1985; in 2010 dollars the amount would be about 
double). Below this threshold the share appears to be much lower. This constancy is also based on a wide 
geographical and temporal range of data. Whether the constant travel time and money budget hypotheses 
also apply to tourism has not been researched, but these apply to different daily travel motives such as 
commuting, work-related business trips, and leisure (Schäfer 2000). 
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Figure 2: Causal loop diagram representing the basic forces in development of transport systems. Essentially this 
diagram depicts the full transport system consisting of different transport modes. Clearly all feedback loops point 
at growth of transport volumes (measured in passenger-kilometres). See Annex A for a short introduction to causal 
loop diagrams.

Figure 2 shows the CLD for the tourism transport model. Essentially this diagram depicts the full transport 
system consisting of different transport modes. Clearly all feedback loops point at growth of transport vol-
umes (measured in pkm). Endogenous drivers are the development of GDP and population volume (upper 
right corner of the model), together determining the total number of trips. The average distance is deter-
mined by both travel time and money budgets. If people have more money they will be able to acquire more 
kilometres within the constant time budget. This is valid for the whole population, but not for the individual 
as they can temporarily change the amount of time and money spent on travel. From “average distance’’ 
a reinforcing loop boosts the distances travelled (travel time loop). Again, this loop is valid on the level of a 
population, the whole world, and considers multiyear timescales. If the average distance increases, this will 
increase the total volume of transport, induce investments in both infrastructure and transport vehicles that, 
after some time delay (indicated by the double strikethrough lines in the arrows), will improve the speed 
and thus the average speed. It might seem counter intuitive that more volume can create a higher speed in 
the system, because, on short-term timescales, volumes that are too high will create congestion and travel 
delays. However, on a longer timescale the business reaction will be to add infrastructure that will create 
shortcuts and generally higher quality infrastructure, such as an upgrade from a regional road to a trunk 
road. For railways, airlines, and bus companies the reaction to higher demand generally is to add capacity, 
which, when service frequencies are increased, may considerably improve travel times.

Another reinforcing loop runs through cost of transport. With an increase in speed, operational costs 
generally reduce because productivity is increased faster than per hour operational costs, allowing for a 
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higher number of kilometres to be sold (e.g., compare rail cost given by Litman (2007) and air transport cost 
by Tsoukalas, Belobaba and Swelbar (2008)). The existence of this cost reduction loop is also shown by the 
historical development of travel cost for different modes in the USA (Grübler 1990:236). Airlines consist-
ently reduced costs between 1930 and 1990, while railway costs reduced between 1875 and 1980, but 
slowly increased after that, most likely caused by the decline of rail transport volumes creating overcapacity 
and lower efficiency. A final reinforcing loop runs through a shift from slow to fast transport modes and is 
initiated by the money budget and thus (substantially) increases the speed of tourists. An increase in aver-
age travel distance will increase the share of faster modes (Schafer 2000:20 for the USA and Peeters, van 
Egmond and Visser 2004 for the European Union (EU)).

The balancing loop is the “max speed loop’’ governed by the practical maximum speed on the network, 
which varies for different transport systems. For walking it is something like 6km/hr; for running it may be 
10- 12km/hr; and for cycling it may reach an average of almost 30 km/hr for a fit cyclist on an infrastruc-
ture that is free of obstacles and traffic lights. For the private car an average of 100 km/hr may be reached 
when covering relatively large distances as in travel between home and destination. Rail will show a lower 
average than the car except when origin and destination are near stations of an intercity or high-speed rail 
line. Air transport’s average speed is limited by the current sound barrier of about 1,000 km/hr maximum 
cruising speed, though practical speeds are much lower due to time delays for check-in and airport access. 
For example, Schafer and Victor (1999) give an average gate-to-gate transport speed of 600 km/hr. The 
balancing max speed loop will act in a way that the system will seek to reach this maximum speed goal, 
but will never reach it.

The diagram shows that new transport systems will be successful only if they offer a higher average 
speed and at the same time reduce the cost to a competitive level, meaning that the whole transport system 
is naturally set to achieve ever higher speeds. The next speed revolution may be in supersonic air trans-
port or in space travel. “There is a significant portion of the public, who are favourably disposed towards 
engaging in some form of commercial space tourism flight activity’’ (Crouch, Devinney, Louviere and Islam 
2009:451). Space tourism is often thought of as a form of tourism offering a short stay in space itself, but 
its main asset may be to travel between any places on the globe in a matter of hours (Tkatchova 2006).

Pollution-saving technological change 
Many studies approach the role of technology in reducing environmental impacts by looking at technologies 
that enhance fuel efficiency and/or reduce emissions per seat-kilometre (skm) (Chapman 2007; Imperial 
College Centre for Energy Policy and Technology (ICCEPT) 2002; IEA 2008; IPCC 2007c; Rajan 2006; Schafer, 
Heywood, Jacoby and Waitz 2009; World Business Council for Sustainable Development (WBCSD) 2004; 
Yang, McCollum, McCarthy and Leighty 2009). However, for the environment the total amount of emissions 
is the only important outcome, not fuel efficiency or low emission factors. Only a few of the studies men-
tioned above also consider behavioural changes like modal shift or reduced transport volumes (Gilbert and 
Perl 2008; IEA 2008; IPCC 2007c; Yang et al 2009). Unfortunately in many cases volume growth outpaces 
the improvement in efficiency. This is most clearly the case in air transport, where a 70% improvement in 
fuel efficiency of jet aircraft between 1960 and 2000 (Penner, Lister, Griggs, Dokken and McFarland 1999) 
did not prevent an increase of CO2 emissions with a factor of over 10 (Sausen and Schumann 2000:33). 
Why does this happen? Figure 3 shows the existence of rebound effects (see also van Dender 2009). Such 
rebounds occur when better technology makes a product cheaper causing consumption to increase, thereby 
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reducing the overall beneficial effect of the better technology on pollution. New technology may also remove 
social norms preventing the use of a product because of its unwanted pollution and thus boost demand for 
it. Figure 3 shows the main efficiency enhancing loop, and a rebound through the emissions loop.

Environmental

attitude
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Energy consumption

per skm

Transport volume

(pkm)

+

+

+

Investment in energy

efficiency enhancing

technology

-

+

Pollution-saving technology in
tourism transport
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Attitude loop

Emissions loop

+

-

Figure 3: Pollution saving conceptual model.

The pollution-saving technology model for tourism transport shown in Figure 3 starts with investment in 
efficiency enhancing technology that will reduce energy consumption per skm. As this will reduce cost per 
skm as well, transport volume (pkm) increases. More transport generates funds that can be directed at fur-
ther improving technology, creating a reinforcing loop that improves efficiency, but not necessarily reduces 
total emissions as the transport volume loop is also reinforcing. Which of the two loops has the most impact 
depends on the specifics of the transport system described by the model. A third relevant loop in this system 
is the attitude loop, a balancing one because an increase in environmental pressure will tend to increase the 
willingness to invest in pollution-saving technology, which improves efficiency.

A general transport pollution saving technology model
The amount of energy required to move a person over a certain distance depends on the physical proper-
ties, way of use of the vehicle, and on the properties of the energy conversion. The resulting greenhouse 
gas (GHG) emissions depend on the energy source or fuel used. The physical properties are governed by the 
laws of physics, while the energy conversion is the domain of the laws of thermodynamics. It is important 
to realize that humanity will not be able to change these laws (i.e., perpetual motion simply does not ex-
ist). Every movement requires energy input and due to the laws of physics the amount of energy per unit 
distance and weight (pkm) increases with speed because energy is required to accelerate and to overcome 
friction and drag (Schäfer et al 2009:103). Generally, all other things being equal, the energy requirement 
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increases proportional to the square of the speed. A zero drag vehicle is not possible as it always has to 
move through the air and/or overcome tires-to-tarmac (car) or wheels-to-steel (rail) friction. Still, modern 
cars have a relatively low overall efficiency (the amount of energy dissipated at the wheels divided by the 
energy content of the fuel burnt) of about 10- 12% (Smil 2008:265). The conversion of energy is governed 
by the laws of thermodynamics, which indicate that an internal combustion engine’s maximum efficiency 
will be about 50%. Current practical efficiencies are in the order of 20-30% (Schafer et al 2009:104), but 
will never reach the ideal 50%.

Air transport is confronted with stronger constraints because the same aerodynamic forces that lift the 
aircraft also cause induced (lift related) drag. Induced drag is inversely proportional to the wing aspect ratio 
(the ratio between span and average chord of a wing): the larger the aspect ratio the lower the induced drag 
(Prandtl 1924; Torenbeek 1982). Only an infinite aspect ratio (and thus wingspan) will reduce the induced 
drag to zero, but this will increase wing area to infinite as well and thus introduce an infinite friction drag. 
Practically the aspect ratio is limited to about 40 (for glider planes) and economically at about 12 for airlin-
ers, with an increase to about 15 in case fuel prices reach about $1/kg (Peeters 2000). The prospects for 
very low energy consumption of aircraft are thus practically restricted because speed is required to stay 
aloft, generating both induced and friction drag. The role of speed and other performance components 
(e.g., the time to accelerate from 0 to 100 km/hr, spaciousness, comfort, and air conditioning) of transport 
systems determines the final fuel efficiency. In general it appears that transport systems’ environmental 
impacts show a positive relation with speed (Peeters, van Asseldonk, van Binsbergen et al 1996).
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Figure 4: Conceptual model of energy efficiency enhancing technology for tourism transport

Figure 4 shows the CLD for the energy efficiency enhancing technology model. The efficiency loop repre-
sents the link with the general pollution- saving model in Figure 3. Added to this is the physical limits loop 
that balances the development of efficiency improvements as a function of the ratio to physical limits of 
technology. The efficiency will never go below these limits regardless of technology. To make this model 
work it will be necessary to both define the minimum energy consumption per skm, and the relation be-
tween the fractional distance to this minimum of the actual energy efficiency and the rate of change of 
efficiency. There are two ways to implement this relationship. The ideal one would be to model the whole 
complex relationship between cost and development time as a function of the distance to the minimum 
energy efficiency. However, due to lack of detailed data on cost of technology development, time to develop 
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technology from the lab to commercial application, etc., a global statistical approach has been followed. 
Based on historical data of energy efficiency development, a relation between the minimum energy intensity 
(EI) and the rate of change per year can be fitted to an exponential growth function (the variable linked to 
the model with an arrow indicated with F from “Function”; see the example for air transport in Figure 6). By 
adding sensitivity of the exponential growth equation to investments in technology the development may 
speed up or slow down depending on changes in policies or attitudes.

Strong or weak technology
Schumacher (2009) defines weak technology as technology unable to reach a zero environmental im-
pact situation, while strong technology completely removes impacts. For transport energy consumption all 
technology is weak as it is physically impossible to move without using energy. However, when translated 
to emissions, opportunities exist to reach a state of zero emissions (but generally not zero impacts). This 
section shows the opportunities for strong emission technology for the main transport modes (air, rail, and 
road). For these modes it also explores the physical limits to energy efficiency and the technological devel-
opment decay when nearing this limit. 

Aviation. Most studies present technological trends in terms of a constant annual percentage of ef-
ficiency gain. The IPCC special report assumes values between 1.2 and 2.2% efficiency increase per annum 
(Penner et al 1999). Other authors use the same method and arrive at comparable rates (Green 2003; Lee 
2003; Lee, Lukachko, Waitz and Schafer 2001; Pulles, Baarse, Hancox, Middel and van Velthoven 2002). All 
these studies base the efficiency improvements on historical data.

 

Figure 5: Energy Intensity (EI) Data for Passenger Aircraft. Source: Author’s graph based on data published by Lee et 
al (2001) amended with data of post-2000 jets based on data from Peeters et al (2005).

Figure 5 shows the EI per available skm for new aircraft at the year of first delivery. The data for the jets 
have been taken from Lee et al (2001) and Peeters, Middel, and Hoolhorst (2005). The solid line represents 
a sigmoidal regression model fitted to the data given by Lee (2001). The EI of the new Airbus A380 is based 
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on the 12% reduction with respect to the B747-400, cited by Bickerstaff (2005). The B787 is taken 20% 
below any aircraft within the B787 seat capacity class (as indicated by Boeing (2009); the A330-300 has 
been found as this undefined competitor). The A350 is based on data presented by Finnair (Ihamaki 2009).

It is most likely that aircraft technology is both nearing technical and physical limits. Technical limits 
relate to the maximum obtainable levels of aircraft lift/drag and weight ratios, and maximum energy density 
of fuel. Physical limits relate to thermodynamic laws imposing limits on the overall engine efficiency of 
turbo-jets, which is bound by the product of thermal efficiency (power to the gas stream divided by energy 
content of the fuel) and the propulsive efficiency (the thrust times flying speed divided by the power to the 
gas stream; Penner et al 1999). Thermal efficiency can be improved by increasing the overall pressure 
and temperature ratio in the engine, but levels off at 70%, while the thermal propulsive efficiency is best 
improved by increasing the bypass ratio (the amount of air flow that passes through the fan, but not through 
the hot core of the turbine engine divided by the total air flow). The latter is clearly bound by the increase 
in size and weight of the engine and has currently reached 77%. It may be boosted further to about 90% 
(Penner et al 1999). This means that the overall efficiency is theoretically bound to 63% (70% times 90%). 
Current engines reach 40%, leaving a maximum of 30% improvement. For aerodynamics and aircraft struc-
ture the limits are also both physical and technical. The physical limits, for example, comprise the inevitable 
amount of induced drag when using a finite wing (a wing with a practically confined span regarding the 
maximum space at airports; see discussion in Dalhuijsen and Slingerland 2004) and of skin friction drag 
when moving shapes through the air. Technical limits are posed by the maximum wingspan and the ac-
curacy of the shape of wing sections. 

Furthermore, economic forces play a role as aircraft manufacturers optimize their new designs for low 
operational cost within operational limits as range, take-off, and landing performance (Kroo 2004; Raymer 
1992; Torenbeek 1982). Just reducing fuel consumption per payload is not a goal, but a means to achieve 
economic efficiency. Therefore, if the theoretical minimum EI is approached, it will become increasingly 
costly and time- consuming to further reduce actual EI. Figure 6 shows the rate of improvement of EI as 
function of the ratio between actual EI and the physical EImin, assuming a condition of zero for the case EI 
— EImin and using the data given in Figure 5. The best fit in Figure 6 was found for a theoretical minimum 
EI of 0.2MJ/skm. However, at rates of change projected by the sigmoidal regression, this value will only be 
reached at the end of this millennium (the year 3000). In 2100, EI may reduce by 40% with respect to the 
best aircraft in 2010.
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Figure 6: Relation between the ratio actual EI and theoretical minimum EImin and the rate of change of EI per year. This 
relation is used in the general pollution preventing technology model as given in Figure 3.

Road Transport. The development of car energy efficiency differs considerably from the aircraft case. Where 
aircraft designers have to cope with strong constraints for safety, space, weight, and requirements for 
payload-range and take-off and landing performance, car designers also have to meet strong psychological 
requirements from the market regarding maximum speed, acceleration, and the sensation of power and 
comfort. Therefore, it is not surprising that time series for energy consumption per car kilometre give a wide 
scatter and lack clear trends (CBS 2009; EPA 2008b; Gallachoir, Howley, Cunningham and Bazilian 2009; 
Meyer and Wessely 2009; Sprei, Karlsson and Holmberg 2008). Compared to the T-Ford, the current 10 
litres per 100 km (for the United States) shows a reduction by 33% or only 0.4%/year on average. For the 
more recent history several time series have been published showing the improvement of fuel efficiency of 
passenger cars. In most countries, gains in energy or CO2 emissions efficiency have only been achieved until 
approximately 1990. For example, the Dutch passenger car fleet average CO2 emissions per pkm reduced 
by 12% between 1980 and 1990, after which the reduction abruptly stopped up to 2007 (CBS 2009). The 
cars newly purchased in Ireland between 2000 and 2006 did not gain any energy or emission efficiency, 
while for all of the EU countries together a fuel consumption reduction of 10% was reached within these 
years (Gallachoir et al 2009). Gains are reported for Austria, where petrol and diesel cars reduced fuel 
consumption by 16% and 23%, respectively, between 1990 and 2007. The overall fuel consumption of new 
cars has been reduced by 25% because there was a strong shift from petrol to the higher efficiency diesels 
(Meyer and Wessely 2009). The average car fleet EI stayed constant over 1990-2004 in the International 
Energy Agency (IEA) countries (IEA: EU plus Australia, New Zealand, Norway, Switzerland, Turkey, Canada 
and USA; IEA 2008:448). For the purchase of new cars the IEA shows a rather diverse picture for the period 
1990-2004. There are no gains for the USA, Canada, Australia, and the Netherlands, but strong reductions 
in France, Italy, Japan, and medium reductions in Germany, Sweden, and the UK (IEA 2008:459). A stepped 
pattern is found for new cars bought in Sweden, a decrease over 1975-1985, stable between 1985 and 
1995, and decrease again until 2002 (Sprei et al 2008).

Sprei et al (2008) analysed the achievements of technology and found that about one-third of the 
potential technological improvements were not used for reducing fuel consumption and concomitant CO2 
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emissions, but for increasing car performance, weight, and comfort. This leads to a more precise measure of 
technological achievements in energy efficiency by relating it to the empty weight of cars (Figure 7). Similar 
developments of weight increases and rather slow EI improvements were seen in other parts of the world 
(Zachariadis 2006). For Europe a study found a relatively strong improvement of CO2 emissions per vehicle 
kilometre, while both car weight and engine power increased (Zervas 2010), confirming the trend observed 
in the United States.

Figure 7: Energy efficiency in miles per gallon and gallons/mile/lb empty weight for new cars purchased in the USA. 
Clearly the latter measure gives a better idea of the technological achievements (data based on (EPA, 2008)).

Theoretically, the ultimate combustion engine efficiency is 50%, while engines’ current average is 15-30% 
(Schäfer et al 2009:104). So without alternative power systems cars may reduce energy consumption per 
weight-kilometre by not more than 50%. In many countries of the world governments try to improve fuel ef-
ficiency by setting standards (An and Sauer 2004). These vary widely from just 25 miles per gallon (MPG) for 
the USA in 2007, through 35 MPG for the state of California (2015) and 49 MPG in Japan (2010), to 52 MPG 
in the EU (2012). This provides evidence of a very strong cultural element in car fuel efficiency. In relation to 
tourism transport it should be considered that most distances are relatively large, large amounts of luggage 
is taken (including objects like skis and bicycles), or heavy caravans are pulled, all requiring relatively heavy, 
high-powered cars. So even if average fleet standards are met, it remains to be seen if cars and vans used 
for tourism will meet these standards. 

Rail Transport. Scientific information about the development of energy efficiency technology for rail 
transport is scarce. Even the mitigation report of the IPCC (IPCC 2007c) bases its very short rail section (less 
than one page out of 851) entirely on the information given on http://www.railway- energy.org (see also 
Ahrens 2004), a website dedicated to rail energy efficiency technology maintained by International Union of 
Railways (UIC). Many reduction options given on the website are short-term operational ones with a promise 
to reduce energy consumption by 10-25% (Lukaszewicz 2004). Very cost-effective measures are also pos-
sible as shown by the case of the Dutch railways (NS) that optimized brake energy recuperation settings, 
saving 1% of the company’s total electricity use with a payback time of just four weeks (Meerman 2004). 
From these anecdotal samples it can be concluded that energy efficiency has not been very high on the 
agenda of railway companies. At the same time this means that opportunities to improve energy efficiency 
are unknown though most likely large and relatively cheap. 
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An important advantage for electric rail transport is that decarbonizing electricity production is much 
cheaper than decarbonizing combustion engines-based transport. The share of emissions that can be 
abated at a cost of less than $50/ton CO2

 is about 30% for road transport and 12% for air transport, while 
for electricity production the share is 75% (based on data from IPCC 2007c; see also Peeters and Dubois 
2010). Furthermore, electric rail systems are better suited for using sustainable energy sources like solar, 
hydro, and wind. As electric trains are coupled to the grid, there is no necessity of in-vehicle energy storage 
and less need for storage on average. Storing and recovering electricity on a vehicle level is expensive and 
causes efficiency losses. A large-scale storage system may be needed, but that will generally be cheaper. 
The Swiss Railways have their own hydro plants that power their rail system and have been running on 
almost zero emissions for over a decade (SBB 2007).

The energy consumption of the trains themselves is relatively low, reducing the demand for sustain-
able electricity compared to battery-powered cars. Based on figures given by the French national railway 
company SNCF (Laurencin, Le Moal and Henry 2004), a traditional Corail train uses only 0.05 MJ/skm, while 
a Honda Civic Diesel 2.2i-CTDi (a very fuel-efficient car) uses 0.50 MJ/skm (Gilbert and Perl 2008:150), 10 
times as much. The much faster French TGV has an energy consumption of approximately 0.13-0.16 MJ/
skm. An electric car like the four-seat Mitsubishi Lancer Evolution MIEV has an average energy consump-
tion of 0.17 MJ/skm. Note that this is comparing the 80s (rail) technology with the 2010’s (car) technology. 
Moreover, the electric car system will suffer from energy losses for battery use and is still not a car with 
current average performance of power, speed, and range, which are specifically relevant for the tourism 
market. For diesel trains the same kind of technology as for diesel road transport is in principle available. 
But rail traffic generally takes a much less dynamic course, and because weight and space restrictions are 
much less constraining than for road transport, there is a tradition to use diesel-electric engines. These 
engines exhibit the same kind of advantages as hybrid cars like running the diesel engine at its highest 
efficiency rating and the possibility of recovering braking energy.

It is difficult to find the mechanism determining the development of new technology. In rail transport, 
and certainly electric rail transport, the energy efficiency that can be attained depends on the interplay 
of infrastructure and railway operation (the infrastructure must be electrified to drive electric, it must be 
connected to a grid powered by low carbon electricity production, and it needs a modern traffic guidance 
and safety system and the ability to recuperate braking energy). Therefore not only energy costs, but also 
institutional factors such as political will, may play a role as governments will likely keep a large stake in 
what are traditionally monopolies like rail infrastructure and operations.

Alternative energy sources
A much discussed technology to reduce GHG emissions is to shift toward non-fossil energy sources. A large 
share of rail tracks in Europe and increasingly in Asia are electrified (UIC 2007) and use electricity partly 
generated with hydro, wind, solar, or nuclear power. The electric car could be another application using elec-
tricity from the grid instead of petrol or diesel. However, for this application batteries are required that are 
still expensive, weighty, take relatively long times to charge, may pose a chemical resource and waste prob-
lem, and do not provide a range desirable for tourism trips (Nagelhout and Ros 2009). For aircraft an electric 
option is rather remote (Peeters 2000:section 5.6; Snyder 1998). Though technically feasible, it will require 
the combination of several technological revolutions like super-cooled electric engines (to prevent them 
from becoming too heavy), the use of high-speed propellers, and a solution for storing liquefied hydrogen.
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Until recently the hydrogen economy has been seen as the most viable long-term solution (Azar, Lind-
gren and Andersson 2003; Smil 2003). Hydrogen is a fuel, not an energy source, and has an advantage 
as it burns without generating CO2. It has a high energy density by weight and can be used in fuel cells to 
generate electricity, emitting just water vapour. Disadvantages are the low energy density by volume (even 
in liquefied form), the fact that it cannot be used as a direct replacement for petrol or diesel, and the en-
ergy required to produce and to liquefy hydrogen. Hydrogen can be produced by hydrolysis of water using 
electricity, or by dehydrating coal or natural gas. The efficiency of hydrolysis is somewhere between 50 and 
80%, but most likely at the lower end; and dehydrating fossil fuels still produces CO2 emissions.

Another mainstream solution is the use of biofuels for road and air transport. At first inspection biofuels 
seem to be zero GHG emissions, but due to the production and cultivation processes GHGs are still emitted, 
which can even be in greater amounts than just using fossil fuel (see the case of algae given by Wilson 
2009). Biofuels are also rather space intensive. To illustrate this, one Boeing 747-400 flight over 10,000 km 
consumes about 32,000 gallons of biofuel (141,000 litres or 112 tons), corresponding to 52 ha of Jatropha 
plantations (based on data given by Smith 2009). In 2005, global consumption of jet fuel was 232 MT (Lee, 
Fahey, Forster et al 2009). Replacing conventional fuels with biofuels consequently translates into area re-
quirements of more than one million km2 (Jatropha). Note that this area would grow by a factor of two within 
the next 15 years due to the strong growth in air transport. For comparison, one million km2 corresponds 
roughly to the size of Germany, France, the Netherlands, and Belgium combined. Finding such an immense 
area for energy crop cultivation would be incredibly difficult politically in the light of current high population 
densities and projected growth of the world population.

A more space efficient solution might be the use of algae. Algae will deliver about eight times as much 
fuel per hectare as Jatropha (Smith 2009). As algae grow in water basins it is possible to grow them in any 
location that has sun and water, even salt water (on coastal wastelands). However, on a life cycle basis 
algae do not deliver much reduction of GHGs, and actually may cause about 30% more emissions than 
kerosene (Wilson 2009). The large land, water, nutrients, and process energy requirements will make it 
difficult to supply all car and air transport fuel in the world, certainly at the growth rate expected in most 
business-as-usual scenarios (Schafer et al 2009), while at the same time space needs to be reserved for 
food, leisure, nature, and build-up areas for a global population growing to between 12.5 and 16 billion 
people (van Vuuren, de Vries, Beusen and Heuberger 2008) by the end of this century. Curiously almost none 
of the papers about biofuels give information about the overall efficiency of photosynthesis. The theoreti-
cal maximum efficiency for plants is estimated to be 3.7% for “C4 plants’’ like maize (Dismukes, Carrieri, 
Bennette, Ananyev and Posewitz 2008). For algae an energy conversion rate of 3-9% is expected. However, 
for the whole process up to the liquid fuel an efficiency of 0.5-1.0% for algae seems to be the best attain-
able estimate (Dismukes et al 2008: 239). Even with algae, space issues remain. For example, replacing all 
gasoline in the United States would require a space equal to the current space used for all corn crop in the 
country (based on Dismukes et al 2008: figure 1). 

Conclusion 
This chapter investigates the role of technological development in the context of GHG emissions from tour-
ism transport. It considers if technology is able to solve the growing discrepancy between the current strong 
growth of tourism transport-related CO2 emissions and the strong reductions required to avoid dangerous 
climate change. The role of technology in tourism’s contribution to GHG emissions is diverse. Pollution-
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saving technological change may improve energy efficiency (EI) and reduce the amount of GHG emissions 
per unit energy, but at the same time the development of transportation technology dedicated to improving 
range, speed, capacity, comfort, etc. has a strong impact on transport volumes, even for a given number 
of tourist trips, thus resulting in an increase in emissions. Furthermore efficiency improvements lead to 
rebound effects like the reduction of operational (fuel) costs and thus increase of transport volume. These 
three factors may explain why tourism’s overall emissions (and certainly air transport’s emissions) have 
been growing faster than the overall number of trips.

 It has been shown that efficiency measures can never deliver strong (pollution solving) technologies 
(Schumacher 2009), as 100% efficiency is not feasible due to the laws of physics. As avoiding dangerous 
climate change requires very strong absolute emission reductions of 80% within 20-40 years, while energy 
consumption easily doubles or, in the case of tourism, triples within the same time span, efficiency improve-
ments of 90- 99% might be required, which is impossible for most technologies, specifically for transport 
generating most emissions growth. Strong technology for zero emission energy sources will have to play an 
important role. The best opportunities seem to exist for electric rail transport where the combination of elec-
trical power, renewable energy sources like wind, solar, and hydro, and the relatively high energy efficiency 
of rail systems themselves have already created zero emission rail systems in, for example, Switzerland 
and Sweden (SBB 2007; SJ 2010). While rail transport has favourable energy efficiency compared to other 
long distance transport modes used in tourism, it has been found that many opportunities for improvements 
still exist. Less clear is when and how these will be developed and used. Political will, market forces, and 
safety considerations seem to be strong forces in the system, making energy efficiency just one of many 
design constraints. 

For air transport the development of fuel efficiency is directed by operating economics and aircraft 
performance constraints. Inefficient aircraft designs are penalized not only by higher direct operating cost, 
but also by weaker performance, and therefore aircraft development has followed a long path of continu-
ously improving fuel efficiency. But it has also been found that fuel efficiency is reaching its physical limits 
and current jet aircraft may not become much more fuel efficient. In addition, the development of aircraft 
technology is also slowing down. The operational use of aircraft, a nontechnical parameter, may have a large 
impact on the final energy efficiency of air transport. Where low cost carriers generally fly with as many 
seats per aircraft as possible in a one class layout, many other carriers decrease seat numbers to allow for 
luxury travel, specifically on long-haul aircraft (see seat layouts on seatguru.com showing British airways 
highest comfort Boeing 747-400 with just 291 seats, while Air France’s highest density 747-400 flies with 
447 seats). But here too, a strong rebound effect exists, as high density seating allows for very low prices, 
boosting transport volume. This has been shown by the fast emergence of low cost carriers, who are very 
fuel efficient but have also maintained growth in air transport, even during economic crises. 

For cars a clear efficiency improving technological development has been found, though in this case the 
overall efficiency of the car (energy per vehicle kilometre) may still deteriorate over time. This is caused by 
the large role of non-commercial and psychological arguments in the market for cars. Generally people buy 
larger and heavier cars than they really need. Therefore the vehicle efficiency (energy per vehicle kilometre) 
of newly sold cars can be decreasing while technologically the car still becomes more efficient, as was 
shown by the continuous improvement of efficiency per kg of empty car weight, while at the same time fuel 
use per pkm remained almost constant (Figure 7). 

Alternative fuels and energy (hydrogen, renewable electricity, and biofuels) have all been shown to be 
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both promising and problematic. The hydrogen economy will only be effective in reducing CO2 emissions if 
renewable energy sources are very abundant, which they are currently not. Biofuels suffer from both effi-
ciency and land use problems and electricity could be used far more effectively for electric rail than for road 
transport due to cost and technological limitations of battery technology. The latter is specifically important 
for tourism transport with its typically long distances. The intense discussions about biofuels, electric cars, 
and aircraft engine efficiency improvements may hamper more effective policies, as Edgerton observes 
“Calling for new technologies to be developed, in the old-fashioned futuristic way, is a cover for inaction 
now’’ (Edgerton 2008:1031). 

Most obvious is the role of transport speed in the development of the distances tourists cover and thus 
the environmental pressure caused by tourism transport. The tourism transport technology dynamic system 
has been shown to be inherently favouring developments toward increasing speed and transport volume 
(measured in kilometres travelled). Though aircraft have not become much faster since the introduction of 
jet aircraft, there is mounting evidence that space travel may be the next phase in increased travel speed. 
This development is most likely devastating for any environmental policy, including climate change mitiga-
tion, as it will induce previously unheard of transport volumes. 

Finally, the issue remains as to whether the tourism sector has the power to reduce its emissions sub-
stantially by transport technology alone. Only air transport can be considered to be a full part of the tourism 
industry (about 80% of all civil aviation is for tourism, UNWTO-UNEP-WMO 2008), while the automotive and 
rail industries serve mainly other transport sectors like commuting and daily travel. This biased link between 
the core tourism industry (tour operators, travel agencies, and accommodation) and one single transport 
mode (air transport) creates biased ideas about the role of transport in tourism, blocking non-technological 
solutions as modal shifts and reduced distances per trip. Concluding, it may be stated that technological 
developments will not reduce the total emissions of tourism transport as the impacts of better efficiency are 
countered by higher transport volumes. Only in combination with strong social pressure and political action 
will the emission reductions needed to avoid dangerous climate change be reached. 
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a b s t r a c t

The paper first describes an inventory for 2005 giving the tourism related CO2 emission caused by global
tourism, and presents a 30-year projection and a 45-year simulation. The study found that tourists cause
4.4% of global CO2 emissions. Also these emissions are projected to grow at an average rate of 3.2% per
year up to 2035. This increase is problematic as globally a reduction of emissions by 3–6% is required
to avoid ‘dangerous’ climate change. Using contemporary scenario techniques it appeared difficult to find
a future tourist travel system consistent with CO2 emission reductions of up to 70% by 2050 with respect
to 2005. Based on the model underlying the 30-year projection, 70 scenarios are presented in a ‘land-
scape’ graph exploring the effect of opportunities to reduce the emissions, but this attempt did not reach
the large reductions envisaged. We therefore explored automated scenario generation as a way to define
backcasting scenarios that both reach the emission reduction target and retain the highest possible eco-
nomic value for the sector. The main contributions made by this study are (1) in comparing the value of
different ways to approach a (desired) future and (2) giving insight into the kind of structural changes
required within tourism and tourism transport in case very strong emission reductions are required.
Finally the model showed signs of ‘complex’ behaviour.

! 2009 Elsevier Ltd. All rights reserved.

1. Introduction

The fourth Assessment report of the Intergovernmental Panel
on Climate Change (IPCC) forecasts that a post-industrial tempera-
ture rise is very unlikely to stay below 1.5 "C and likely to rise
above 2 "C (IPCC, 2007c). A change in temperature of over 2 "C is
considered to be at a ‘dangerous’ level, meaning it may destabilise
the climate system (Hansen et al., 2006; Schellnhuber et al., 2006).
Temperature rise projections for 2100 range from 1.5 "C to as much
as 6.4 "C. To avoid ‘dangerous’ climate change, current emissions
will have to be reduced by between 3% (Hansen et al., 2006; Parry
et al., 2008b) and 6% per year from 2015 onwards (Parry et al.,
2008a). In our paper we will show that current tourism develop-
ment is unsustainable with respect to climate change as its emis-
sions are projected to grow at over 3% per year, and, if
unrestricted, may even become larger than the global emission
allowance within four decades. Both the sector and governments

need to assess the risks and opportunities associated with future
climate change and climate policies. So there is a clear need for
thorough examination of the future of tourism and tourism
transport.

Scenario development is one of the major tools to inform the
policy building process (Bradfield et al., 2005). This is especially
true in IPCC reports, heavily dependent on scenario studies (IPCC,
2000) to deliver data on global greenhouse gas emissions or on cli-
mate change impacts. Global tourism scenarios are scarce, with
only four studies found (Bosshardt et al., 2006; Nordin, 2005; TUI
UK, 2004; WTO, 2000). Only Bosshart and Frick (2006) and Nordin
(2005) mention climate change, but their studies are limited to the
impacts of climate change on tourism. On a regional level, very few
studies deal with tourism’s contribution to climate change (e.g. for
the EU by Peeters et al., 2007 and for France by Dubois and Ceron,
2007). Scenarios for global transport and climate change are more
common (e.g. Åkerman, 2005; Azar et al., 2003; Boeing, 2007;
Hawksworth, 2006; Kelly et al., 2007; Moriarty and Honnery,
2004; Olsthoorn, 2001; Schafer, 1998; Schäfer and Jacoby, 2005,
2006; Schafer and Victor, 2000; Vedantham and Oppenheimer,
1998; Wiederkehr, 1999), but none of these studies deal specifi-
cally with tourism transport. Global emission inventories are pub-
lished by the IPCC (IPCC, 2000, 2007b, 2007c). These inventories
are unsuitable to extract the impact of tourism as these inventories
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a b s t r a c t

The paper first describes an inventory for 2005 giving the tourism related CO2 emission caused by global
tourism, and presents a 30-year projection and a 45-year simulation. The study found that tourists cause
4.4% of global CO2 emissions. Also these emissions are projected to grow at an average rate of 3.2% per
year up to 2035. This increase is problematic as globally a reduction of emissions by 3–6% is required
to avoid ‘dangerous’ climate change. Using contemporary scenario techniques it appeared difficult to find
a future tourist travel system consistent with CO2 emission reductions of up to 70% by 2050 with respect
to 2005. Based on the model underlying the 30-year projection, 70 scenarios are presented in a ‘land-
scape’ graph exploring the effect of opportunities to reduce the emissions, but this attempt did not reach
the large reductions envisaged. We therefore explored automated scenario generation as a way to define
backcasting scenarios that both reach the emission reduction target and retain the highest possible eco-
nomic value for the sector. The main contributions made by this study are (1) in comparing the value of
different ways to approach a (desired) future and (2) giving insight into the kind of structural changes
required within tourism and tourism transport in case very strong emission reductions are required.
Finally the model showed signs of ‘complex’ behaviour.

! 2009 Elsevier Ltd. All rights reserved.

1. Introduction

The fourth Assessment report of the Intergovernmental Panel
on Climate Change (IPCC) forecasts that a post-industrial tempera-
ture rise is very unlikely to stay below 1.5 "C and likely to rise
above 2 "C (IPCC, 2007c). A change in temperature of over 2 "C is
considered to be at a ‘dangerous’ level, meaning it may destabilise
the climate system (Hansen et al., 2006; Schellnhuber et al., 2006).
Temperature rise projections for 2100 range from 1.5 "C to as much
as 6.4 "C. To avoid ‘dangerous’ climate change, current emissions
will have to be reduced by between 3% (Hansen et al., 2006; Parry
et al., 2008b) and 6% per year from 2015 onwards (Parry et al.,
2008a). In our paper we will show that current tourism develop-
ment is unsustainable with respect to climate change as its emis-
sions are projected to grow at over 3% per year, and, if
unrestricted, may even become larger than the global emission
allowance within four decades. Both the sector and governments

need to assess the risks and opportunities associated with future
climate change and climate policies. So there is a clear need for
thorough examination of the future of tourism and tourism
transport.

Scenario development is one of the major tools to inform the
policy building process (Bradfield et al., 2005). This is especially
true in IPCC reports, heavily dependent on scenario studies (IPCC,
2000) to deliver data on global greenhouse gas emissions or on cli-
mate change impacts. Global tourism scenarios are scarce, with
only four studies found (Bosshardt et al., 2006; Nordin, 2005; TUI
UK, 2004; WTO, 2000). Only Bosshart and Frick (2006) and Nordin
(2005) mention climate change, but their studies are limited to the
impacts of climate change on tourism. On a regional level, very few
studies deal with tourism’s contribution to climate change (e.g. for
the EU by Peeters et al., 2007 and for France by Dubois and Ceron,
2007). Scenarios for global transport and climate change are more
common (e.g. Åkerman, 2005; Azar et al., 2003; Boeing, 2007;
Hawksworth, 2006; Kelly et al., 2007; Moriarty and Honnery,
2004; Olsthoorn, 2001; Schafer, 1998; Schäfer and Jacoby, 2005,
2006; Schafer and Victor, 2000; Vedantham and Oppenheimer,
1998; Wiederkehr, 1999), but none of these studies deal specifi-
cally with tourism transport. Global emission inventories are pub-
lished by the IPCC (IPCC, 2000, 2007b, 2007c). These inventories
are unsuitable to extract the impact of tourism as these inventories

0966-6923/$ - see front matter ! 2009 Elsevier Ltd. All rights reserved.
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than one consecutive year’ (UNWTO, 2008a, Annex-21). So ‘tour-
ism’ includes both ‘tourists’ (i.e. overnight visitors) and ‘same-
day’ visitors. This means that not only are holidaymakers included,
but also business and visiting friends and relatives tourists, as well
as a share of the leisure daytrips outside the usual environment.
Unfortunately this broad definition of tourism is confusing. In most
publications tourism is defined as overnight visitors and even often
restricted to leisure based trips, thus excluding business travel.
Same-day visitors are ignored in this study because their levels
are measured by national statistical offices that use different and
often incomparable definitions. Furthermore, in spite of the very
large numbers of same-day visitors, they contribute only about
10% to all tourism related emissions.

Tourist- and tourism transport-related CO2 emissions are de-
rived by multiplying emission factors by volumes of transport
(passenger-kilometre per transport mode), guest-nights and activ-
ities. For the purpose of the 2035 Baseline Scenario, we created, in
collaboration with the World Tourism Organisation’s Department
of Statistics and Economic Measurement of Tourism (UNWTO-
DSEMT), a database for trips (i.e. not arrivals, as is common prac-
tice in most UNWTO statistics, because one international trip
may account for several arrivals when more than one country is
visited in one trip), and guest-nights, from data published by UN-
WTO, IATA and ICAO. Three main markets are distinguished –
international, domestic within developed countries (OECD90, see
in IMAGE-team, 2006 for a full list) and domestic within other
(non-OECD90) countries, as well as three transport mode groups
– air, car and other. The database gives estimates of the number
of passenger-kilometres (pkm) and trips per transport mode (air,
car, other) and tourist market, as well as the number of guest-
nights per market. The modal split measured in number of trips
of surface tourism-related transport divided into car and other
(public transport modes like rail, coach and ferries) and distance
per trip were derived as follows:

– For international trips, UNWTO-DSEMT shows 70% of surface
trips to be by car.

– For domestic tourism we estimated that for 90% of all surface
trips within OECD90 and 30% within non-OECD90 countries
the car is used (based on data from Gössling, 2002).

– Average distances for car and other (surface) transport modes
for international and domestic markets within OECD90 coun-
tries were taken from the MuSTT study (Peeters et al., 2004).

– Distances travelled for domestic trips within non-OECD90 coun-
tries are simply not available. We assumed the averages to be
20% less with respect to the OECD90 value because the infra-
structure in non-OECD90 countries have much higher shares
of unpaved roads and thus will allow for lower speeds as com-
pared to OECD90 countries (based on data from International
Road Federation, 2008) and average travel time budgets per
country are supposed to be equal (e.g. see Schafer, 1998; Scha-
fer, 2000; Schafer and Victor, 1999; Schafer and Victor, 2000).

The CO2 emission factors are based on a European scenario
study (see Peeters et al., 2007). For cars in non-OECD90 countries,
however, the average seat occupation was raised from two per car
to three per car, assuming that low incomes would lead to more
efficient use of transport. This assumption is backed by data for
16 OECD90 and 10 non-OECD90 countries. From this an average
seat occupation of 1.7 appeared for OECD90 and 2.4 for non-
OECD90 countries (International Road Federation, 2008) was
found. We have rounded these to 2 and 3 for tourism purposes
respectively as commuting tends to show much lower occupation
rates compared to leisure.

The emission factors for air transport were chosen such that the
total amount of emissions for tourism corresponds to the most re-

cent air transport emission inventories (Eyers et al., 2004; Kim
et al., 2005 (upd. 2006), Kim et al., 2007). For the model we need
to subtract the share of emissions allocated to air freight transport.
For this we first defined a conversion factor of 160 kg freight as
equivalent to one passenger by comparing full payload capacity
of passenger and freight versions of the same Aircraft (Peeters
et al., 2005; Wit et al., 2002). Interpolation of data for 1997 and
2010 shows that 19.5% of all aviation transport volume (i.e. reve-
nue ton kilometres) was freight (Pulles et al., 2002).

The emission factors for international and OECD90 domestic
market accommodations are based on various recent publications
(Becken, 2002b; Bohdanowicz and Martinac, 2007; Gössling,
2000; Gössling, 2002; UK CEED, 1998). For non-OECD90 domestic
trips, we use a much lower figure because most (domestic) tourists
in non-OECD90 countries stay at the homes of friends or family and
the emissions per head caused by households in non-OECD90
countries are very low (see Watkins, 2006). The assumption of high
shares of domestic tourists staying at private addresses is backed
by the large difference between the number of domestic trips in
the largest domestic market, China, of 1.2 billion trips in 2005 (Na-
tional Bureau of Statistics of China, 2007) and the number of
domestic nights in hotels and similar establishments, which was
only 0.3 billion nights. This means at least 70% of domestic tour-
ist-nights were not spent at commercial tourist accommodation.

The emissions for tourist activities at the destination (local
transport and leisure activities) were determined by average
length of stay for the three groups of tourists (international,
domestic within OECD90 and domestic within non-OECD90 coun-
tries) and data from the literature (i.e. emissions from Becken,
2002a; Gössling, 2002 and types of tourism from UNWTO, 2006).
Table 1 gives an overview of all emission factors.

2.3. The basic Global Tourism and Transport Model (GTTMbas)

The GTTMbas is an Excel-based model which projects tourism
and transport volumes and CO2 emissions in 2035 by extrapolating
the 2005 Emission Inventory data using constant growth rates for
the number of trips, average distance per trip, length of stay (LOS)
and emission factors. All these rates are assumed to be constant for
the whole period 2005–2035 and described by:

Vn ¼ ð1þ dÞn % V0 ð1Þ

with Vn the volume or emission factor in year n, d the annual growth
factor (fraction of the volume) and V0 the volume or emission factor
in the base year (in this study 2005). Table 6 in Section 3.2 shows

Table 1
Generalised emission factors for transport. Sources: transport (adjusted from Peeters
et al., 2007), accommodation (based on Becken, 2002a; Bohdanowicz and Martinac,
2007; Gössling, 2000; Gössling, 2002; UK CEED, 1998; Watkins, 2006; see full
description in section A2.2.3 of UNWTO-UNEP-WMO, 2008) and activities (Becken,
2002a; Gössling, 2002; see also Section 11.1.3 of UNWTO-UNEP-WMO, 2008).

Transport mode (kg CO2/pkm): Emission factor
Air (international) 0.124
Air (domestic) 0.137
Car (international) 0.133
Car (dom. OECD90) 0.133
Car (dom. non-OECD90) 0.089
Other 0.025

Accommodation (kg CO2/night):
International 19
Domestic OECD90 19
Domestic non-OECD90 4

Activities (kg CO2/trip):
International 27.0
Domestic OECD90 11.3
Domestic non-OECD90 2.8
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are based on contemporary economic sectors, while tourism is not
such a sector in itself but a composite of parts of other sectors (e.g.
transport, leisure industry, hospitality, ITC). This clearly illustrates
the need for both specific emission inventories and scenarios for
tourism.

In 2007 the UN World Tourism Organisation (UNWTO), UNEP
and the World Meteorological Organisation (WMO) issued a report
about tourism and climate (UNWTO-UNEP-WMO, 2008). For this
report the authors developed an emission inventory and 2005–
2035 emission scenario (published in Chapter 11 and Section 2.5).
In this paper we describe this inventory and these scenarios. How-
ever, scenarios, being narrative or model-based (Raskin et al.,
2005), often are problematic as they are subject to bias towards
the ordinary (MacKay and McKiernan, 2004). Scenario builders re-
ject the more remote scenarios or those perceived to be unlikely
and generally have difficulties in introducing discontinuities,
which hampers the ability to assess risks (van Notten et al.,
2005). A specific way out of these problems is to develop system-
atic sets of ‘landscapes’ of scenarios reaching all extremes regard-
less of probability (see e.g. Lempert et al., 2003). A more general
solution is to use automated techniques of scenario building,
avoiding the many arbitrary or subjective choices to be made when
developing just a small number of scenarios.

The first objective of this paper is to fill gaps in knowledge
about current and future greenhouse gas emissions caused by glo-
bal tourism. The second objective is to show what tourism could
look like in the case of very strong emission reduction goals. The
third objective is to explore methods beyond the classical scenario
method using automated backcasting. For the 2035 projection and
landscapes, the Global Tourism and Travel Model, basic version
(GTTMbas) was developed. This model assumes constant annual
growth of its input variables projecting tourism and transport vol-
umes and CO2 emissions. For automated backcasting scenario gen-
eration, this model has been re-programmed using Powersim
Studio 7 system dynamic modelling software into the advanced
GTTMadv.

Section two briefly discusses the scenario method and the posi-
tion of our global scenarios within this theory. It also describes the
assumptions and methods used for the inventories and the model
versions. Section three presents the results of the 2005 emissions
inventory, the projections and the backcasting scenarios. Finally,
section four discusses the limitations of the methods presented
to explore the future and presents some conclusions.

2. Methods

2.1. The scenario method

The scientific literature gives a wide range of definitions of sce-
narios (Bradfield et al., 2005; Schwartz, 1996). We have adopted
the definition given by the IPCC for climate scenarios: ‘‘A scenario
is a coherent, internally consistent and plausible description of a
possible future state of the world. Scenarios are not predictions
or forecasts but are alternative images without ascribed likelihoods
of how the future might unfold” (IPCC, 2007a, p. 145).

The range of scenario types is broad, and scenarios are often di-
vided into different groups. One commonly used division distin-
guishes four groups by dividing scenarios into combinations of
exploratoryM normative and quantitativeM qualitative projec-
tions (Gordon, 1992; Prideaux et al., 2003 and, in other terms,
van Notten et al., 2003). Exploratory (plausible) scenarios generally
extrapolate trends or are forms of forecasting, while normative
(desirable) scenarios first define a desired future and use backcast-
ing to find a way to get to this future (Prideaux et al., 2003, p. 476).
The technique of backcasting is useful for studies exploring sus-

tainable development of complex systems, where a specific future
situation is desired that deviates strongly from continuation of cur-
rent trends (e.g. Dreborg, 1996). Quantitative scenarios use a range
of methods (e.g. models, simulations) to describe the future and
determine underlying relationships, while qualitative scenarios de-
pend on expert judgement (e.g. the Delphi method, brainstorms,
narratives). Our 2035 tourism and tourism transport projection is
quantitative and explorative and uses the exponential growth
GTTMbas model. The 2050 backcasting simulation with the
GTTMadv is quantitative and normative as it uses a well-defined fu-
ture target for tourism and tourism transport CO2 emissions. Fur-
thermore the backcasting exercise differs from the landscape
method as we used wider ranges for the input variables, we tested
the model against four different economic and demographic back-
ground scenarios and we extended the scenario period by 15 years
to 2050.

Future studies are empirical and output-oriented comprising a
multitude of techniques, the choice of which depends on the objec-
tives of the study. In the field of transport quantitative results are
often required (Ceron and Dubois, 2007), for example to plan new
infrastructure, while in tourism qualitative results are indispens-
able, such as the type of societal change. Ideally, a scenario exercise
should try to integrate both needs (Raskin et al., 2005): coherent
and plausible quantitative results embedded within qualitative
storylines and policy pathways. A challenge for our backcasting
exercise is to define a tool allowing a transparent and rigorous
exploration of a future situation satisfying several targets (e.g. a
certain GHG emission reduction, while maximising tourism reve-
nues), for a complex set of variables and factors of change (e.g.
technology, infrastructure, the tourism markets, demographics,
international context). Contemporary scenarios are often devel-
oped in working groups, but present severe limitations:

– At best, if at all, they allow for quantification through laborious
manual iterations with simple models, consuming large
amounts of time.

– The complex interactions and feedbacks within many systems
hamper experts to fully comprehend/control which is a source
of inconsistency and plain errors.

– More importantly, for such long term scenarios (2050, or even
2100, frequently used in the field of climate change), experts
and scientists tend to ignore strong discontinuities or trends
perceived to be unlikely, thus censoring themselves while ven-
turing at ‘terra incognita’.

– Finally, the experts may introduce some moral limitations in the
process blurring the broader picture (e.g. reducing growth of
domestic travel in developing countries as a possible solution,
but dismissed on grounds of equity when done manually).

Therefore, instead of first exploring narratives and qualitative
pathways of change for tourism and then quantifying the most
promising ones, we chose to explore first quantitative automated
backcasting optimisation. We run this optimisation model thou-
sands of times to find the set of input parameters (growth of mar-
kets, technological development) that satisfies the goal (a certain
reduction of CO2 emissions) and objective (maximum total tourist
revenues). In this way we may inform policy makers about struc-
tural changes of the tourism sector required to reach the emission
goal. The next step – to be developed in a follow-up to this paper –
will go back to explore and describe the qualitative pathways and
policies to reach this desired future.

2.2. The 2005 emissions inventory

Tourism is defined as ‘the activities of persons travelling to and
staying in places outside their usual environment for not more
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than one consecutive year’ (UNWTO, 2008a, Annex-21). So ‘tour-
ism’ includes both ‘tourists’ (i.e. overnight visitors) and ‘same-
day’ visitors. This means that not only are holidaymakers included,
but also business and visiting friends and relatives tourists, as well
as a share of the leisure daytrips outside the usual environment.
Unfortunately this broad definition of tourism is confusing. In most
publications tourism is defined as overnight visitors and even often
restricted to leisure based trips, thus excluding business travel.
Same-day visitors are ignored in this study because their levels
are measured by national statistical offices that use different and
often incomparable definitions. Furthermore, in spite of the very
large numbers of same-day visitors, they contribute only about
10% to all tourism related emissions.

Tourist- and tourism transport-related CO2 emissions are de-
rived by multiplying emission factors by volumes of transport
(passenger-kilometre per transport mode), guest-nights and activ-
ities. For the purpose of the 2035 Baseline Scenario, we created, in
collaboration with the World Tourism Organisation’s Department
of Statistics and Economic Measurement of Tourism (UNWTO-
DSEMT), a database for trips (i.e. not arrivals, as is common prac-
tice in most UNWTO statistics, because one international trip
may account for several arrivals when more than one country is
visited in one trip), and guest-nights, from data published by UN-
WTO, IATA and ICAO. Three main markets are distinguished –
international, domestic within developed countries (OECD90, see
in IMAGE-team, 2006 for a full list) and domestic within other
(non-OECD90) countries, as well as three transport mode groups
– air, car and other. The database gives estimates of the number
of passenger-kilometres (pkm) and trips per transport mode (air,
car, other) and tourist market, as well as the number of guest-
nights per market. The modal split measured in number of trips
of surface tourism-related transport divided into car and other
(public transport modes like rail, coach and ferries) and distance
per trip were derived as follows:

– For international trips, UNWTO-DSEMT shows 70% of surface
trips to be by car.

– For domestic tourism we estimated that for 90% of all surface
trips within OECD90 and 30% within non-OECD90 countries
the car is used (based on data from Gössling, 2002).

– Average distances for car and other (surface) transport modes
for international and domestic markets within OECD90 coun-
tries were taken from the MuSTT study (Peeters et al., 2004).

– Distances travelled for domestic trips within non-OECD90 coun-
tries are simply not available. We assumed the averages to be
20% less with respect to the OECD90 value because the infra-
structure in non-OECD90 countries have much higher shares
of unpaved roads and thus will allow for lower speeds as com-
pared to OECD90 countries (based on data from International
Road Federation, 2008) and average travel time budgets per
country are supposed to be equal (e.g. see Schafer, 1998; Scha-
fer, 2000; Schafer and Victor, 1999; Schafer and Victor, 2000).

The CO2 emission factors are based on a European scenario
study (see Peeters et al., 2007). For cars in non-OECD90 countries,
however, the average seat occupation was raised from two per car
to three per car, assuming that low incomes would lead to more
efficient use of transport. This assumption is backed by data for
16 OECD90 and 10 non-OECD90 countries. From this an average
seat occupation of 1.7 appeared for OECD90 and 2.4 for non-
OECD90 countries (International Road Federation, 2008) was
found. We have rounded these to 2 and 3 for tourism purposes
respectively as commuting tends to show much lower occupation
rates compared to leisure.

The emission factors for air transport were chosen such that the
total amount of emissions for tourism corresponds to the most re-

cent air transport emission inventories (Eyers et al., 2004; Kim
et al., 2005 (upd. 2006), Kim et al., 2007). For the model we need
to subtract the share of emissions allocated to air freight transport.
For this we first defined a conversion factor of 160 kg freight as
equivalent to one passenger by comparing full payload capacity
of passenger and freight versions of the same Aircraft (Peeters
et al., 2005; Wit et al., 2002). Interpolation of data for 1997 and
2010 shows that 19.5% of all aviation transport volume (i.e. reve-
nue ton kilometres) was freight (Pulles et al., 2002).

The emission factors for international and OECD90 domestic
market accommodations are based on various recent publications
(Becken, 2002b; Bohdanowicz and Martinac, 2007; Gössling,
2000; Gössling, 2002; UK CEED, 1998). For non-OECD90 domestic
trips, we use a much lower figure because most (domestic) tourists
in non-OECD90 countries stay at the homes of friends or family and
the emissions per head caused by households in non-OECD90
countries are very low (see Watkins, 2006). The assumption of high
shares of domestic tourists staying at private addresses is backed
by the large difference between the number of domestic trips in
the largest domestic market, China, of 1.2 billion trips in 2005 (Na-
tional Bureau of Statistics of China, 2007) and the number of
domestic nights in hotels and similar establishments, which was
only 0.3 billion nights. This means at least 70% of domestic tour-
ist-nights were not spent at commercial tourist accommodation.

The emissions for tourist activities at the destination (local
transport and leisure activities) were determined by average
length of stay for the three groups of tourists (international,
domestic within OECD90 and domestic within non-OECD90 coun-
tries) and data from the literature (i.e. emissions from Becken,
2002a; Gössling, 2002 and types of tourism from UNWTO, 2006).
Table 1 gives an overview of all emission factors.

2.3. The basic Global Tourism and Transport Model (GTTMbas)

The GTTMbas is an Excel-based model which projects tourism
and transport volumes and CO2 emissions in 2035 by extrapolating
the 2005 Emission Inventory data using constant growth rates for
the number of trips, average distance per trip, length of stay (LOS)
and emission factors. All these rates are assumed to be constant for
the whole period 2005–2035 and described by:

Vn ¼ ð1þ dÞn % V0 ð1Þ

with Vn the volume or emission factor in year n, d the annual growth
factor (fraction of the volume) and V0 the volume or emission factor
in the base year (in this study 2005). Table 6 in Section 3.2 shows

Table 1
Generalised emission factors for transport. Sources: transport (adjusted from Peeters
et al., 2007), accommodation (based on Becken, 2002a; Bohdanowicz and Martinac,
2007; Gössling, 2000; Gössling, 2002; UK CEED, 1998; Watkins, 2006; see full
description in section A2.2.3 of UNWTO-UNEP-WMO, 2008) and activities (Becken,
2002a; Gössling, 2002; see also Section 11.1.3 of UNWTO-UNEP-WMO, 2008).

Transport mode (kg CO2/pkm): Emission factor
Air (international) 0.124
Air (domestic) 0.137
Car (international) 0.133
Car (dom. OECD90) 0.133
Car (dom. non-OECD90) 0.089
Other 0.025

Accommodation (kg CO2/night):
International 19
Domestic OECD90 19
Domestic non-OECD90 4

Activities (kg CO2/trip):
International 27.0
Domestic OECD90 11.3
Domestic non-OECD90 2.8
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are based on contemporary economic sectors, while tourism is not
such a sector in itself but a composite of parts of other sectors (e.g.
transport, leisure industry, hospitality, ITC). This clearly illustrates
the need for both specific emission inventories and scenarios for
tourism.

In 2007 the UN World Tourism Organisation (UNWTO), UNEP
and the World Meteorological Organisation (WMO) issued a report
about tourism and climate (UNWTO-UNEP-WMO, 2008). For this
report the authors developed an emission inventory and 2005–
2035 emission scenario (published in Chapter 11 and Section 2.5).
In this paper we describe this inventory and these scenarios. How-
ever, scenarios, being narrative or model-based (Raskin et al.,
2005), often are problematic as they are subject to bias towards
the ordinary (MacKay and McKiernan, 2004). Scenario builders re-
ject the more remote scenarios or those perceived to be unlikely
and generally have difficulties in introducing discontinuities,
which hampers the ability to assess risks (van Notten et al.,
2005). A specific way out of these problems is to develop system-
atic sets of ‘landscapes’ of scenarios reaching all extremes regard-
less of probability (see e.g. Lempert et al., 2003). A more general
solution is to use automated techniques of scenario building,
avoiding the many arbitrary or subjective choices to be made when
developing just a small number of scenarios.

The first objective of this paper is to fill gaps in knowledge
about current and future greenhouse gas emissions caused by glo-
bal tourism. The second objective is to show what tourism could
look like in the case of very strong emission reduction goals. The
third objective is to explore methods beyond the classical scenario
method using automated backcasting. For the 2035 projection and
landscapes, the Global Tourism and Travel Model, basic version
(GTTMbas) was developed. This model assumes constant annual
growth of its input variables projecting tourism and transport vol-
umes and CO2 emissions. For automated backcasting scenario gen-
eration, this model has been re-programmed using Powersim
Studio 7 system dynamic modelling software into the advanced
GTTMadv.

Section two briefly discusses the scenario method and the posi-
tion of our global scenarios within this theory. It also describes the
assumptions and methods used for the inventories and the model
versions. Section three presents the results of the 2005 emissions
inventory, the projections and the backcasting scenarios. Finally,
section four discusses the limitations of the methods presented
to explore the future and presents some conclusions.

2. Methods

2.1. The scenario method

The scientific literature gives a wide range of definitions of sce-
narios (Bradfield et al., 2005; Schwartz, 1996). We have adopted
the definition given by the IPCC for climate scenarios: ‘‘A scenario
is a coherent, internally consistent and plausible description of a
possible future state of the world. Scenarios are not predictions
or forecasts but are alternative images without ascribed likelihoods
of how the future might unfold” (IPCC, 2007a, p. 145).

The range of scenario types is broad, and scenarios are often di-
vided into different groups. One commonly used division distin-
guishes four groups by dividing scenarios into combinations of
exploratoryM normative and quantitativeM qualitative projec-
tions (Gordon, 1992; Prideaux et al., 2003 and, in other terms,
van Notten et al., 2003). Exploratory (plausible) scenarios generally
extrapolate trends or are forms of forecasting, while normative
(desirable) scenarios first define a desired future and use backcast-
ing to find a way to get to this future (Prideaux et al., 2003, p. 476).
The technique of backcasting is useful for studies exploring sus-

tainable development of complex systems, where a specific future
situation is desired that deviates strongly from continuation of cur-
rent trends (e.g. Dreborg, 1996). Quantitative scenarios use a range
of methods (e.g. models, simulations) to describe the future and
determine underlying relationships, while qualitative scenarios de-
pend on expert judgement (e.g. the Delphi method, brainstorms,
narratives). Our 2035 tourism and tourism transport projection is
quantitative and explorative and uses the exponential growth
GTTMbas model. The 2050 backcasting simulation with the
GTTMadv is quantitative and normative as it uses a well-defined fu-
ture target for tourism and tourism transport CO2 emissions. Fur-
thermore the backcasting exercise differs from the landscape
method as we used wider ranges for the input variables, we tested
the model against four different economic and demographic back-
ground scenarios and we extended the scenario period by 15 years
to 2050.

Future studies are empirical and output-oriented comprising a
multitude of techniques, the choice of which depends on the objec-
tives of the study. In the field of transport quantitative results are
often required (Ceron and Dubois, 2007), for example to plan new
infrastructure, while in tourism qualitative results are indispens-
able, such as the type of societal change. Ideally, a scenario exercise
should try to integrate both needs (Raskin et al., 2005): coherent
and plausible quantitative results embedded within qualitative
storylines and policy pathways. A challenge for our backcasting
exercise is to define a tool allowing a transparent and rigorous
exploration of a future situation satisfying several targets (e.g. a
certain GHG emission reduction, while maximising tourism reve-
nues), for a complex set of variables and factors of change (e.g.
technology, infrastructure, the tourism markets, demographics,
international context). Contemporary scenarios are often devel-
oped in working groups, but present severe limitations:

– At best, if at all, they allow for quantification through laborious
manual iterations with simple models, consuming large
amounts of time.

– The complex interactions and feedbacks within many systems
hamper experts to fully comprehend/control which is a source
of inconsistency and plain errors.

– More importantly, for such long term scenarios (2050, or even
2100, frequently used in the field of climate change), experts
and scientists tend to ignore strong discontinuities or trends
perceived to be unlikely, thus censoring themselves while ven-
turing at ‘terra incognita’.

– Finally, the experts may introduce some moral limitations in the
process blurring the broader picture (e.g. reducing growth of
domestic travel in developing countries as a possible solution,
but dismissed on grounds of equity when done manually).

Therefore, instead of first exploring narratives and qualitative
pathways of change for tourism and then quantifying the most
promising ones, we chose to explore first quantitative automated
backcasting optimisation. We run this optimisation model thou-
sands of times to find the set of input parameters (growth of mar-
kets, technological development) that satisfies the goal (a certain
reduction of CO2 emissions) and objective (maximum total tourist
revenues). In this way we may inform policy makers about struc-
tural changes of the tourism sector required to reach the emission
goal. The next step – to be developed in a follow-up to this paper –
will go back to explore and describe the qualitative pathways and
policies to reach this desired future.

2.2. The 2005 emissions inventory

Tourism is defined as ‘the activities of persons travelling to and
staying in places outside their usual environment for not more
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the tourist industry to the world economy. The net contribution to
the economy is defined by the sum of tourism and tourism trans-
port revenues and CO2 abatement costs.

Revenues per tourist-night differ for the three market segments
and the three transport modes. In addition, the length of stay has
some impact on revenues per day, as generally the daily spending
of tourists decreases with increasing LOS. This has been modelled
as follows:

Ri ¼ LOSi " r0i þ ari " LOSi
! "

þ
X3

m¼1

rmi " !dmi ð4Þ

and

R ¼ Vt "
X3

i¼1

ri ð5Þ

with ri the revenues per tourist for market i, r0i the revenues for a
one night trip, ari the rate of change of revenues per extra night,
rmi the revenues for transport mode m (1 = air, 2 = car, 3 = other),
!dmi the average return distance per transport mode and market i
and LOSi the length of stay for market i. R represents the total rev-
enues of the global tourist industry. Values for r0i and ari are based
on data from the 2005 Dutch Continuous Holiday Survey (CVO),
while revenues for transport per passenger-kilometre were defined
using data from UNWTO, World Bank, IATA and other sources (e.g.
IATA, 2008a; IATA, 2008b; UNWTO, 2008a, 2008b; World Bank
Group, 2008a, 2008b, 2008c).

The net revenues are equated by subtracting the emission
abatement cost from the revenues as found with Eq. (4). Nordhaus
suggests the general abatement cost development has the form of
an ‘allometric power curve’ (see Nordhaus, 2008, p. 205):

C ¼ aþ b " lc ð6Þ

In this equation l is the reduction of the emission factor as a
fraction of current emission factor (between 0 and 1) and C is the
abatement cost in US$ per ton of CO2. We used Findgraph (software
version 1.942, Vasilyev, 2004) to estimate the parameters a, b and c
using data on 2030 net (societal) costs per ton and absolute emis-
sion reduction potentials published by IPCC (2007b). The average
costs are calculated by integrating (6), dividing by the value of l,
and solved using a standard integral solution:

C ¼ aþ b
c þ 1

" lc ð7Þ

The total abatement cost at year T is the average cost per ton
of avoided emissions times total amount of avoided emissions.
Hence, based on Eq. (7) and assuming Et the total emissions at
time t, the following expression for total abatement costs is
found:

C ¼ C " Ei "
l

1& l

# $
ð8Þ

The literature gives abatement costs in US$ for 2005, which
have been converted to 2005 € using an average conversion rate
of 0.80379 €/$ (based on UNWTO, 2008a, Annex-25). Table 3 gives
the values for the coefficients of Eq. (7) for accommodation, activ-
ities and transport; ‘activities’ are assumed to be equal to car
transport.

3. Results

3.1. The 2005 inventory

Table 4 shows the number of arrivals and trips for worldwide
international and domestic tourists (excluding same-day visitors).
The table also shows that the global share of air transport in all
tourist trips is relatively small (17%). However for individual mar-
ket segments like inter-regional travel between Europe, the Amer-
icas, Asia, the Pacific, Africa and the Middle East, air travel accounts
for 92% of tourist trips. Globally, these long haul trips account for
just 2.5% of all tourist trips (domestic and international, all trans-
port modes). Another important finding is that domestic tourism
trips outnumber international trips by more than a factor 5. This
finding is based on a range of national statistics. For OECD90 coun-
tries domestic tourism has been extrapolated from data for the EU
(Peeters et al., 2007), USA (UNWTO, 2006) and Australia (Austra-
lian Bureau of Statistics, 2007) for all countries. For non-OECD90
countries data for the main domestic markets (Indian Tour Opera-
tors Promotion Council, 2009; Ministry of Culture and Tourism,
2005; Ministry of Tourism, 2004; National Bureau of Statistics of
China, 2007; Prom Perú, 2004a; Prom Perú, 2004b; Tourism
Authority, 2006; UNWTO, 2007) were used as a base to estimate
all domestic tourism within this part of the world.

CO2 emissions amount to 1170 Mton CO2 for global tourist trips
(thus excluding same-day visitors), which equal 4.4% of total hu-
man CO2 emissions in 2005 (7.2 Gton C according to IPCC, 2007c,
or 26,400 Mton CO2). Total 2005 CO2 emissions for tourism (thus
including same-day visitors) is estimated at 1302 Mton, which is
almost 5% of global emissions. Table 5 shows that most tourist
emissions are caused by transport (72%). Also, air transport alone
produces 43% of total CO2 emissions but is only used in 17% of
the total number of tourist trips.

Table 2
Baseline values for the parameters determining trip generation.

Tourism market Ccy acy Tmax

International &0.0042 0.00002003 1.2
Domestic OECD90 0.5382 0.00005427 4.8
Domestic non-OECD90 0.2544 0.00005326 4.8

Table 3
Coefficients a, b and c of Eq. (7) for calculating abatement costs per ton of CO2

emission reduction (based on net societal costs given by IPCC, 2007b).

a (€/ton CO2) b (€/ton CO2) c (–)

Accommodation &123.9 318.8 1.455
Activities 0.0 246.8 2.585
Car 0.0 246.8 2.585
Air 0.0 346.8 1.552
Other (electric part) 0.13 77.7 10.390
Other (non-electric part) 0.0 246.8 1.552

Table 4
Approximate tourism and transport volumes 2005. The number of trips and nights for
domestic tourism are coincidentally equally divided over OECD90 and non-OECD90
countries. Source: UNWTO Department of Statistics and Economic Measurement of
Tourism (UNWTO-UNEP-WMO, 2008, Annex 1).

Total Of which:

International Domestic

OECD90 Non-OECD90

Nights (bln) 19.87 6.17 6.85 6.85
Trips (bln) 4.75 0.75 2.00 2.00
Car 2.32 0.29 1.46 0.57
Air 0.82 0.34 0.38 0.10
Other modes 1.61 0.12 0.16 1.33
Share for air (%) 17 45 19 5

Distances (bln pkm) 7908 3077 2841 1990
Car 2462 344 1605 513
Air 3924 2585 1058 281
Other modes 1522 148 178 1196
Share for air (%) 50 84 37 14
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the growth rates d for transport distances (pkm) and tourist vol-
umes (nights and trips).

The d’s are kept constant for the whole 2005–2035 period. The
GTTMbas therefore has two limitations: the time horizon and the
consistency of the results. It is felt the 30-year period for the
2035 Baseline Scenario represents the maximum time span for
assuming constant growth factors. Countries like China or India,
for example, have recently shown very high tourism growth rates
(National Bureau of Statistics of China, 2007), but these growth
rates will most likely fall to much lower levels within 30 years
(e.g. Yeoman, 2008, p. 48).

Regarding the second issue, data consistency, problems arise
specifically when combining growth rates for the number of trips
and those for transport volume (passenger-kilometres), as a differ-
ence in these rates will change the average distance per trip, with-
out a consistent change in infrastructure or travel speed. Therefore,
growth rates not given by the literature have been chosen in such a
way that the average distances will change in consistent ways for
the 2035 Baseline Scenario.

2.4. The advanced Global Tourism and Transport Model (GTTMadv)

The GTTMbas model described above is programmed in Excel,
which made it a convenient tool for assessing scenarios manually.
We have re-programmed the GTTMbas into the GTTMadv using
Powersim Studio 7 software (SR 10). Powersim Studio 7 includes
an evolutionary optimisation module, which allows the user to find
sets of input values (the growth factors for trips, LOS, transport vol-
ume and energy efficiency) for a given goal (in this paper, the goal
is a predefined target for CO2 emissions while maximising the
tourism economy). This module is based on a Co-Variance Matrix
(CMA) evolutionary algorithm (see Hansen, 2006; Hansen and
Ostermeier, 2001). Furthermore we added a more advance trip
generation module to the model.

2.4.1. Trip generation
Deviating from the original GTTMbas, the GTTMadv does not

make use of constant exponential growth factors for tourism
growth, but uses a ‘trip generation model’. This model is based
on the assumption that there is a positive continuous linear rela-
tionship between GDP per capita and the annual number of trips
per capita (TC) up to a certain maximum (see e.g. Mulder et al.,
2007). This works out as:

TC ¼ min TCmax ; Ccy þ acy # GDPcap

! "
ð2Þ

In this equation Ccy gives the number of trips at GDP = €0 and acy
the number of trips per € GDP/cap. From the data we used for this
model it appeared that Ccy is small but not zero at zero GDP, as
might be expected. Most likely the relation between GDP and trip
numbers is non-linear at very low GDP’s.

Now we arrive at the following equation for the total number of
trips:

Vt ¼
Xn¼3

n¼1

LOS2005n
LOStn

# Pn # TCn

# $
ð3Þ

where Vt is the total number of tourist trips for t, Pn is the popula-
tion for the tourism segment n and TCn is the number of trips per
capita per year as found with Eq. (2). LOS2005n and LOStn denote
length of stay (in 2005 and year t respectively, both for tourist seg-
ment n). The population and tourism segments are:

& International market, global population (n = 1).
& Domestic within OECD90 countries market with OECD90 popu-

lation (n = 2).

& Domestic within non-OECD90 countries market, non-OECD90
population (n = 3).

The factor LOS2005n=LOStn is necessary to correct for changes in
length of stay over time since the data given by Mulder et al.
(2007) refer to a constant number of trips for a given GDP per ca-
pita, while the literature points to a stable travel time (see for
example Hupkes, 1982; Kölbl and Helbing, 2003; Schafer and Vic-
tor, 2000). In Fig. 1, the 2005 and 2035 scenario points are second
and third from the left respectively. Compared to a similar relation-
ship published previously our estimated number of trips per capita
is slightly more shallow (compare Bigano et al., 2004).

The 2035 Baseline Scenario data used are presented in Table 2.
These coefficients have been determined by fitting the 2005 and
2035 points to the results of the GTTMbas using the SRES A1F sce-
nario population and GDP per capita data (Bouwman et al., 2006;
IMAGE-team, 2006; IPCC, 2000).

2.4.2. Decisions
‘Decisions’ are equivalent to the input of the model, i.e. the vari-

ables the model user at normal manual use may change to gener-
ate one projection. The Powersim Studio 7 optimisation module
automatically changes the values of decision variables to reach a
set of objectives. The GTTMadv optimisation has been based on
decisions for technological development (the constant rate of
change of emission coefficients for accommodation, activities, air
transport, cars and other transport modes), rate of change of LOS
(length of stay), and transport mode and market specific trip gen-
eration. For each decision variable a minimum and maximum va-
lue was defined to keep the model within perceived reasonable
bounds. The technological rate of change was kept between 0%
and '4% per year ('6% for other transport modes, where a change
to green electricity might accelerate change). The rate of change of
LOS was kept between '1% and +1% per year. The modes may in-
crease additionally with '5% to +5% per year. Finally trip genera-
tion is changed through multiplying the default number of trips
acy by a coefficient (one for each market) between 0.6 and 1.1.

2.4.3. Objectives
The objective of the GTTMadv backcasting runs is to find a set of

decision values that fulfils the predefined target, i.e. a reduction of
the CO2 emissions by 70% at the highest possible contribution of
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Fig. 1. The number of trips/cap/year as based on UNWTO scenarios (UNWTO-
UNEP-WMO, 2008) and TNS NIPO maximum (Mulder et al., 2007).
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the tourist industry to the world economy. The net contribution to
the economy is defined by the sum of tourism and tourism trans-
port revenues and CO2 abatement costs.

Revenues per tourist-night differ for the three market segments
and the three transport modes. In addition, the length of stay has
some impact on revenues per day, as generally the daily spending
of tourists decreases with increasing LOS. This has been modelled
as follows:

Ri ¼ LOSi " r0i þ ari " LOSi
! "

þ
X3

m¼1

rmi " !dmi ð4Þ

and

R ¼ Vt "
X3

i¼1

ri ð5Þ

with ri the revenues per tourist for market i, r0i the revenues for a
one night trip, ari the rate of change of revenues per extra night,
rmi the revenues for transport mode m (1 = air, 2 = car, 3 = other),
!dmi the average return distance per transport mode and market i
and LOSi the length of stay for market i. R represents the total rev-
enues of the global tourist industry. Values for r0i and ari are based
on data from the 2005 Dutch Continuous Holiday Survey (CVO),
while revenues for transport per passenger-kilometre were defined
using data from UNWTO, World Bank, IATA and other sources (e.g.
IATA, 2008a; IATA, 2008b; UNWTO, 2008a, 2008b; World Bank
Group, 2008a, 2008b, 2008c).

The net revenues are equated by subtracting the emission
abatement cost from the revenues as found with Eq. (4). Nordhaus
suggests the general abatement cost development has the form of
an ‘allometric power curve’ (see Nordhaus, 2008, p. 205):

C ¼ aþ b " lc ð6Þ

In this equation l is the reduction of the emission factor as a
fraction of current emission factor (between 0 and 1) and C is the
abatement cost in US$ per ton of CO2. We used Findgraph (software
version 1.942, Vasilyev, 2004) to estimate the parameters a, b and c
using data on 2030 net (societal) costs per ton and absolute emis-
sion reduction potentials published by IPCC (2007b). The average
costs are calculated by integrating (6), dividing by the value of l,
and solved using a standard integral solution:

C ¼ aþ b
c þ 1

" lc ð7Þ

The total abatement cost at year T is the average cost per ton
of avoided emissions times total amount of avoided emissions.
Hence, based on Eq. (7) and assuming Et the total emissions at
time t, the following expression for total abatement costs is
found:

C ¼ C " Ei "
l

1& l

# $
ð8Þ

The literature gives abatement costs in US$ for 2005, which
have been converted to 2005 € using an average conversion rate
of 0.80379 €/$ (based on UNWTO, 2008a, Annex-25). Table 3 gives
the values for the coefficients of Eq. (7) for accommodation, activ-
ities and transport; ‘activities’ are assumed to be equal to car
transport.

3. Results

3.1. The 2005 inventory

Table 4 shows the number of arrivals and trips for worldwide
international and domestic tourists (excluding same-day visitors).
The table also shows that the global share of air transport in all
tourist trips is relatively small (17%). However for individual mar-
ket segments like inter-regional travel between Europe, the Amer-
icas, Asia, the Pacific, Africa and the Middle East, air travel accounts
for 92% of tourist trips. Globally, these long haul trips account for
just 2.5% of all tourist trips (domestic and international, all trans-
port modes). Another important finding is that domestic tourism
trips outnumber international trips by more than a factor 5. This
finding is based on a range of national statistics. For OECD90 coun-
tries domestic tourism has been extrapolated from data for the EU
(Peeters et al., 2007), USA (UNWTO, 2006) and Australia (Austra-
lian Bureau of Statistics, 2007) for all countries. For non-OECD90
countries data for the main domestic markets (Indian Tour Opera-
tors Promotion Council, 2009; Ministry of Culture and Tourism,
2005; Ministry of Tourism, 2004; National Bureau of Statistics of
China, 2007; Prom Perú, 2004a; Prom Perú, 2004b; Tourism
Authority, 2006; UNWTO, 2007) were used as a base to estimate
all domestic tourism within this part of the world.

CO2 emissions amount to 1170 Mton CO2 for global tourist trips
(thus excluding same-day visitors), which equal 4.4% of total hu-
man CO2 emissions in 2005 (7.2 Gton C according to IPCC, 2007c,
or 26,400 Mton CO2). Total 2005 CO2 emissions for tourism (thus
including same-day visitors) is estimated at 1302 Mton, which is
almost 5% of global emissions. Table 5 shows that most tourist
emissions are caused by transport (72%). Also, air transport alone
produces 43% of total CO2 emissions but is only used in 17% of
the total number of tourist trips.

Table 2
Baseline values for the parameters determining trip generation.

Tourism market Ccy acy Tmax

International &0.0042 0.00002003 1.2
Domestic OECD90 0.5382 0.00005427 4.8
Domestic non-OECD90 0.2544 0.00005326 4.8

Table 3
Coefficients a, b and c of Eq. (7) for calculating abatement costs per ton of CO2

emission reduction (based on net societal costs given by IPCC, 2007b).

a (€/ton CO2) b (€/ton CO2) c (–)

Accommodation &123.9 318.8 1.455
Activities 0.0 246.8 2.585
Car 0.0 246.8 2.585
Air 0.0 346.8 1.552
Other (electric part) 0.13 77.7 10.390
Other (non-electric part) 0.0 246.8 1.552

Table 4
Approximate tourism and transport volumes 2005. The number of trips and nights for
domestic tourism are coincidentally equally divided over OECD90 and non-OECD90
countries. Source: UNWTO Department of Statistics and Economic Measurement of
Tourism (UNWTO-UNEP-WMO, 2008, Annex 1).

Total Of which:

International Domestic

OECD90 Non-OECD90

Nights (bln) 19.87 6.17 6.85 6.85
Trips (bln) 4.75 0.75 2.00 2.00
Car 2.32 0.29 1.46 0.57
Air 0.82 0.34 0.38 0.10
Other modes 1.61 0.12 0.16 1.33
Share for air (%) 17 45 19 5

Distances (bln pkm) 7908 3077 2841 1990
Car 2462 344 1605 513
Air 3924 2585 1058 281
Other modes 1522 148 178 1196
Share for air (%) 50 84 37 14
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the growth rates d for transport distances (pkm) and tourist vol-
umes (nights and trips).

The d’s are kept constant for the whole 2005–2035 period. The
GTTMbas therefore has two limitations: the time horizon and the
consistency of the results. It is felt the 30-year period for the
2035 Baseline Scenario represents the maximum time span for
assuming constant growth factors. Countries like China or India,
for example, have recently shown very high tourism growth rates
(National Bureau of Statistics of China, 2007), but these growth
rates will most likely fall to much lower levels within 30 years
(e.g. Yeoman, 2008, p. 48).

Regarding the second issue, data consistency, problems arise
specifically when combining growth rates for the number of trips
and those for transport volume (passenger-kilometres), as a differ-
ence in these rates will change the average distance per trip, with-
out a consistent change in infrastructure or travel speed. Therefore,
growth rates not given by the literature have been chosen in such a
way that the average distances will change in consistent ways for
the 2035 Baseline Scenario.

2.4. The advanced Global Tourism and Transport Model (GTTMadv)

The GTTMbas model described above is programmed in Excel,
which made it a convenient tool for assessing scenarios manually.
We have re-programmed the GTTMbas into the GTTMadv using
Powersim Studio 7 software (SR 10). Powersim Studio 7 includes
an evolutionary optimisation module, which allows the user to find
sets of input values (the growth factors for trips, LOS, transport vol-
ume and energy efficiency) for a given goal (in this paper, the goal
is a predefined target for CO2 emissions while maximising the
tourism economy). This module is based on a Co-Variance Matrix
(CMA) evolutionary algorithm (see Hansen, 2006; Hansen and
Ostermeier, 2001). Furthermore we added a more advance trip
generation module to the model.

2.4.1. Trip generation
Deviating from the original GTTMbas, the GTTMadv does not

make use of constant exponential growth factors for tourism
growth, but uses a ‘trip generation model’. This model is based
on the assumption that there is a positive continuous linear rela-
tionship between GDP per capita and the annual number of trips
per capita (TC) up to a certain maximum (see e.g. Mulder et al.,
2007). This works out as:

TC ¼ min TCmax ; Ccy þ acy # GDPcap

! "
ð2Þ

In this equation Ccy gives the number of trips at GDP = €0 and acy
the number of trips per € GDP/cap. From the data we used for this
model it appeared that Ccy is small but not zero at zero GDP, as
might be expected. Most likely the relation between GDP and trip
numbers is non-linear at very low GDP’s.

Now we arrive at the following equation for the total number of
trips:

Vt ¼
Xn¼3

n¼1

LOS2005n
LOStn

# Pn # TCn

# $
ð3Þ

where Vt is the total number of tourist trips for t, Pn is the popula-
tion for the tourism segment n and TCn is the number of trips per
capita per year as found with Eq. (2). LOS2005n and LOStn denote
length of stay (in 2005 and year t respectively, both for tourist seg-
ment n). The population and tourism segments are:

& International market, global population (n = 1).
& Domestic within OECD90 countries market with OECD90 popu-

lation (n = 2).

& Domestic within non-OECD90 countries market, non-OECD90
population (n = 3).

The factor LOS2005n=LOStn is necessary to correct for changes in
length of stay over time since the data given by Mulder et al.
(2007) refer to a constant number of trips for a given GDP per ca-
pita, while the literature points to a stable travel time (see for
example Hupkes, 1982; Kölbl and Helbing, 2003; Schafer and Vic-
tor, 2000). In Fig. 1, the 2005 and 2035 scenario points are second
and third from the left respectively. Compared to a similar relation-
ship published previously our estimated number of trips per capita
is slightly more shallow (compare Bigano et al., 2004).

The 2035 Baseline Scenario data used are presented in Table 2.
These coefficients have been determined by fitting the 2005 and
2035 points to the results of the GTTMbas using the SRES A1F sce-
nario population and GDP per capita data (Bouwman et al., 2006;
IMAGE-team, 2006; IPCC, 2000).

2.4.2. Decisions
‘Decisions’ are equivalent to the input of the model, i.e. the vari-

ables the model user at normal manual use may change to gener-
ate one projection. The Powersim Studio 7 optimisation module
automatically changes the values of decision variables to reach a
set of objectives. The GTTMadv optimisation has been based on
decisions for technological development (the constant rate of
change of emission coefficients for accommodation, activities, air
transport, cars and other transport modes), rate of change of LOS
(length of stay), and transport mode and market specific trip gen-
eration. For each decision variable a minimum and maximum va-
lue was defined to keep the model within perceived reasonable
bounds. The technological rate of change was kept between 0%
and '4% per year ('6% for other transport modes, where a change
to green electricity might accelerate change). The rate of change of
LOS was kept between '1% and +1% per year. The modes may in-
crease additionally with '5% to +5% per year. Finally trip genera-
tion is changed through multiplying the default number of trips
acy by a coefficient (one for each market) between 0.6 and 1.1.

2.4.3. Objectives
The objective of the GTTMadv backcasting runs is to find a set of

decision values that fulfils the predefined target, i.e. a reduction of
the CO2 emissions by 70% at the highest possible contribution of
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Fig. 1. The number of trips/cap/year as based on UNWTO scenarios (UNWTO-
UNEP-WMO, 2008) and TNS NIPO maximum (Mulder et al., 2007).
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has to develop to become sustainable. Working on the likeliness
and consistency of pathways is a future step.

Table 10 shows the 70 scenarios2 which result when combining
all Tech and Volume strategies. Only the combination of the two
strongest changes reduces the amount of tourist CO2 emissions to
below pre-2005 levels (by 16%, highlighted dark grey and boldly
lined). Only four scenarios come close to keeping CO2 emissions
more or less at 2005 levels (highlighted dark grey and thinly lined).
Most combinations fail to prevent even a doubling of the 2005 emis-
sions (26 combinations highlighted in light grey).

Table 10 makes clear that, considering issues of probability and
ignoring the details of policy measures, it is almost impossible to
find a tourism future that is physically able to reduce its CO2 emis-
sions without challenging the current growth of tourism volume.
At the same time, all sectors need to reduce emissions by 50–
80% before 2050 to avoid dangerous climate change (Hansen
et al., 2006; Parry et al., 2008b).

3.4. Automated backcasting

The objective of the simulations is to find the right set of coef-
ficients of the exponential functions defined in the GTTMadv to
reach a predefined objective for CO2 emissions in 2050. We ex-
tended the time horizon because it is better in line with emission
reduction targets avoiding ‘dangerous’ climate change and because
the trip generation engine of the model is now attached to the long

term IPCC SRES scenario’s economic and population projections
and thus no longer a simple exponential growth extrapolation.

We used Powersim Studio 7’s evolutionary optimisation mod-
ule to automatically find the optimised set of coefficients. This
module needs a target and an optimisation parameter. The target
was set to a 70% reduction of CO2 emissions in 2050 with respect
to 2005 levels. The optimisation parameter used was to maximise
total net revenues (i.e. tourism plus transport revenues minus
abatement costs). The runs were performed for four different
assumptions regarding global economic and demographic develop-
ments (scenarios, see Table 11). The simulation limits for the deci-
sion variables were kept constant for all four runs. Compared to the
landscapes we set these limits wider because the landscapes were
developed for UNWTO, UNEP and WMO, whose referees limited
the changes to within perceived politically feasible values. How-
ever, the limits are comparable with our earlier manual backcast-
ing (Dubois et al., in press). In all cases the simulation reached
the 70% reduction target.

Fig. 3 shows the growth rates for the 2035 Baseline Scenario
found for the four backcasting scenarios each based on one of the
four background growth scenarios. From the figure the following
observations can be made:

! All four scenarios will have lower growth rates of number of
trips than in the 2035 Baseline Scenario.

! All scenarios show a choice for extended technology, even
though we attached a price (the abatement costs) to this. Still
technological change did not reach the limiting values we
assumed.

! For all scenarios the non-OECD90 domestic growth is more or
less the same, but OECD90 domestic growth equals the Baseline
case for Low Growth & Very Crowded (A2) and Medium Growth
&Medium Crowded (B2), while it is much lower in the two other
cases.

! As far as growth for different transport modes is concerned, the
figure shows a dividing for Medium and High Crowded (A2 and
B2) and the Less Crowded scenarios (A1 and B1). In A1 and B1
car transport is increased at the cost of air transport, while ‘other
modes’ remain constant. In the cases A2 and B2 however, car use
is strongly reduced for the benefit of keeping current air trans-
port volumes and a very strong growth for ‘other modes’.

The left graph of Fig. 4 shows the modal split for 2005 data and
the four resulting scenarios. Air transport drops from 17% of total
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Table 8
Energy efficiency (Tech changes) improvement assumptions (the numbers give the
additional reduction of energy consumption per year with respect to the 2035
baseline (e.g. in Tech_1 for air transport the 1% per year is raised to 1.0 + 1.3 = 2.3%
reduction).

Air Car Other Accommodations Activities

Tech_0 0 0 0 0 0
Tech_1 1.3 0 0 0 0
Tech_2 0 2.0 0 0 0
Tech_3 0 0 2.0 0 0
Tech_4 0 0 0 2.0 2.0
Tech_5 1.3 2.0 2.0 0 0
Tech_6 1.3 2.0 2.0 2.0 2.0

2 There are 7 Tech scenarios and 10 Volume scenarios; when all combined this is
7 " 10 = 70, of which 1 is the Baseline scenario 2035 (the combination of Tech_Scen_0
and Volume_Scen_0).
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3.2. The 2035 Baseline Scenario

The future growth of tourist-related CO2 emissions depends
upon three major parameters. First, the number of tourists is pro-
jected to grow exponentially over the next two decades. According
to Vision 2020 (WTO, 2000) and more recent reports (e.g. UNWTO,
2008a, p. 77, showing actual development to be close to the Vision
forecasts), the number of international tourist arrivals will reach
1.56 billion by 2020, an increase of 95% compared to 2005 levels
(about 800 million arrivals). Current growth rates in domestic
tourism in India and China, the two most important non-OECD90
markets, have been up to 10% per year in recent years (Indian Tour
Operators Promotion Council, 2009; National Bureau of Statistics of
China, 2007).

Second, the Vision 2020 project (WTO, 2000) also shows that
the number of trips of long haul tourism is growing by a factor 2.6
between 1990 and 2020, which is much faster than global interna-
tional tourism growth (1.95 times) found in the same study. There-
fore, average trip distance is increasing, as shown in the EU, where
the number of trips is projected to grow by 57% between 2000 and
2020, while the distances travelled are expected to grow by 122%
(Peeters et al., 2007).

Third, there is a trend for more frequent holidays for a shorter
length of stay. Consequently, guest-night numbers are likely to

grow at a slower pace than the number of trips, distances travelled
and corresponding CO2 emissions. These three trends translate to
the growth factors given in Table 6.

The ‘expert estimates’ were made in such a way that the results
were consistent with the known growth rates from the literature.
For example the distance growth of OECD90 domestic tourism by
‘other modes’ was constrained to a narrow band of reasonable
average distances in the future for air and car transport and the to-
tal number of trips. The average distances are assumed not to
change very much because these are limited by the average speed
of the transport system and travel time budget limitations.

Table 7 shows the assumed changes of emission factors. For air
transport a reduction of 27% in 2035 as compared to 2005 has been
used (based on Peeters and Middel, 2007), which translates to just
over 1%/year. For cars, a moderate 1% reduction for OECD90 and
international tourists has been assumed. Better technology and
the desire for higher performance partly counterbalance each other
(e.g. Sprei et al., 2008). In non-OECD90 domestic travel, the rate is
estimated at 2%/year, higher because it is assumed that the average
age of cars will reduce in these countries. In the accommodation
and activities domain, two trends may counterbalance each other:
better energy efficiency will reduce emissions, while higher luxury
standards will increase them. It has been assumed that emissions
per night will not change for international and domestic tourism
in OECD90 countries, but will grow by 2% per year in non-OECD90
domestic tourism, mainly due to a strong shift of private home
stays to commercial accommodations with much higher additional
CO2 emissions per night. For activities the improved technological
efficiency is also more than balanced by increased use of energy
consuming leisure devices.

In the 2035 Baseline Scenario, the extrapolations show tourist-
related CO2 emissions may reach 3059 Mton by 2035, up from
1170 Mton in 2005 (see also Fig. 2). The number of trips is pro-
jected to grow by 179%, guest-nights by 156%, passenger-kilome-
tres by 222% and CO2 emissions by 161%. The proportion of
emissions related to aviation may increase from 43% in 2005 to
53% by 2035. The share of transport-related CO2 emissions slightly
decreases from 75% to 69% of all tourism emissions according to
these extrapolations.

3.3. Landscapes

The main purpose of this section is to find ‘‘physical changes” to
the tourism transport system that might reduce emissions, ignor-
ing policy measures that may be put in place to bring about these
‘low emissions futures’ or the likeliness of such changes to emerge.
Physical changes are divided into two groups. The first includes
improvements in energy efficiency through technological develop-
ment (see Table 8). The second group concerns changes in tourist
flows, modal shifts, destination shifts and length of stay (the Vol-
ume changes, see Table 9). In these latter changes we kept the
number of nights equal to the 2035 Baseline Scenario except in
changes 1 and 9. This is the first step in a strategy which ultimately
allows us to assess the effectiveness of policies, and how tourism

Table 5
Emissions from global tourism in 2005 (excluding same-day visitors).

CO2 emissions (metric Mton) Transport Accommodation Activities Total

Total Air Car Other

International 370 320 46 4 117 20 507
Domestic (OECD90) 363 146 213 5 130 23 516
Domestic (non-OECD90) 114 39 46 30 27 6 147
Total 847 504 305 38 275 48 1170

Table 6
Model assumptions: tourist arrivals and transport volume growth rates (%/year).

Transport volume
(pkm)

Accommodation Tourism
volume

Air Car Other Nights Trips

International 5.3a 2.3b 2.0d 4.0b 4.5c

Domestic
(OECD90)

3.0a 1.5b 3.7b 1.8b 2.3d

Domestic
(non-OECD90)

8.1a 6.0b 0.0d 3.5d 4.0d

a Boeing (2006).
b Peeters et al. (2007).
c WTO (2000).
d Expert estimate.

Table 7
CO2 emission efficiency changes.

International Domestic
(OECD90)

Domestic
(non-OECD90)

Air transport (overall
reduction between
2005 and 2035 in %)

27 27 27

Specific energy use car
transport (% change
per year)

!1 !1 !2

Other transport (%
change per year)

!1 !1 !1

Accommodation (%
change per year)

0 0 2

Activities (% change per
year)

1 1 2
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has to develop to become sustainable. Working on the likeliness
and consistency of pathways is a future step.

Table 10 shows the 70 scenarios2 which result when combining
all Tech and Volume strategies. Only the combination of the two
strongest changes reduces the amount of tourist CO2 emissions to
below pre-2005 levels (by 16%, highlighted dark grey and boldly
lined). Only four scenarios come close to keeping CO2 emissions
more or less at 2005 levels (highlighted dark grey and thinly lined).
Most combinations fail to prevent even a doubling of the 2005 emis-
sions (26 combinations highlighted in light grey).

Table 10 makes clear that, considering issues of probability and
ignoring the details of policy measures, it is almost impossible to
find a tourism future that is physically able to reduce its CO2 emis-
sions without challenging the current growth of tourism volume.
At the same time, all sectors need to reduce emissions by 50–
80% before 2050 to avoid dangerous climate change (Hansen
et al., 2006; Parry et al., 2008b).

3.4. Automated backcasting

The objective of the simulations is to find the right set of coef-
ficients of the exponential functions defined in the GTTMadv to
reach a predefined objective for CO2 emissions in 2050. We ex-
tended the time horizon because it is better in line with emission
reduction targets avoiding ‘dangerous’ climate change and because
the trip generation engine of the model is now attached to the long

term IPCC SRES scenario’s economic and population projections
and thus no longer a simple exponential growth extrapolation.

We used Powersim Studio 7’s evolutionary optimisation mod-
ule to automatically find the optimised set of coefficients. This
module needs a target and an optimisation parameter. The target
was set to a 70% reduction of CO2 emissions in 2050 with respect
to 2005 levels. The optimisation parameter used was to maximise
total net revenues (i.e. tourism plus transport revenues minus
abatement costs). The runs were performed for four different
assumptions regarding global economic and demographic develop-
ments (scenarios, see Table 11). The simulation limits for the deci-
sion variables were kept constant for all four runs. Compared to the
landscapes we set these limits wider because the landscapes were
developed for UNWTO, UNEP and WMO, whose referees limited
the changes to within perceived politically feasible values. How-
ever, the limits are comparable with our earlier manual backcast-
ing (Dubois et al., in press). In all cases the simulation reached
the 70% reduction target.

Fig. 3 shows the growth rates for the 2035 Baseline Scenario
found for the four backcasting scenarios each based on one of the
four background growth scenarios. From the figure the following
observations can be made:

! All four scenarios will have lower growth rates of number of
trips than in the 2035 Baseline Scenario.

! All scenarios show a choice for extended technology, even
though we attached a price (the abatement costs) to this. Still
technological change did not reach the limiting values we
assumed.

! For all scenarios the non-OECD90 domestic growth is more or
less the same, but OECD90 domestic growth equals the Baseline
case for Low Growth & Very Crowded (A2) and Medium Growth
&Medium Crowded (B2), while it is much lower in the two other
cases.

! As far as growth for different transport modes is concerned, the
figure shows a dividing for Medium and High Crowded (A2 and
B2) and the Less Crowded scenarios (A1 and B1). In A1 and B1
car transport is increased at the cost of air transport, while ‘other
modes’ remain constant. In the cases A2 and B2 however, car use
is strongly reduced for the benefit of keeping current air trans-
port volumes and a very strong growth for ‘other modes’.

The left graph of Fig. 4 shows the modal split for 2005 data and
the four resulting scenarios. Air transport drops from 17% of total
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Table 8
Energy efficiency (Tech changes) improvement assumptions (the numbers give the
additional reduction of energy consumption per year with respect to the 2035
baseline (e.g. in Tech_1 for air transport the 1% per year is raised to 1.0 + 1.3 = 2.3%
reduction).

Air Car Other Accommodations Activities

Tech_0 0 0 0 0 0
Tech_1 1.3 0 0 0 0
Tech_2 0 2.0 0 0 0
Tech_3 0 0 2.0 0 0
Tech_4 0 0 0 2.0 2.0
Tech_5 1.3 2.0 2.0 0 0
Tech_6 1.3 2.0 2.0 2.0 2.0

2 There are 7 Tech scenarios and 10 Volume scenarios; when all combined this is
7 " 10 = 70, of which 1 is the Baseline scenario 2035 (the combination of Tech_Scen_0
and Volume_Scen_0).
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3.2. The 2035 Baseline Scenario

The future growth of tourist-related CO2 emissions depends
upon three major parameters. First, the number of tourists is pro-
jected to grow exponentially over the next two decades. According
to Vision 2020 (WTO, 2000) and more recent reports (e.g. UNWTO,
2008a, p. 77, showing actual development to be close to the Vision
forecasts), the number of international tourist arrivals will reach
1.56 billion by 2020, an increase of 95% compared to 2005 levels
(about 800 million arrivals). Current growth rates in domestic
tourism in India and China, the two most important non-OECD90
markets, have been up to 10% per year in recent years (Indian Tour
Operators Promotion Council, 2009; National Bureau of Statistics of
China, 2007).

Second, the Vision 2020 project (WTO, 2000) also shows that
the number of trips of long haul tourism is growing by a factor 2.6
between 1990 and 2020, which is much faster than global interna-
tional tourism growth (1.95 times) found in the same study. There-
fore, average trip distance is increasing, as shown in the EU, where
the number of trips is projected to grow by 57% between 2000 and
2020, while the distances travelled are expected to grow by 122%
(Peeters et al., 2007).

Third, there is a trend for more frequent holidays for a shorter
length of stay. Consequently, guest-night numbers are likely to

grow at a slower pace than the number of trips, distances travelled
and corresponding CO2 emissions. These three trends translate to
the growth factors given in Table 6.

The ‘expert estimates’ were made in such a way that the results
were consistent with the known growth rates from the literature.
For example the distance growth of OECD90 domestic tourism by
‘other modes’ was constrained to a narrow band of reasonable
average distances in the future for air and car transport and the to-
tal number of trips. The average distances are assumed not to
change very much because these are limited by the average speed
of the transport system and travel time budget limitations.

Table 7 shows the assumed changes of emission factors. For air
transport a reduction of 27% in 2035 as compared to 2005 has been
used (based on Peeters and Middel, 2007), which translates to just
over 1%/year. For cars, a moderate 1% reduction for OECD90 and
international tourists has been assumed. Better technology and
the desire for higher performance partly counterbalance each other
(e.g. Sprei et al., 2008). In non-OECD90 domestic travel, the rate is
estimated at 2%/year, higher because it is assumed that the average
age of cars will reduce in these countries. In the accommodation
and activities domain, two trends may counterbalance each other:
better energy efficiency will reduce emissions, while higher luxury
standards will increase them. It has been assumed that emissions
per night will not change for international and domestic tourism
in OECD90 countries, but will grow by 2% per year in non-OECD90
domestic tourism, mainly due to a strong shift of private home
stays to commercial accommodations with much higher additional
CO2 emissions per night. For activities the improved technological
efficiency is also more than balanced by increased use of energy
consuming leisure devices.

In the 2035 Baseline Scenario, the extrapolations show tourist-
related CO2 emissions may reach 3059 Mton by 2035, up from
1170 Mton in 2005 (see also Fig. 2). The number of trips is pro-
jected to grow by 179%, guest-nights by 156%, passenger-kilome-
tres by 222% and CO2 emissions by 161%. The proportion of
emissions related to aviation may increase from 43% in 2005 to
53% by 2035. The share of transport-related CO2 emissions slightly
decreases from 75% to 69% of all tourism emissions according to
these extrapolations.

3.3. Landscapes

The main purpose of this section is to find ‘‘physical changes” to
the tourism transport system that might reduce emissions, ignor-
ing policy measures that may be put in place to bring about these
‘low emissions futures’ or the likeliness of such changes to emerge.
Physical changes are divided into two groups. The first includes
improvements in energy efficiency through technological develop-
ment (see Table 8). The second group concerns changes in tourist
flows, modal shifts, destination shifts and length of stay (the Vol-
ume changes, see Table 9). In these latter changes we kept the
number of nights equal to the 2035 Baseline Scenario except in
changes 1 and 9. This is the first step in a strategy which ultimately
allows us to assess the effectiveness of policies, and how tourism

Table 5
Emissions from global tourism in 2005 (excluding same-day visitors).

CO2 emissions (metric Mton) Transport Accommodation Activities Total

Total Air Car Other

International 370 320 46 4 117 20 507
Domestic (OECD90) 363 146 213 5 130 23 516
Domestic (non-OECD90) 114 39 46 30 27 6 147
Total 847 504 305 38 275 48 1170

Table 6
Model assumptions: tourist arrivals and transport volume growth rates (%/year).

Transport volume
(pkm)

Accommodation Tourism
volume

Air Car Other Nights Trips

International 5.3a 2.3b 2.0d 4.0b 4.5c

Domestic
(OECD90)

3.0a 1.5b 3.7b 1.8b 2.3d

Domestic
(non-OECD90)

8.1a 6.0b 0.0d 3.5d 4.0d

a Boeing (2006).
b Peeters et al. (2007).
c WTO (2000).
d Expert estimate.

Table 7
CO2 emission efficiency changes.

International Domestic
(OECD90)

Domestic
(non-OECD90)

Air transport (overall
reduction between
2005 and 2035 in %)

27 27 27

Specific energy use car
transport (% change
per year)

!1 !1 !2

Other transport (%
change per year)

!1 !1 !1

Accommodation (%
change per year)

0 0 2

Activities (% change per
year)

1 1 2
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and (2) changes in modal split, number of trips and length of stay.
Only one scenario reached an absolute reduction of emissions in
2035 with respect to 2005, but none showed the goal of reducing
emissions by two-thirds. Also in a previous exercise (Dubois
et al., in press), using the GTTMbas to manually develop backcasting
scenarios, we did not succeed in reaching the target of reducing
emissions by 67% in 2050 compared to 2005. Theoretically there
is no reason why manual backcasting or landscaping could not
reach an optimum solution, but the radical changes required com-
bined with the issue of author perceived acceptability and practical
limits of model run-time prevented the authors to find the input
that would satisfy the same optimum solution.

The third finding is that without radical shifts, it seems
impossible to find a future tourist travel system consistent with

the strong CO2 emission reductions required to avoid dangerous
climate change. This finding is based on the automated backcast-
ing we performed with GTTMadv, that shows the radical changes
in modal split and distribution of tourists over destinations re-
quired and on par with current trends. The backcasting simula-
tion approach appears to be promising for future work on
sustainable tourism development. Interestingly the relatively
simple model used shows ‘chaotic’ behaviour typical for complex
systems as it is ‘‘non-linear, (. . .) deterministic and unstable in
that it displays sensitivity to initial conditions” (Smith, 2007, p.
16).

The findings have important implications for the sustainable
development of tourism. Improvements in technology alone are
insufficient if we want to reach sustainability targets for CO2
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trips to about 2% in A1 and B1 and 7% in A2 and B2. Differences be-
tween the scenarios are mainly determined by the split between
car and ‘other’ transport modes, as the right graph shows. High trip
growth (A2, B2) results in more public transport use (‘‘other”),
while lower trip growth leads to an increase in car use.

The right graph also shows that total net revenues grow by a
factor of about 2.5 in all four scenarios, though this growth is ob-
tained with different structures (increased length of stay in the
two low growth scenarios).

4. Conclusions and discussion

This paper had three objectives: (1) describe the current and fu-
ture CO2 emissions caused by global tourism, (2) show what tour-
ism would look like in the case of very strong emission reduction
goals and (3) explore methods beyond the classical scenario meth-
od using automated backcasting. To do so, we first developed an
emission inventory for 2005, as well as a 30-year projection. Based
on the model underlying the projection (basic Global Tourism and
Transport Model, GTTMbas), 70 scenarios were presented in a ‘land-
scape’ graph. Finally, a derivative model (GTTMadv) was developed
with the ability to optimise the tourism system towards a prede-
fined emission constraint while maximising net revenues. This

model allowed us to develop four automated backcasting scenar-
ios. Both landscape and backcasting scenarios describe just what
tourism would look like in a carbon emission restricted future in
terms of revenues, number of trips and modal split. No policy path-
ways or measures are attached to these scenarios.

The study found that overnight tourism represents 4.4% of glo-
bal CO2 emissions (including all motives and transport, accommo-
dation and activities; for all tourism – also including same-day
trips – this is 4.95%). If we are to avoid dangerous climate change,
global CO2 emissions must be reduced by 3–6% per year. However
the 2035 Baseline Scenario yields 3.2% growth in tourist-related
CO2 emissions between 2005 and 2035, a growth rate that sur-
passes the IPCC’s expectations for global CO2 emissions in the high-
est SRES growth scenarios (2.5% for CO2 emissions between 2000
and 2030; IPCC, 2007b, p. 4). Therefore current tourism sector
development is at odds with serious climate change mitigation
policies and objectives.

The second finding is that we did not achieve the target emis-
sion reduction with the (manual) landscape scenario method. This
finding is based on a set of 70 scenarios using a linear growth (i.e.
constant growth rates) model for tourist trips, tourist-nights and
differential growth of the transport volume for the three transport
modes, and assuming mitigation by (1) reducing emission factors

Table 11
Overview of GDP and population assumptions (the data and scenario codes are taken from the four SRES scenarios; IMAGE-team, 2006).

Scenario name Global economy Equity Population Poverty

A1: High Growth and Less Crowded Max Max Min Min
A2: Low Growth and Very Crowded Min Min Max Max
B1: Medium Growth and Less Crowded Medium Medium Min Min
B2: Medium Growth and Medium Crowded Medium Medium Medium Medium

Table 9
Volume related change assumptions (the numbers give the factor of change per year; the first row designated with a ‘_0’ gives the 2035 Baseline Scenario assumptions).

Growth rate of total distance travelled Number of trips Nights/trip

International Domestic OECD90 Domestic non-OECD90 Trips LOS

Air Car Other Air Car Other Air Car Other

Volume_0 1.053 1.023 1.020 1.030 1.015 1.037 1.081 1.060 1.000 1.000 0.995
Volume_1 1.026 1.023 1.035 1.026 1.015 1.035 1.026 1.060 1.035 1.000 0.995
Volume_2 1.053 1.023 1.020 1.030 1.015 1.037 1.038 1.038 1.038 1.000 0.995
Volume_3 1.053 1.023 1.020 1.000 1.015 1.072 1.081 1.060 1.000 1.000 0.995
Volume_4 1.053 1.023 1.020 1.030 1.000 1.072 1.081 1.060 1.000 1.000 0.995
Volume_5 1.025 1.023 1.077 1.030 1.015 1.037 1.081 1.060 1.000 1.000 0.995
Volume_6 1.045 1.045 1.045 1.023 1.023 1.023 1.040 1.040 1.040 0.937 0.995
Volume_7 1.053 1.023 1.020 1.030 1.015 1.037 1.081 1.060 1.000 0.862 1.005
Volume_8 1.026 1.023 1.020 1.015 1.015 1.037 1.040 1.060 1.000 1.000 1.005
Volume_9 1.000 1.023 1.050 1.000 1.015 1.040 1.000 1.060 1.024 1.000 1.005
Volume_10 1.053 1.000 1.040 1.030 1.000 1.072 1.081 1.000 1.039 1.000 0.995

Table 10
Results of the ratio of 2035 CO2 emissions to 2005 emissions for the 70 scenarios. The last two columns give the ratio for total number of trips and nights with respect to the 2035
Baseline Scenario.
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and (2) changes in modal split, number of trips and length of stay.
Only one scenario reached an absolute reduction of emissions in
2035 with respect to 2005, but none showed the goal of reducing
emissions by two-thirds. Also in a previous exercise (Dubois
et al., in press), using the GTTMbas to manually develop backcasting
scenarios, we did not succeed in reaching the target of reducing
emissions by 67% in 2050 compared to 2005. Theoretically there
is no reason why manual backcasting or landscaping could not
reach an optimum solution, but the radical changes required com-
bined with the issue of author perceived acceptability and practical
limits of model run-time prevented the authors to find the input
that would satisfy the same optimum solution.

The third finding is that without radical shifts, it seems
impossible to find a future tourist travel system consistent with

the strong CO2 emission reductions required to avoid dangerous
climate change. This finding is based on the automated backcast-
ing we performed with GTTMadv, that shows the radical changes
in modal split and distribution of tourists over destinations re-
quired and on par with current trends. The backcasting simula-
tion approach appears to be promising for future work on
sustainable tourism development. Interestingly the relatively
simple model used shows ‘chaotic’ behaviour typical for complex
systems as it is ‘‘non-linear, (. . .) deterministic and unstable in
that it displays sensitivity to initial conditions” (Smith, 2007, p.
16).

The findings have important implications for the sustainable
development of tourism. Improvements in technology alone are
insufficient if we want to reach sustainability targets for CO2
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trips to about 2% in A1 and B1 and 7% in A2 and B2. Differences be-
tween the scenarios are mainly determined by the split between
car and ‘other’ transport modes, as the right graph shows. High trip
growth (A2, B2) results in more public transport use (‘‘other”),
while lower trip growth leads to an increase in car use.

The right graph also shows that total net revenues grow by a
factor of about 2.5 in all four scenarios, though this growth is ob-
tained with different structures (increased length of stay in the
two low growth scenarios).

4. Conclusions and discussion

This paper had three objectives: (1) describe the current and fu-
ture CO2 emissions caused by global tourism, (2) show what tour-
ism would look like in the case of very strong emission reduction
goals and (3) explore methods beyond the classical scenario meth-
od using automated backcasting. To do so, we first developed an
emission inventory for 2005, as well as a 30-year projection. Based
on the model underlying the projection (basic Global Tourism and
Transport Model, GTTMbas), 70 scenarios were presented in a ‘land-
scape’ graph. Finally, a derivative model (GTTMadv) was developed
with the ability to optimise the tourism system towards a prede-
fined emission constraint while maximising net revenues. This

model allowed us to develop four automated backcasting scenar-
ios. Both landscape and backcasting scenarios describe just what
tourism would look like in a carbon emission restricted future in
terms of revenues, number of trips and modal split. No policy path-
ways or measures are attached to these scenarios.

The study found that overnight tourism represents 4.4% of glo-
bal CO2 emissions (including all motives and transport, accommo-
dation and activities; for all tourism – also including same-day
trips – this is 4.95%). If we are to avoid dangerous climate change,
global CO2 emissions must be reduced by 3–6% per year. However
the 2035 Baseline Scenario yields 3.2% growth in tourist-related
CO2 emissions between 2005 and 2035, a growth rate that sur-
passes the IPCC’s expectations for global CO2 emissions in the high-
est SRES growth scenarios (2.5% for CO2 emissions between 2000
and 2030; IPCC, 2007b, p. 4). Therefore current tourism sector
development is at odds with serious climate change mitigation
policies and objectives.

The second finding is that we did not achieve the target emis-
sion reduction with the (manual) landscape scenario method. This
finding is based on a set of 70 scenarios using a linear growth (i.e.
constant growth rates) model for tourist trips, tourist-nights and
differential growth of the transport volume for the three transport
modes, and assuming mitigation by (1) reducing emission factors

Table 11
Overview of GDP and population assumptions (the data and scenario codes are taken from the four SRES scenarios; IMAGE-team, 2006).

Scenario name Global economy Equity Population Poverty

A1: High Growth and Less Crowded Max Max Min Min
A2: Low Growth and Very Crowded Min Min Max Max
B1: Medium Growth and Less Crowded Medium Medium Min Min
B2: Medium Growth and Medium Crowded Medium Medium Medium Medium

Table 9
Volume related change assumptions (the numbers give the factor of change per year; the first row designated with a ‘_0’ gives the 2035 Baseline Scenario assumptions).

Growth rate of total distance travelled Number of trips Nights/trip

International Domestic OECD90 Domestic non-OECD90 Trips LOS

Air Car Other Air Car Other Air Car Other

Volume_0 1.053 1.023 1.020 1.030 1.015 1.037 1.081 1.060 1.000 1.000 0.995
Volume_1 1.026 1.023 1.035 1.026 1.015 1.035 1.026 1.060 1.035 1.000 0.995
Volume_2 1.053 1.023 1.020 1.030 1.015 1.037 1.038 1.038 1.038 1.000 0.995
Volume_3 1.053 1.023 1.020 1.000 1.015 1.072 1.081 1.060 1.000 1.000 0.995
Volume_4 1.053 1.023 1.020 1.030 1.000 1.072 1.081 1.060 1.000 1.000 0.995
Volume_5 1.025 1.023 1.077 1.030 1.015 1.037 1.081 1.060 1.000 1.000 0.995
Volume_6 1.045 1.045 1.045 1.023 1.023 1.023 1.040 1.040 1.040 0.937 0.995
Volume_7 1.053 1.023 1.020 1.030 1.015 1.037 1.081 1.060 1.000 0.862 1.005
Volume_8 1.026 1.023 1.020 1.015 1.015 1.037 1.040 1.060 1.000 1.000 1.005
Volume_9 1.000 1.023 1.050 1.000 1.015 1.040 1.000 1.060 1.024 1.000 1.005
Volume_10 1.053 1.000 1.040 1.030 1.000 1.072 1.081 1.000 1.039 1.000 0.995

Table 10
Results of the ratio of 2035 CO2 emissions to 2005 emissions for the 70 scenarios. The last two columns give the ratio for total number of trips and nights with respect to the 2035
Baseline Scenario.
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emissions. To reduce CO2 emissions to the level required to avoid
dangerous climate change, major shifts in transport modes and
destination choice (less far away) are necessary. Given tourism’s
current contribution to CO2 emissions and growth rates in CO2

emissions from tourism and tourism transport, the problem cannot
be solved globally by relying on the reductions made by all other
sectors (e.g. Bows et al., 2009).

The results describe how a sustainable tourism system might
look in the future. It does not give directions for policies that
implement this situation. The four backcasting scenarios show no
easy solutions. A larger than business-as-usual investment in tech-
nology seems efficient in any case. Furthermore, the four scenarios
are characterised by either a very strong reduction of current air
transport or a simultaneous reduction of car use and increase of
other modes like rail and coach, while keeping air transport at cur-
rent levels (i.e. no growth). Both are politically and socially not
easy to achieve. However, as the impacts of climate change become
more and more severe and the disastrous character of ‘dangerous’
climate change gains more widespread acceptance, a sense of
‘emergency’ may lead to much stronger policies not yet considered
feasible. An example is the modal split of all passenger transport in
the USA during World War II. At the start of the war public trans-
port captured just 10% of all traffic, but in 1943–1944 this in-
creased to 40% (Gilbert and Perl, 2008, p. 29), because of strong
patriotic communication by the government (e.g. driving alone
was likened to ‘driving with Hitler’).

The main contribution made by this study is in comparing the
value of different ways to approach the future. In this case, for
example, futures that deviate significantly from the current situa-
tion are required. Contemporary forecasting scenarios may cause
people to ‘lock-in’ to the problem, rather than search for a solution
(‘it has been forecasted so we cannot escape it’). Explorative tech-
niques using qualitative scenarios avoid this problem, but seem
more vulnerable to subjective considerations of likeliness or prob-
ability and may lead, to a lesser extent, to the same kind of lock-in.
Backcasting (normative) scenarios are shown to be a more useful
way to explore problems, as they are solution-oriented and may
help avoid lock-in, and if the scenario input parameters are al-
lowed a sufficiently large range.

The next step of this research will be to include policy and sec-
tor investment measures and feedback that controls human and
corporate behaviour. The target can be economic (net tourism rev-
enues), but also social (access to tourism). Decision variables in-
clude pricing policies, emission caps, innovation policies and
investments in infrastructure (investment by governments and
corporations). Human behaviour will be modelled using general-
ised rules. Candidates are travel time and financial budgets (e.g.
Schafer and Victor, 2000), the relation between tourist number of
nights and average income, and a general latent urge to travel to
‘exotic’ places. This will result in a system dynamics version of
the model – GTTMdyn – which can be used for evolutionary policy
approaches.
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emissions. To reduce CO2 emissions to the level required to avoid
dangerous climate change, major shifts in transport modes and
destination choice (less far away) are necessary. Given tourism’s
current contribution to CO2 emissions and growth rates in CO2

emissions from tourism and tourism transport, the problem cannot
be solved globally by relying on the reductions made by all other
sectors (e.g. Bows et al., 2009).

The results describe how a sustainable tourism system might
look in the future. It does not give directions for policies that
implement this situation. The four backcasting scenarios show no
easy solutions. A larger than business-as-usual investment in tech-
nology seems efficient in any case. Furthermore, the four scenarios
are characterised by either a very strong reduction of current air
transport or a simultaneous reduction of car use and increase of
other modes like rail and coach, while keeping air transport at cur-
rent levels (i.e. no growth). Both are politically and socially not
easy to achieve. However, as the impacts of climate change become
more and more severe and the disastrous character of ‘dangerous’
climate change gains more widespread acceptance, a sense of
‘emergency’ may lead to much stronger policies not yet considered
feasible. An example is the modal split of all passenger transport in
the USA during World War II. At the start of the war public trans-
port captured just 10% of all traffic, but in 1943–1944 this in-
creased to 40% (Gilbert and Perl, 2008, p. 29), because of strong
patriotic communication by the government (e.g. driving alone
was likened to ‘driving with Hitler’).

The main contribution made by this study is in comparing the
value of different ways to approach the future. In this case, for
example, futures that deviate significantly from the current situa-
tion are required. Contemporary forecasting scenarios may cause
people to ‘lock-in’ to the problem, rather than search for a solution
(‘it has been forecasted so we cannot escape it’). Explorative tech-
niques using qualitative scenarios avoid this problem, but seem
more vulnerable to subjective considerations of likeliness or prob-
ability and may lead, to a lesser extent, to the same kind of lock-in.
Backcasting (normative) scenarios are shown to be a more useful
way to explore problems, as they are solution-oriented and may
help avoid lock-in, and if the scenario input parameters are al-
lowed a sufficiently large range.

The next step of this research will be to include policy and sec-
tor investment measures and feedback that controls human and
corporate behaviour. The target can be economic (net tourism rev-
enues), but also social (access to tourism). Decision variables in-
clude pricing policies, emission caps, innovation policies and
investments in infrastructure (investment by governments and
corporations). Human behaviour will be modelled using general-
ised rules. Candidates are travel time and financial budgets (e.g.
Schafer and Victor, 2000), the relation between tourist number of
nights and average income, and a general latent urge to travel to
‘exotic’ places. This will result in a system dynamics version of
the model – GTTMdyn – which can be used for evolutionary policy
approaches.
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presents a distance decay graph for Germany [15]. He also presents schematic graphs showing the 
relations between distance, travel time and travel cost for different transport modes (p. 37, Figure 12  
in [15]). Another early description of tourism geography was published by Williams and Zelinsky in 
1970 [16]. They reject a rather basic hypothesis for tourism flows, the ‘hypothesis of indifference’  
(p. 556 in [16]), that assumes that if a destination receives X percent of global international tourists, it 
should receive the same X percent of all departures for each country in the world. This hypothesis 
fully ignores the role of transportation, distance, cost, and travel time, and it is not surprising that it did 
not hold against empirical evidence [16]. Williams and Zelinsky also reject the hypothesis of 
reciprocity, which assumes that a strong tourism flow from A to B will always generate a “reflexive, or 
counterflow” (p. 564 in [16]). A third hypothesis, the idea that destinations with a lower cost of living 
will generate the most arrivals, is only partly confirmed by empirical analysis (p. 566 in [16]). Only 
two hypotheses appear to be valid to them. The first positively relates tourism flows to tourism 
attraction (e.g., ‘desirable climatic characteristics, scenic attractions, cultural and historical features, 
sports, shopping facilities, night life’). The second hypothesis positively relates tourism flows to 
international connectivity (e.g., commercial, business, migration, cultural relations and political 
linkages) (pp. 564–565 in [16]).  

The obvious roles of transport and distance have not been tested because of “the absence of data on 
points of origin for tourists from large countries (e.g., the United States and Scandinavia) and a similar 
lack of data for destination points” (pp. 563–564 in [16]). Unfortunately, this theoretical work has not 
been further developed into a strong theoretical base [14]. An exemption is the tourism area life cycle 
model [17] that originated in geography but which is often treated in an aspatial fashion [18]. The lack 
of theoretical progress on spatial interaction properties of tourism has arguably resulted in tourism 
geography being mainly focused on the development of destinations, while generally ignoring the 
(places of) demand and the links between the two. This skewed focus has produced a lack of 
recognition within the wider scientific community of the importance of tourism geography [12,19,20]. 
Most textbooks on tourism management and economics see transport as a derived demand with a cost 
in terms of money and time (e.g., [21]). These books often ignore the fact that transport is an intrinsic 
part of any travel, also mentally (e.g., [22]). Furthermore, these books also ignore the many 
interactions between the transport system and the (in-)ability of certain destinations and certain forms 
of tourism to develop. Even some tourism geography texts pay little attention to the role of transport 
and transport infrastructure [12,14,19]. An exemption forms a textbook by C. Michael Hall [23], that 
extensively discusses tourism mobility and models taken from transport and behavioral geography. 

Climate mitigation studies conclude that policies may increase costs of tourism and reduce its 
economic growth in case of carbon taxes [24-27] or oil price increases [28], though other studies find 
no significant impacts [29] or believe that second order effects like a mode shift from aviation to the 
car, may even increase overall emissions when taxing aviation. Unfortunately, most of these studies 
fail to include important parts of the tourism system, e.g., by just dealing with air transport or 
international tourism thus failing to acknowledge shifts to other transport modes, or domestic tourism. 
For instance, Becken et al. [28] state on page 135 that the main challenge “that global interactions 
within the tourism sector (e.g., substitution between destination countries) are not well accounted for” 
because of “current limitations of global datasets”. We provide such a geographical database.  
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global emission ceiling that safeguards against ‘dangerous’ climate change [1-3]. Proposed mitigation 
of tourism’s greenhouse gas emissions focuses mainly on technological improvements such as 
improving the energy efficiency of accommodations and transport modes, using low carbon fuels 
(mainly bio-fuels for aviation and electric cars for road transport), and off-setting the emissions 
through funding reductions in other sectors [4-6]. Using these measures, the sector envisages reducing 
total emissions by 50% by 2035 [4], but this ambition is deemed un-realistic [1,7], unless a strong 
change in tourism transport modes and distances is effected [8,9]. This implies that the trend towards 
globalization of tourism patterns should be reversed, including reversal of the trends towards travelling 
farther, more often, for shorter stays and more frequently by air transport.  

The aim of this paper is to develop some elements of a ‘new tourism geography’ and, based on this, 
show the importance of distance in tourism and its sustainable development. The main questions 
addressed in this paper are the following: (1) if current tourism is developing sustainably; (2) if 
geographies/studies are well equipped to assist policy makers in creating sustainable tourism 
development; and (3) how the geography of tourism has to change to develop tourism sustainably? To 
find answers, first some geographical mechanisms/relations are explored, providing tools to fill in data 
gaps in global databases of international and domestic tourism flows. This database is used to find the 
implications of changes in travel distances on greenhouse gas emissions. Transport modes are related 
to distances as travel over more than 1,500 km tends to be almost exclusively air transport, while at 
shorter distances all modes compete, though under 200 km air transport’s share approaches zero. 
Distance is the most important driver for CO2 emissions as at long distances the large volume of travel 
(passenger kilometers) combines with higher average emissions per pkm. 

2. Tourism and Transport Geography 

Definitions of geography, range from rather general—“the study of the world, its people, and the 
interactions between the two” [10]—to more specific—“the study of the earth and its features and of 
the distribution of life on the earth, including human life and the effects of human activity” [11]). The 
main elements in these definitions are the interactions between the physical and living world, including 
humans. Within geography, Williams defines tourism geography as part of human geography [12] but 
observes that it has never gained a serious position for academic investigation as tourism is considered 
to be “a fun-related activity” (p. 19 in [12]). According to Mitchell [13], tourism geography has its 
focus on the spatial and environmental development of destinations, including access, but not 
specifically mobility. This description corresponds with the assertion that the main element of human 
(tourism) geography is places that are defined as “not only merely bounded spaces or locations, but … 
also settings (or locales) in which social relations and identities are constituted and in which  
is developed a sense of place” (p. 185 in [12]). Currently, the destination seems to be the main focus  
of tourism geography, which is also clear from the contents of some major texts on tourism  
geography [12,14]. 

In 1976, Miossec published a geography-based tourism theory that gave a prominent place to 
transport [15]. He stressed the role of transport, transport technology, travel time, travel distance and 
mode choice in destination choice. His mapping of tourism from Germany, France, and the United 
Kingdom showed clearly that for larger distances the number of trips is lower. On page 19, Miossec 
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part of any travel, also mentally (e.g., [22]). Furthermore, these books also ignore the many 
interactions between the transport system and the (in-)ability of certain destinations and certain forms 
of tourism to develop. Even some tourism geography texts pay little attention to the role of transport 
and transport infrastructure [12,14,19]. An exemption forms a textbook by C. Michael Hall [23], that 
extensively discusses tourism mobility and models taken from transport and behavioral geography. 

Climate mitigation studies conclude that policies may increase costs of tourism and reduce its 
economic growth in case of carbon taxes [24-27] or oil price increases [28], though other studies find 
no significant impacts [29] or believe that second order effects like a mode shift from aviation to the 
car, may even increase overall emissions when taxing aviation. Unfortunately, most of these studies 
fail to include important parts of the tourism system, e.g., by just dealing with air transport or 
international tourism thus failing to acknowledge shifts to other transport modes, or domestic tourism. 
For instance, Becken et al. [28] state on page 135 that the main challenge “that global interactions 
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of residence’ are used when available. These arrivals are given per country of destination. The number 
of countries of origin per country of destination distinguished by UNWTO data varies over the 
destination countries between just a few up to more than 100. Remaining countries of origin are given 
as aggregates per world region (e.g., ‘Other Europe’, ‘Other South-East Asia’ or ‘Other World’). 
However, it appears that these ‘other’ places of residence represented just 3% of the total number of 
arrivals in the database and we have simply removed them instead of trying to redistribute them over 
the designated regions. In some cases (e.g., Comoros, Libya), no data for 2005 were available, and 
2004 data were used instead. Also, corrections (reductions) were applied to flows between neighboring 
countries where in some cases large numbers of same-day arrivals were incorrectly counted as ‘tourist’ 
arrivals, largely inflating numbers. We consulted national data for this correction where available. The 
database contains 12,118 country-pairs for a total of 223 countries with international flows totaling to 
735 million, which is 2.6% short of the officially published figure of 755 million for 2005 [40]. 
Furthermore, the data are presented by using world regions as defined in Figure 1, to create more equal 
geographic entities as nations. 

Figure 1. The world regions (source IMAGE-team [41]). 

 

The UNWTO data fail to provide consistent and complete information about domestic tourism, 
transport mode and distances travelled. The ‘transport’ element of the GTTD was added by calculating 
the ‘great circle distance’ between all countries using the “Great Circle Mapper” [42] and the airport 
codes for the main airport of each country. For country pairs between neighboring countries with at 
least one very large country, we replaced the airport in the large country with one nearer to the border 
between the two countries. This correction kept large numbers of arrivals from being assigned to too 

Sustainability 2012, 4 45 
 

 

The most fundamental problem of current tourism geography seems to be the unit of geographical 
scale. Generally, geographical data are based on the nation. Unfortunately, that causes problems as 
nations’ sizes in terms of population, land area and economy vary by up to eight orders of magnitude 
(e.g., Monaco versus China). This problem of differing scales already has been observed in the  
1970s [15,16] but has yet to be satisfactorily solved. Derived from this geographical scale problem are 
two other issues: the divide between international and domestic tourism and the preoccupation with air 
transport. These two issues lead to many misunderstandings and biases. For instance, the idea that 
Europe is the most important tourism destination [30,31] is incorrect as China receives annually far 
more tourists if 1.6 billion domestic tourists [32] were included. The different scales of nations cause 
that almost all tourist trips by citizens of Monaco are ‘international’, and most trips by Australians are 
‘domestic’. But this large seemingly large difference is not representative for the overall difference in 
travel patters. Most likely, overall travel patterns will be relatively similar in terms of trips, distance 
distribution, costs and travel times, with the main distinctions being caused by differences in transport 
infrastructure and the geographical distribution of tourism attractions. More generally, the divide 
between domestic and international tourism tends to cause an overvaluation of relatively easily 
measurable international tourism and ignorance of more difficult to measure domestic tourism [14]. 
Even though UNWTO (United Nations World Tourism Organization) has recently updated the 
standard of their statistical compendium to include a section on domestic tourism in 2010 (see [33]), 
this has only resulted in domestic tourism data for just 14 of approximately 210 countries/protectorates 
recognized in the Tourism Factbook [34].  

An important caveat of the focus on international tourism is the overvaluation of the role of aviation 
in tourism. For example, a recently published advanced tourism-energy model [35] ignores 
transportation by defining the tourism system in terms of energy system, number of tourists, waste, 
revenues, and accommodations (supply system) only. Also, a well-known textbook about the tourism 
economy dedicates only one chapter to aviation [36], and ignores the role of other modes. This is 
unfortunate as these other modes serve over 80% of all tourism trips in the world [8]. Transport 
geography is seen as “a sub-discipline of geography concerned about movements of freight, people 
and information: It seeks to link spatial constraints and attributes with the origin, the destination, the 
extent, the nature and the purpose of movements” (Rodrigue [37], p. 5). Several concepts from 
transport geography will be used to overcome the main problems of current tourism theory and 
geography. In this way, a Global Tourism Transport Database (GTTD, see Section 3) has been 
developed that covers all tourist trips (international and domestic) and provides information on travel 
distances. Furthermore, the GTTD not only contains all flows between countries, but also aggregates 
these to 18 world regions as an alternative to the problematic geographical unit of the ‘nation state’. 

3. The GTTD and Elements of a New Tourism Geography 

Only a few attempts have been made to create a global tourism flow database; one example is a 
database developed by Bigano et al. [38]. As this database uses rather old data–—generally 1995 data 
from the World Resources Institute—NHTV CSTT created one with 2005 as base year: the Global 
Tourism Transport Database (GTTD), which is based on UNWTO data [39]. In this database, the 
UNWTO ‘Arrivals of non-resident tourists in all types of accommodation establishments, by country 
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Figure 2. Relations between GDP and trips per capita for the GTTD and Bigano [38]. 

 

3.2. Time and Money Budgets and Speed of Travel 

The amount people can travel is limited by time and money constraints: the travel money budget 
(TMB) and the travel time budget (TTB). The TMB hypotheses says that the share of income spent on 
transport and travel is constant when measured at the population level, while the TTB hypotheses 
claims that the average travel time is a constant when measured at the population level. Zahavi [45-47] 
and, to a lesser extent, Hägerstrand [48], were among the first to suggest these ideas, but they have 
been developed by others as well [49,50]. There are time budget constraints that have been 
successfully modeled in travel demand dynamic models [51]. The most extensive recent work on 
TTBs and TMBs has been published by Schafer [52,53], who also developed a global mobility model 
including long distance travel [54], inspiring others [55]. Furthermore, Metz [56] and Banister [57] 
give strong arguments for the existence of TTB and its use in transport policy, including a plea to leave 
the flawed transport policies paradigm that says that increasing travel speed saves time.  

The constancy of the TTB is challenged as it is only found at the highest aggregation level [58]. 
Most of these critiques start, oddly enough, by disaggregating the population and showing differences 
in travel time among different population groups. This approach ignores that the ‘constancy’ is 
assumed to exist only at the population level and not for individuals of small population segments.  

Kölbl and Helbing [59] relate travel patterns to the energy exerted by the traveler (the individual 
energy, not the energy consumption of the vehicles used) and show that this budget is a constant.  
It shows that all different transport modes follow the same distribution of energy used. Lin et al. [60] 
study the experience of travel time and find that cognitive distances are systematically underestimated 
at short ranges (<150 km) and overestimated at long ranges (>250 km). This result may support the 
idea that travel times are important as short distances of up to 150 km will involve trips near the 
average daily TTB of 60–70 minutes [52], making the trip ‘feel short’, while distances above 250 km 
will take much longer making their ‘feel’ to be rather long. 

0 

1 

2 

3 

4 

5 

6 

7 

0 10000 20000 30000 40000 50000 60000 70000 80000 

Tr
ip

s 
pe

r 
ca

pi
ta

 (d
om

es
tic

 p
lu

s 
in

te
rn

at
io

na
l) 

pe
r 

ye
ar

 

GDP per capita (1995 USD) 

Bigano et al., 2004 
GTTD 

Sustainability 2012, 4 47 
 

 

large distances. A total of international distances (round-trip) of 3.720 × 1012 (pkm) was found, or an 
average one-way distance of 2,531 km. This distance is 23% higher than the only other published 
global estimate of 2,051 km [2]. Significant uncertainties remain in both sets of numbers.  

Finally the GTTD has been enriched with domestic tourism. The methods used for the domestic 
number of trips are described in Section 3.1, while the estimates for distance travelled are given in 
Section 3.4. Section 3.2 describes time and money budgets and Section 3.3 distance decay and power 
curves. Both of these sections give some new (or renewed) elements for tourism geography and are 
both used for the domestic travel distance estimates in Section 3.4. 

3.1. Trips as Function of GDP 

Tourism trips per capita appear to be strongly related to GDP per capita (e.g., by Bigano et al. and 
Peeters et al. [8,38]). We assume that this relation is valid for both international and domestic trips and 
is linear but with a certain maximum number of trips. Hence, domestic trips for all countries were 
calculated using the following equations: 

  (1)  

and 

 (2)  

The number of departures per capita  are a maximised linear function of GDP per capita (PPP, 

purchase power parity) as given by Equation (1). Equation (2) gives the number of domestic tourist 
arrivals  for country i as a function of the total departures from this country minus the (already 
known) international trips . The coefficients are given in Table 1. GDP data generally were taken 

from IMAGE [41] but, in case image did not provide data, also from databases such as the CIA World 
Factbook [43,44].  

Table 1. Baseline values for the parameters determining trip generation (Peeters et al. [8]). 

Tourism market Ccy αcy Tmax 
Total trips 0.2888 0.00007343 5.0 

We used this method to estimate domestic tourism. The total global number of trips in the GTTD 
increased from 3.89 × 109 to 4.625 × 109.  

Figure 2 shows a comparison of the results of our method with the results from the method by 
Bigano et al. [38]. Our result is just 2.6% lower than the formerly published number of tourist trips of 
4.75 × 1012 [2]. The equation given by Bigano et al. would underestimate this total of 4.750 × 1012 by 
about 17%. 
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transport and travel is constant when measured at the population level, while the TTB hypotheses 
claims that the average travel time is a constant when measured at the population level. Zahavi [45-47] 
and, to a lesser extent, Hägerstrand [48], were among the first to suggest these ideas, but they have 
been developed by others as well [49,50]. There are time budget constraints that have been 
successfully modeled in travel demand dynamic models [51]. The most extensive recent work on 
TTBs and TMBs has been published by Schafer [52,53], who also developed a global mobility model 
including long distance travel [54], inspiring others [55]. Furthermore, Metz [56] and Banister [57] 
give strong arguments for the existence of TTB and its use in transport policy, including a plea to leave 
the flawed transport policies paradigm that says that increasing travel speed saves time.  

The constancy of the TTB is challenged as it is only found at the highest aggregation level [58]. 
Most of these critiques start, oddly enough, by disaggregating the population and showing differences 
in travel time among different population groups. This approach ignores that the ‘constancy’ is 
assumed to exist only at the population level and not for individuals of small population segments.  

Kölbl and Helbing [59] relate travel patterns to the energy exerted by the traveler (the individual 
energy, not the energy consumption of the vehicles used) and show that this budget is a constant.  
It shows that all different transport modes follow the same distribution of energy used. Lin et al. [60] 
study the experience of travel time and find that cognitive distances are systematically underestimated 
at short ranges (<150 km) and overestimated at long ranges (>250 km). This result may support the 
idea that travel times are important as short distances of up to 150 km will involve trips near the 
average daily TTB of 60–70 minutes [52], making the trip ‘feel short’, while distances above 250 km 
will take much longer making their ‘feel’ to be rather long. 
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large distances. A total of international distances (round-trip) of 3.720 × 1012 (pkm) was found, or an 
average one-way distance of 2,531 km. This distance is 23% higher than the only other published 
global estimate of 2,051 km [2]. Significant uncertainties remain in both sets of numbers.  

Finally the GTTD has been enriched with domestic tourism. The methods used for the domestic 
number of trips are described in Section 3.1, while the estimates for distance travelled are given in 
Section 3.4. Section 3.2 describes time and money budgets and Section 3.3 distance decay and power 
curves. Both of these sections give some new (or renewed) elements for tourism geography and are 
both used for the domestic travel distance estimates in Section 3.4. 

3.1. Trips as Function of GDP 

Tourism trips per capita appear to be strongly related to GDP per capita (e.g., by Bigano et al. and 
Peeters et al. [8,38]). We assume that this relation is valid for both international and domestic trips and 
is linear but with a certain maximum number of trips. Hence, domestic trips for all countries were 
calculated using the following equations: 

  (1)  

and 

 (2)  

The number of departures per capita  are a maximised linear function of GDP per capita (PPP, 

purchase power parity) as given by Equation (1). Equation (2) gives the number of domestic tourist 
arrivals  for country i as a function of the total departures from this country minus the (already 
known) international trips . The coefficients are given in Table 1. GDP data generally were taken 

from IMAGE [41] but, in case image did not provide data, also from databases such as the CIA World 
Factbook [43,44].  

Table 1. Baseline values for the parameters determining trip generation (Peeters et al. [8]). 

Tourism market Ccy αcy Tmax 
Total trips 0.2888 0.00007343 5.0 

We used this method to estimate domestic tourism. The total global number of trips in the GTTD 
increased from 3.89 × 109 to 4.625 × 109.  

Figure 2 shows a comparison of the results of our method with the results from the method by 
Bigano et al. [38]. Our result is just 2.6% lower than the formerly published number of tourist trips of 
4.75 × 1012 [2]. The equation given by Bigano et al. would underestimate this total of 4.750 × 1012 by 
about 17%. 
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Unfortunately, global travel time data for tourism travel are non-existent. Therefore, a relationship 
between travel distance and travel is suggested to impute speed to the most common travel modes, as 
already proposed by Miossec in the 1970s [15]. Using the Mobility Survey Netherlands (MON [61]), 
Figure 3 has been constructed. MON contains detailed data for 200,000 trips per year generated by 
60,000 subjects. The focus of this survey is daily transport and most long international trips are 
missed. However, it is assumed that the way tourists use transport modes will not fundamentally differ 
from daily travel. The measured travel speeds were best represented (i.e., highest R2) by the power law 
model given by Equation (3), where V is the speed in km/hr, d the distance in km and CV and b1 are the 
model constants estimated with PASW Statistics 18.0.  

 (3)  

For the modes private boat, ferry, sea- and river-cruise, and local public transport (bus, tram), we 
assumed a constant speed because the number of trips in MON was too low or the scatter was too large 
to accurately calculate the speed. For cycling and walking we assume that these also have a constant 
speed independent of distance. Figure 3 shows the result.  

Figure 3. Transport speeds per transport mode as modeled from the MON database [61]. 
Power curve fit: (a) logarithmic plot for all distances; (b) linear plot for 0–1500 km. 

(a) 
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Figure 3. Cont. 

(b) 

 

The train data are based on conventional speed trains (less than 180 km/hr maximum speed). MON 
does not include high speed rail data, but we expect these will show comparable or better average 
speeds on trips up to 1,500 km. 

3.3. Distance Decay and Power Curves 

Early attempts to develop tourism geography [15,16,62] related transport system qualities such as 
cost, distance and speed to travel patterns in a conceptual manner, were inspired by gravity models. 
These models assume transport flows to be proportional to the ‘masses’ of origin and destination and 
inversely proportional to the distance between them [23,63-66], where distance is defined as a mix  
of physical distance, cost, travel time and discomfort. This idea is closely related to the ‘distance 
decay’ [62,64,67-69] theory that assumes the frequency of trips to be inversely proportional to 
physical distance. Distance decay has even been formulated as the ‘first law of geography’ (p. 236 in 
Tobler [68]), which says that “everything is related to everything else, but near things are more related 
than distant things”. Only a few authors have published distance decay for tourism [62,70-74].  

For global travel, McKercher [71] finds a surprisingly good fit for 2002 international arrivals, with 
just a small secondary maximum for the distance class between 5,001 and 6,000 km. For 2005, our 
GTTD shows the same maximum at 5,500 km and two more at 9,500 km and at 16,500 km  
(see Figure 4). The maximum at 5,500 km is mainly caused by transatlantic travel (63% between 
Europe and North America), while the maximum at 16,500 km shows most (79%) traffic between 
Oceania with either Europe or the USA. The 9,500 km maximum has no specific origin.  
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Figure 4. Distance decay and power curve for international arrivals in 2005 (data per 
nation; source: GTTD).  

 

Many phenomena in nature and society follow a bell shaped probability curve (e.g., the weight 
distribution of people, which has a clear average and reduced probability the farther away from this 
average). However, there is also a class of phenomena that follow a much different probability curve 
that has a very high probability at one end of the range of occurrences and very low at the other end. 
These power curve probabilities are often suggested for varying physical, natural, economic and social 
phenomena [75-81]. Examples of phenomena following a power distribution are earthquakes [75], the 
number of species in general [79], the use of words [77] and the distribution of wealth [82]. Generally, 
power curves do not cover the whole dataset but only from a certain minimum cut-off value of the 
phenomenon. Newman et al. [79] mention seven mechanisms in phenomena that may generate power 
curves in nature of which at least one, the random walk, may be applicable to tourism travel. The 
random walk literally means that the amount of time before a subject that makes random moves 
returns to his original position has a power probability (very frequent short times and very infrequent 
long times). These random walks, also called ‘Lévy Flights’ [83,84] have been shown to occur in 
human travel [85,86]. They are also shown [87,88] and disputed [89] for foraging animals. Section 4.1 
highlights Lévy Flights for Dutch travel and Section 4.2 for global travel. 

3.4. Country Size and Domestic Tourism Travel Distances 

The average distance domestic tourists travel will mainly be a function of the size of the country 
and to some extent the quality of the infrastructure. Based on data from the MuSTT study [90] we 
drafted a relation between the average domestic distance and the size (the area of land surface in km2) 
and fitted a curve to these data (see also Figure 5): 

 (4)  

where di is the average domestic one-way distance in km and Ai is the country’s land area in km2. The 
factor εq is an indicator of the quality of the road network, which we consider to be of a better quality in 
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developed countries, enabling higher travel speeds. To be consistent with former work, we set εq to 1.0 
for developed countries, designated OECD90 in the IMAGE models [41] and 0.8 for all other countries.  

Figure 5. Relation between land area (km2) and average one-way distance for domestic 
tourism (source: [90]). 

 

With the method described above, we know the number of domestic trips and the average distance 
travelled at the scale of nations. This information increases the total distance travelled in the world 
from 3.72 × 1012 billion pkm to 11.36 × 1012 billion. The new distance decay results for global tourism 
are given in Figure 6. 

Figure 6. Distance decay and power curve for global tourism (domestic and international; 
data per nation; source: GTTD).  
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Clearly the ‘power curve’ fit improved (see Figure 7), although it appears to be following two 
separate power curves: one in the domestic domain of distances and the other in the medium to long 
haul international domain. Without better national tourism data it remains unclear if the imputed 
domestic distance class distribution is realistic. 

Figure 7. Distance decay for global domestic and international tourism flows from the 
final GTTD with large domestic data points redistributed (smoothed).  

 

4. Tourism Geographies: Towards Sustainable Development 

In Section 4.1 the Dutch case will be introduced, as The Netherlands seems the only country with a 
sufficiently detailed database for Dutch outbound tourism (excluding business). This database includes 
information about the time and duration of the trip, transport modes, spending, and (imputed) 
distances. This information is needed to give some statistical evidence for the ideas presented in 
Section 3. In Section 4.2 we return to the global level of analysis. Some of the findings from the Dutch 
case are applied globally, and the flaws in contemporary global tourism geography, which is based on 
international travel, are discussed. 

4.1. Dutch Holiday Travel 

Dutch holidaymakers travel all over the world. Figure 8 is based on data from the Dutch 
Continuous Holiday Survey (CVO [91]) and shows all 104 of the largest international flows. The CVO 
survey distinguishes 299 destinations with a high resolution at short distances (e.g., at the province 
level in The Netherlands, Belgium, UK, Germany and France). Travel distances were calculated based 
on the great circle distances to these destinations [42]. These distances were increased by a certain 
factor per transport mode to accommodate for detours (see the Travelling Large report [92] for further 
details about the methods used). Furthermore, travel times were generated that are based on average 
travel speeds as a function of distance (see Section 3.2).  
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All domestic trips ended up in one of the first two distance classes. This distorts the figure, as, 
domestic trips will also be distributed in the same way as international trips, thus with most trips in the 
lower distance classes and fewer trips for medium to, in the largest countries, even for long haul trips. 
In the GTTD, the 15 largest domestic flows (0.1% of all data points in GTTD) represent 61% of all 
trips. Therefore, we have redistributed the 13 largest (all domestic) data points plus two additional 
large points that are in geographically large countries (Australia and Canada). These 15 data points 
represent 60.3% of all trips in the GTTD. For this analysis we assumed a power curve distribution for 
one-way distance classes with averages of 200, 400 and so forth up till 7,000 km. The power curve is 
as follows: 

 (5)  

where nT is the number of tourists, d is the average distance of a distance class, C is a constant and µ is 
the power coefficient. The minimum value dmin is defined by the following relation between C and this 
minimum value [78]: 

 (6)  

We used Equation (6) and the ‘known’ average value and maximum distance (measured using the 
Google Maps distance tool) to find a value for µ using Excel’s Solve add-in and fitting the trip 
numbers per distance class to the total known domestic trips. Table 2 shows the results. Note that the 
power law exponents are relatively low with the exception of France. Further research is needed on 
this issue.  

Table 2. Overview of the power law constants for the 15 countries with the largest 
domestic tourism demand. 

Distance (km, one-way distance) 
Country µ 

Maximum Minimum Average 

Australia 1.123 3,600 800 1,757 
Brazil 1.303 4,300 400 1,286 
Canada 1.155 5,200 600 1,908 
China 1.394 5,000 400 1,342 
France 2.698 1,200 400 536 
Germany 1.260 1,000 200 399 
India 1.235 3,500 200 813 
Indonesia 1.682 5,300 200 654 
Italy 1.781 1,200 400 610 
Japan 1.731 2,500 200 469 
Mexico 1.408 3,300 200 679 
Pakistan 1.612 1,800 200 450 
Russia 1.269 6,000 600 1,971 
United Kingdom 1.884 1,300 200 343 
United States 1.175 7,000 400 1,902 
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Clearly the ‘power curve’ fit improved (see Figure 7), although it appears to be following two 
separate power curves: one in the domestic domain of distances and the other in the medium to long 
haul international domain. Without better national tourism data it remains unclear if the imputed 
domestic distance class distribution is realistic. 

Figure 7. Distance decay for global domestic and international tourism flows from the 
final GTTD with large domestic data points redistributed (smoothed).  
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Figure 9. Trip distribution for distance travelled (a) and travel time (b) by Dutch 
holidaymakers (source: CVO [91]). 

(a) 

 

(b) 

 

Based on calculations of the carbon footprint of Dutch holidaymakers between 2005 and 2010, we 
found an increase in carbon emissions from holidaymakers, except for a dip in the economic crisis year 
2009. Both the growth and ‘dip’ are associated with the share of air travel and the average distance 
travelled; the number of trips was almost constant, giving support to the idea that travel time is more or 
less a constant. Thus, distance is the dependent and travel speed the independent variable. Both of 
these variables are strongly related in 2009 for length of stay, cost per day and travel speed (Pearson 
correlation in bivariate of distance is highest for average speed (0.818), followed by cost per day 
(0.464) and length of stay (0.402). The carbon footprint calculations include technological energy 
efficiency improvements calculated for air transport based on Peeters and Middel [97] and measured 
by the Dutch Statistical Office (CBS) for other transport modes in the Netherlands [98]. As speed and 
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Figure 8. Dutch holiday makers 104 largest international flows for 2009. Background 
shading gives the total distance (pkm) travelled to the destination country, while the wedge 
width is a measure of the number of trips. 

 

We tested the distribution frequency of trips per distance class (in classes of 1,000 km one-way 
distance from 0 up to 20,000 km) and found a power law best represented (largest R2, though still just 
0.71) and a coefficient of 2.06. Most of the scatter appears in the tail of the distribution, where 
numbers per class are low (see Figure 9(a)). This result gives some support for the power law relation 
of tourism travel by Dutch holidaymakers, but the result is much weaker than for the global case as 
shown in Figure 7. 

When a TTB is a valid proposition, it might be that travel time is the quantity measured by the 
human brain, acting as a reference to humans’ travel decisions. In that case, the power law for travel 
time should result in a better fit than for travel distance. Figure 9(b) shows that total travel time has a 
much better power curve relation than distance (exponent of 2.685 and R2 = 0.94). The idea that  
travel time is the main parameter in travel decisions has support in the literature concerning the  
TTB [45,49,50,56,57,93]. Kölbl et al. [59] tried to find a physical mechanism for TTB and found it in 
canonical energy use during travel. The idea that travel time might be related to daily energy use  
has been convincingly found for animals, as exemplified by the airborne time and energy use of 
kestrels [94-96]. For example, it appears that kestrels have a rather constant activity pattern with 
approximately 1 hour daily of flight/hunting, except during breeding season when this time increases 
to approximately 4 hours. However, 4 hours is still far short of the maximum activity time the birds 
physically could achieve. When the number of chicks in the nest is manipulated, those kestrels 
confronted with more chicks than they chose to raise showed a much lower survival rate the next 
season. This reduction might be a strong evolutionary mechanism that creates daily energy constancy 
of which daily movement (flight) is a derivative, giving support to Kölbl et al. [59]. 
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Figure 9. Trip distribution for distance travelled (a) and travel time (b) by Dutch 
holidaymakers (source: CVO [91]). 
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thin inter-regional flows. Also, tourism is now more attached to the richer parts of the world, and the 
‘special’ position of Europe has almost been lost.  

Figure 11. Global map of all flows between and within the IMAGE regions in 2005. The 
flows are measured in arrivals and include international and domestic tourists (income per 
capita for 2003 in 2000 USD; source GTTD). 

 

4.3. Mitigating Climate Change by Reducing Tourism Transport  

As shown in the literature, a large gap exists between emission reduction goals and mitigation 
options, such as improved technology, energy efficiency and switching from air and car transport to 
low-carbon transport modes (e.g., coach and train) [1,2,7,99]. The main, but not only, problem is that 
the growth in aviation volume outpaces the benefits of technological efficiency improvements [100-102]. 
One way to achieve substantial absolute emission reductions often suggested is to switch aviation to 
biofuels [103-105]. However, there are doubts about the life cycle reductions to be achieved with 
alternative fuels and problems such as space use, conflicts with food production, and potential loss of 
biodiversity [106]. It also appears that initially promising biofuels as Jatropha seeds [103], depend 
greatly on where the seeds are planted [107] and may have serious environmental, social and economic 
problems associated with them [108-112]. Some researchers recommend using caution when suggesting 
biofuels such as Jatropha will contribute to large scale greenhouse gas emission reductions [111,113]. 
In addition, technological solutions have, historically, often not lived up to their expectations [7,114,115]. 

These problems mean that another solution appears inevitable: decoupling transport volume growth 
from tourism growth, or, in other words, reducing the average distance people travel per tourist  
day [116,117]. Figure 12 shows Lorenz curves based on the GTTD for the relation between the share 
of trips and the share of total distance travelled, with trips ordered from short to long distances. The 
point labels show the ‘cut-off distance’ for the case of the fully developed GTTD, including the 15 
largest domestic flows redistributed over different distance classes. For example, the ‘2000 km’ point 
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Many developing countries in Africa, Asia and Latin America do not show any international arrivals 
because their international tourism flows do not belong to the 168 largest flows we selected. This map also 
reinforces the perception that Europe is the most important (international) tourism destination.  

However, these impressions are incorrect due to some serious caveats underlying the use of only 
international flows, as outlined in Section 3. First, international flows represent only 17% of all 
tourism trips as they ignore the 3.89 billion domestic trips (see Section 3.1). Second, international 
flows are based on flows between very uneven geographic entities, nation states, which are the main 
cause of the high density of flows in Europe and relatively small flows in North America and Asia. 
Therefore, we introduced a geographical division of the world that is based on the IPCC scenarios and 
gives a fairly equal mix of global population, economy and surface area [41]. 

Figure 11 uses the GTTD to show all of the relations between 17 out of the 18 world regions 
(Antarctica has no data) for both international and domestic tourism. This map looks rather different 
from the one in Figure 10. The short but thick intra-regional flows now dominate over the numerous 
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thin inter-regional flows. Also, tourism is now more attached to the richer parts of the world, and the 
‘special’ position of Europe has almost been lost.  

Figure 11. Global map of all flows between and within the IMAGE regions in 2005. The 
flows are measured in arrivals and include international and domestic tourists (income per 
capita for 2003 in 2000 USD; source GTTD). 
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Figure 13. Impacts of distance cut-off on global tourism flows. Income per capita for 2003 
in 2000 USD. (a) Unrestricted tourism flows, inter- and intraregional. Trips: 4.625 × 109, 
Distance: 11.360 × 1012 pkm; (b) Cut-off distance 6000 km, inter-and intraregional.  
Trips: 4.625 × 109, Distance: 9.482 × 1012 pkm, Distance reduction: 16.5%; (c) Cut-off 
distance 3000 km, inter-and intraregional. Trips: 4.625 × 109, Distance: 7.286 × 1012 pkm, 
Distance reduction: 35.9%; (d) Cut-off distance 1500 km, inter-and intraregional.  
Trips: 4.625 × 109, Distance: 5.370 × 1012 pkm, Distance reduction: 52.7%. 

(a) 

 

(b) 
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Figure 14. Average emission factors and standard deviation based scatter (source: [119]). 

 

5. Conclusion and Discussion 

This paper answered three questions: (1) is current tourism developing sustainably; (2) are current 
geographies/studies well equipped to assist policy makers in creating sustainable tourism development; 
and (3) how may the geography of tourism have to change to develop tourism sustainably. In short, the 
answers are: (1) tourism is not developing sustainably with respect to climate change; (2) the way in 
which current tourism geography is applied gives incomplete and sometimes misleading information 
to policy makers; and (3) sustainable development of tourism is impossible without substantial 
reductions of global travel distances in combination with a strong modal shift and additional 
improvements in energy efficiency in both transport and accommodations. These conclusions were 
reached by further developing older ideas from tourism geography and integrating them with some 
elements of transport geography; ‘New’ approaches include a focus on travel distance and travel time, 
the inclusion of all tourism (international and domestic) and a reconsideration of the nation as a basis 
for tourism flow data.  

The first conclusion is founded in the literature [1-3,8,9]. Tourism related emissions are expected to 
continue to grow through the end of this century, and emission reductions of more than 80% are 
required to avoid ‘dangerous’ climate change. The main drivers for the environmentally unsustainable 
development of tourism are the increasing number of tourism trips and, on top of that, an increase of 
average travel speed caused by an increasing use of air transport, and resulting in an increase of 
average distances travelled. By 2050, tourism may cause all of the CO2 emissions globally allowable 
within a scenario that assumes preventing ‘dangerous climate change’. This projection includes 
assumptions about improved technology but excludes a significant role of biofuels because the 
prospects for biofuels are generally estimated to be higher than can be realized in the short to medium 
term. The role of transport speed has been shown in the boost of distances travelled, that grow faster 
than the number of tourist-nights. A sustainable tourism sector should somehow embrace the idea of 
decoupling its growth from the growth of transport. The sector must somehow get away from the 
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Figure 13 shows the results for cut-off distances of 6,000, 3,000 and 1,500 km (one-way) distance, 
in terms of distance reductions of the travel pattern on global maps. Distance reductions vary between 
16.5% for a 6,000 km cut-off distance to and 52.7% for 1,500 km one-way cut-off distance. These  
cut-offs produce is substantial reductions of distances. However, the reduction of emissions may even 
be stronger as average emissions are some 20% lower for return distances below 2,500 km (see Figure 14). 
More importantly, the opportunities for emission reductions also improve greatly for the same short 
haul trips as the lowest attainable emission factors drop by 50–60% compared to return distances 
above 5,000 km. To achieve such larger reductions, strong transport mode shifts will be needed. 

 



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 305PDF page: 305PDF page: 305PDF page: 305

Sustainability 2012, 4 62 
 

 

Figure 14. Average emission factors and standard deviation based scatter (source: [119]). 

 

5. Conclusion and Discussion 

This paper answered three questions: (1) is current tourism developing sustainably; (2) are current 
geographies/studies well equipped to assist policy makers in creating sustainable tourism development; 
and (3) how may the geography of tourism have to change to develop tourism sustainably. In short, the 
answers are: (1) tourism is not developing sustainably with respect to climate change; (2) the way in 
which current tourism geography is applied gives incomplete and sometimes misleading information 
to policy makers; and (3) sustainable development of tourism is impossible without substantial 
reductions of global travel distances in combination with a strong modal shift and additional 
improvements in energy efficiency in both transport and accommodations. These conclusions were 
reached by further developing older ideas from tourism geography and integrating them with some 
elements of transport geography; ‘New’ approaches include a focus on travel distance and travel time, 
the inclusion of all tourism (international and domestic) and a reconsideration of the nation as a basis 
for tourism flow data.  

The first conclusion is founded in the literature [1-3,8,9]. Tourism related emissions are expected to 
continue to grow through the end of this century, and emission reductions of more than 80% are 
required to avoid ‘dangerous’ climate change. The main drivers for the environmentally unsustainable 
development of tourism are the increasing number of tourism trips and, on top of that, an increase of 
average travel speed caused by an increasing use of air transport, and resulting in an increase of 
average distances travelled. By 2050, tourism may cause all of the CO2 emissions globally allowable 
within a scenario that assumes preventing ‘dangerous climate change’. This projection includes 
assumptions about improved technology but excludes a significant role of biofuels because the 
prospects for biofuels are generally estimated to be higher than can be realized in the short to medium 
term. The role of transport speed has been shown in the boost of distances travelled, that grow faster 
than the number of tourist-nights. A sustainable tourism sector should somehow embrace the idea of 
decoupling its growth from the growth of transport. The sector must somehow get away from the 

0 

0.05 

0.1 

0.15 

0.2 

0.25 

0-749 1500-2249 3000-3749 4500-5249 6000-6749 

E
m

is
si

on
 fa

ct
or

 (k
g 

C
O

2/p
km

) 

Distance class (km roundtrip) 

Sustainability 2012, 4 61 
 

 

 
Figure 13. Cont. 

(c) 
 

 

(d) 
 

 

Figure 13 shows the results for cut-off distances of 6,000, 3,000 and 1,500 km (one-way) distance, 
in terms of distance reductions of the travel pattern on global maps. Distance reductions vary between 
16.5% for a 6,000 km cut-off distance to and 52.7% for 1,500 km one-way cut-off distance. These  
cut-offs produce is substantial reductions of distances. However, the reduction of emissions may even 
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A final methodological finding came from the analysis of the detailed Dutch holidaymaker data.  
It appeared that a ‘Levy Flight’ might be at work for travel time rather than travel distance. If that 
result is the case, this means that indeed travel speed will be the main or even the only parameter 
determining total distances travelled. Thus, effective mitigation policies should take reducing speed as 
a starting point, something also proposed by proponents of ‘slow travel’, although partly for different 
reasons [123,126,127]. It is recommended that further development of the approach to tourism 
geography as described above is necessary with the aims to better understand the mechanisms causing 
environmentally unsustainable development of tourism and to make the case for using reduced 
transport speeds as a policy to improve sustainable development.  

In many discussions about reducing tourism transport because of its environmental impacts, there is 
reference to the detrimental effects of such measures on developing countries because the economy of 
such countries (e.g., small island nations) depends significantly on tourism. These ideas are based on a 
general notion that tourists always need to travel long distances to many of these developing countries 
and that reductions in long haul travel will always result in a reduction of the local tourism industry. 
However, these notions are based on an erroneous view of global tourism, which ignores most tourism 
trips (domestic) and assumes that a trip not taken for one destination will be lost for the whole tourism 
sector. Exclusion of domestic tourism causes an exaggeration of the impacts on tourism flows as 
including domestic tourism would dilute the impact on trips by a factor of up to 5. The idea that trips 
made impossible will be lost for the whole tourism sector is typical for destination-based thinking. 
Indeed it is correct for a specific destination. However, the incentive to travel does not depend on one 
specific destination, but on availability of time and income of the tourist. This means that such trips 
will redistribute to other destination, which thus will benefit from the measure.  

Finally, our work has importance for the other, non-environmental, aspects of sustainability, such as 
the economic and social elements. Although we concentrated on environmental sustainability, it seems 
obvious that discussions about economic distribution effects and cross-cultural impacts would also 
likely benefit from a clear understanding of global tourism flows and the drivers causing them. Our 
recommendation is to do more research in establishing the economic and socio-cultural flows caused 
by tourism and then proceed to assess the positive and negative impacts. 
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highest speed transport modes or put more effort into selling other properties of travel than the shortest 
travel time.  

To answer the second question it has been shown that a spatially-based theoretical approach to 
tourism geography had been founded already by the 1970s, but that a lack of operationalization at the 
global level and the use of flawed global tourism data [33], though being a useful starting point, led to 
knowledge gaps and misleading information. First, all domestic tourism, approximately 80% of all 
global trips, is not included. Second, the data takes the nation as the basis for measurement. This basis 
is unfortunate as nations vary by up to eight orders of magnitude in size (geographic, population, 
economic), which means that data points are not consistent (e.g., compare domestic travel within 
China with that within Monaco, both of which are an equal record in a nation based global database). 
Finally, almost all tourism databases fail to provide origin-destination data and thus exclude transport 
volumes. We developed the GTTD using the UNWTO data for international arrivals, additional EU 
and Dutch data, and some known and novel general relationships or ‘rules of thumb’. A linear 
relationship between tourist trips and GDP per capita delivered the number of domestic trips, while 
domestic distances were extracted from the relation between the size of a country and the average 
distance of domestic tourism found for EU tourism. The possible existence of a power law describing 
the trip frequency as function of travel distance, related to the phenomenon of distance decay, allowed 
for redistribution of the largest domestic markets (e.g., China, the USA) over several distance classes. 
Although distance decay has been demonstrated by some authors for international tourism, detailed 
data for Dutch holidaymakers revealed that travel time (total in-transport time) follows the power law 
much better than travel distance. To find this result, the relation between travel distance and average 
travel speed for a range of transport modes has been found from another Dutch database that describes 
daily mobility. Figure 3 is the first published figure to use such data, although the idea for such 
relations stems at least from the 1970s [15]. Finally the problem of the nation as unit of measure, has 
been tackled by introducing the 18 SRES world regions, which are more even and differ by less than 
one order of magnitude in size. Ideally, a global database should be based on standardized areas (e.g., 
100 × 100 km2) containing data at the origin destination level for the number of trips, transport modes, 
distances, and spending habits. However, such a database may reach prohibitive sizes with current 
computer technology [120]. Interestingly, such tourism models might be coupled to down-scaled 
climate models, though some climatologists doubt the accuracy of these detailed models [120]. 

The GTTD is based on a large set of estimates and assumptions that create uncertainty about its 
validity. Therefore, we recommend the start of a new line of research on the intersection of tourism 
and transport geography to substantiate or reject the hypotheses about travel time and distance power 
laws, trip generation, and accessibility. However, the conclusion of this study, that sustainable tourism 
will not be achieved without somehow decoupling tourism growth from tourism transport volume 
growth has wide support [8,9,121-125]. A reduction of tourism trip one-way distances to below  
1,500 km, affecting 20–25% of all trips, may reduce total travel distance by 57% and emissions by 
approximately 65%. Such reductions would also allow for a modal shift from air (and car) to rail and 
coach, enabling a total reduction of emissions of up to 90% with current technology and at current trip 
numbers. This two-pronged (combined transport volume reduction and a shift to more efficient transport 
modes) improvement of sustainability has thus far been ignored by most scholars and policy-makers but, 
as we have shown in the methodological sections of this paper, probably on flawed grounds.  
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This paper explores the creation and use of a long-term global tourism transport model
for private and public sector tourism policy makers. Given that technology is unlikely
to reduce tourism transport’s impact on climate change sufficiently to avoid serious
dangers, behavioural change is necessary. The model presented here helps policy makers
and the tourism sector evaluate behavioural change measures. Such tools to assess long-
term (up to a century) policy impacts do not currently exist. Projecting behavioural
change over such long periods is difficult with contemporary economic modelling. This
paper’s model is founded in psychological economics theory and mechanisms at work in
product diffusion. It describes the tourism system based on identifiable mechanisms and
not on statistical relations with only current validity. It delivers global numbers of trips
and distances travelled per transport mode as a function of transport cost, travel time,
population and income distribution. The model is based on theories including product
innovation theory (Bass model) and prospect theory (psychological value). It has been
successfully calibrated to tourism development between 1900 and 2005 and tested
against future low and high growth economic and demographic scenario combinations.
Implications for tourism travel and climate change are discussed.

Keywords: tourism transport; travel behaviour; prospect theory; utility; behavioural
economics; bass diffusion

Introduction

Tourism emits 5% of anthropogenic carbon dioxide emissions of which about 75% is caused
by tourism transport (Scott, Peeters, & Gössling, 2010). If historic developments continue,
it will be very difficult for tourism to significantly reduce its emissions to a sustainable level
(Scott et al., 2010). Technology-based efficiency improvements have so far been outpaced
by volume and demand growth (Chèze, Gastineau, & Chevallier, 2011; Owen, Lee, & Lim,
2010; Sgouridis, Bonnefoy, & Hansman, 2010). Therefore, changes in demand and travel
behaviour will be inevitable to achieve sustainable tourism development with respect to
climate change. Further, most current tourism studies cover only international trips, just
16% of all global tourism trips (Peeters & Dubois, 2010). Finally, a long-term horizon
is needed, up to at least the year 2100 in most climate scenarios (Girod, van Vuuren, &
Deetman, 2012; Girod, Wiek, Mieg, & Hulme, 2009; IPCC, 2000; Rogelj et al., 2011) and
even up to 2300 (Moss et al., 2010). The main reasons for such a long-term focus in climate
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change scenarios are the “long-term (decades to centuries) trends in energy- and land-use
patterns” and because of “the slow response of the climate system (centuries) to changing
concentrations of greenhouse gases” (Moss et al., 2010, p. 748). Most existing tourism
demand models (Lim, 1997) and many tourism scenario studies cover only time horizons
of 15–20 years (e.g. Forum for the Future, 2009; Schwaninger, 1984; UNWTO, 2011; WTO,
1998). Only a few studies take wider horizons, all dedicated to tourism and climate change
(Ceron & Dubois, 2007; Mayor & Tol, 2010; Müller & Weber, 2007). Suitable system-
based models for global tourism do not exist. Econometric models find increasing validity
problems when describing longer-term futures; the coefficients defining such models are
statistically derived, but not necessarily founded in the real world mechanisms of behaviour.

This paper’s goal is to create a tourism travel behaviour model founded in system
dynamics, product diffusion and psychological mechanisms. System dynamics can model
systems that lack data, proven theoretical foundations, and need longer simulation periods
(Sterman, 2000). The paper explores a way to develop a novel tourism behaviour model
that describes travel behaviour in terms of trips and distances travelled per transport mode
at the global scale. Tourism’s CO2 emissions are, for a given level of technology, deter-
mined by trip numbers, distances travelled and transport mode (Peeters & Dubois, 2010).
Therefore the model must provide estimates of trip numbers and distances per transport
mode. Important model inputs are travel cost, travel time, income distribution, GDP/capita
and population. Secondary inputs are transport infrastructure and technology that will af-
fect both travel cost and travel time. The behavioural model has been created and tested
with a dynamic version of the Global Tourism Transport Model (GTTMdyn). Two versions
of GTTMdyn preceded the dynamic version: a basic version, GTTMbas programmed with
Excel, with linear extrapolations and an advanced version, GTTMadv, programmed in Pow-
ersim Studio (version 7), mainly based on linear projections but with automatic scenario
generation capabilities used for back-casting towards certain emission goals. The GTTMbas

and GTTMadv models are described by Dubois, Ceron, Peeters, and Gössling (2011) and
Peeters and Dubois (2010).

The ultimate goal of the GTTMdyn model is to provide insights into the impacts of
tourism on greenhouse gas emissions and the effectiveness of policies to mitigate those
emissions. The model will cover the period up to the year 2100. A consequence of that long
time span is that we will need to calibrate the model over a similar period, i.e. from 1900
to 2005. The model must be able to handle the development of a completely new transport
mode, civil air transport, that became available from c. 1920 (Ananthasayanam, 2003).
Furthermore, GTTMdyn should be able to handle a wide range of policies governing travel
cost, time or speed, infrastructure capacity and psychological factors in decision-making
processes of tourists (Schäfer, 2012). The long-term and the global character of GTTMdyn

forms a challenging combination to the behavioural (demand) part of the model (Schäfer,
2012).

A common approach in transport modelling is the “four-stage” model (Bates, 2008).
The stages are trip generation, trip distribution, modal split and assignment to the grid
or infrastructure. In GTTMdyn we need the trip generation, distribution and mode-choice
stages, but not the grid assignment stage, as detailed global networks are not defined in the
model for the main transport modes. In most transport models trip generation is a function
of population characteristics including income, age, household and trip properties such as
motive. Generalised cost (a combination of cost and monetised travel time and sometimes
discomfort) is ideally taken into account, but often ignored (Bates, 2008). Trip distribution
and modal choice generally are modelled as (multinomial) logit models (Bates, 2008).
Multinomial logit models are used in many studies for tourism demand (Huybers, 2003;
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Lyons, Mayor, & Tol, 2009; Nicolau, 2008) and tourism transport demand (Bieger, Wittmer,
& Laesser, 2007; Pettebone et al., 2011). Such models determine the probability of choice
for each alternative using an exponential function of utility (Morley, 1994; Papatheodorou,
2006).

Another line of modelling is based on the use of constant elasticity for travel cost and
travel time (Schäfer, 2012). Schäfer (2012) shows that most large-scale transport models
use a constant elasticity of substitution (CES) or price elasticity as the basic demand
function, and in some cases, additionally, a logit type of model to govern distribution
of trips over transport modes. Distances are generally determined from distances between
(world) regions as given by Schäfer (2012, p. 31). The problem with elasticity-based models
is that elasticities are more a statistical artefact than a factor that represents any specific
“psychological” behaviour. Elasticities differ when taken over different time periods and
general validity is low which is shown by the very wide range of values obtained from
different studies for the same kind of behaviour, e.g. choice between air and car transport
(Oum, Waters, & Fu, 2008).

The kinds of modelling described above are founded in the standard economic model
(SEM). The main axioms of SEM are that economic agents make rational decisions, are
motivated by utility maximisation, are purely selfish, ignore the impact on others’ utility,
are Bayesian probability operators, have consistent time preferences (i.e. the discount
rate is constant over time) and consider all income and assets to be completely fungible
or freely interchangeable (Wilkinson, 2008, p. 5). Mounting criticism of SEM claims
that almost none of the above axioms seems to be valid in the real world and result
in different strands of thinking like behavioural economics (Wilkinson, 2008) including
prospect theory (Kahneman & Tversky, 1979), evolutionary economics (Dopfer, 2005) and
ecological economics (Daly & Farley, 2004). It seems risky, specifically in the context of a
systems model for a long-term analysis, to ignore known discrepancies in human economic
behaviour. Therefore, the behavioural model of GTTMdyn has been founded on insights
from prospect theory (Kahneman, 2011; Kahneman & Tversky, 1979) as will be further
elaborated in the next section.

The model

An overview of GTTMdyn

The GTTMdyn is a system dynamics simulation model programmed by Powersim Studio
9.2. System dynamic models (SDM) are based on stock and flow structures, e.g. the number
of adopters of a certain product is the result of the flow from potential adopters to adopters
(Forrester, 1971; Sterman, 2000). Another basic characteristic of SDM is the ability to easily
add feedback loops like the effect that adopters may have on the awareness of potential
adopters of the existence of the product. This makes it suitable to construct models beyond
normal economic equilibrium modelling. SDM is often used where there is a lack of basic
theory, lack of detailed data, complexity and flawed cognitive maps (e.g. ignoring >80%
of trips – those that are domestic – in most tourism studies), all of which play a role in the
assessment of long-term tourism behaviour (Sterman, 2000).

From the introduction, the requirements for the GTTMdyn demand model are that it
is:

(1) able to handle both international and domestic tourism trips independent of geo-
graphical regions,
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(2) able to handle completely new choice options (like the emergence of aviation in the
1920s),

(3) based on psychological mechanisms governing travel behaviour rather than pure
econometric/statistical relations,

(4) able to show effects of long term policies changing travel cost, travel time, infras-
tructure capacity and psychological factors in choice behaviour, and

(5) able to deliver long term policy analysis from 1900–2100 (Lempert, Popper, &
Bankes, 2003).

The first requirement is fulfilled by defining the model in trips per transport mode and
distance class rather than trying to model all flows between and within all countries in
the world. Global trip generation is based on global income distribution and population
size (Peeters & Landré, 2012). The second requirement is solved by choosing a product
diffusion model as the core of the behavioural model, as proposed by Bass (1969). The
“Bass diffusion model” assumes that new product diffusion starts with commercial adoption
caused by commercial activities and is then gradually taken over by a social adoption (word-
to-mouth) mechanism until the market is saturated. In GTTMdyn the number of potential
adopters, the “reservoir” that commercial adoption acts upon, is a function of global income
distribution. The third requirement is implemented by using the psychological value (PV)
from prospect theory rather than linear utilities. In GTTMdyn the PV of generalised travel
cost (cost plus weighted time) and distance (as attractor) is used. Choice probabilities are
estimated using PV in the exponential form of multinomial logit models (Bates, 2008;
Ortúzar & Willumsen, 2011; Papatheodorou, 2006). These probabilities and PVs provide
the Bass model with growth factors for, respectively, commercial and social adoption. In
this way the Bass model is made sensitive to changes in income, population size, travel cost
and time and thus, all social–economic scenarios and policies affecting these parameters
(fourth requirement). As we have made both the Bass models more dynamic, accounting
for long-term changes in income and population, and have founded the behaviour model
more in psychological theory, we feel GTTMdyn is well equipped to fulfil requirement five
as well.

Figure 1 shows the general layout of the behavioural model in GTTMdyn (thus, not the
whole GTTMdyn which is much more complex). The main (sub-)models are:

(1) A global Trip generation model which calculates global number of trips as a
function of GDP/capita distribution (Peeters & Landré, 2012). The GDP and
population data are exogenous from several historic databases and future sce-
narios (see supplementary data file 1 to the web-based version of this paper at
www.tandfonline.com/JOST).

(2) Three Bass models, one per transport mode. The diffusion of transport modes is
based on a Bass model approach (Bass, 1969, 2004; Bass, Krishnan, & Jain, 1994).
Each Bass model delivers the distribution of trips over distance class for its transport
mode.

(3) Based on the Bass model output, three PV models, one for each transport mode,
calculate the PV per mode and distance class law (Kahneman & Tversky, 1979;
Timmermans, 2010) based on generalised cost (weighted money plus weighted
time) and distance within some constraints (e.g. infrastructure and fleet capacity
and travel time constraints).

(4) The PV values are fed to the PV based growth model. This model calculates growth
factors proportional to the PV values of each market i, j, and the probability of
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Figure 1. Overview of the GTTMdyn behavioural model. Note: The complete GTTMdyn will be far
more complex including infrastructure, car ownership, environmental impacts, and economic and
other modules. In this paper we describe only the behavioural part of the GTTMdyn. PVij is the
psychological value, Pij the probability of choice and µtripi j

the trip growth rate all for mode i and
distance class j.
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choice of each of the 60 markets (Morley, 1994; Nijkamp, Reggiani, & Tsang,
2004; Papatheodorou, 2006).

The model has a typical feedback structure: the Bass model delivers the trips distri-
bution, which delivers input for the PV model, that again feeds into the PV based growth
model and back to the Bass model. System dynamic modelling is pre-eminently suitable
for such modelling problems.

The GTTMdyn behavioural model has the following main characteristics:

• Inputs: global GDP/capita, income distribution, global population, travel cost per
transport mode and distance class, and travel time per transport mode and distance
class. Indirectly inputs for instance for infrastructure and transport technology in-
vestments will affect both cost and travel time and thus, tourism travel behaviour.

• The main outputs are trips per mode i and distance class j. The distribution over
distance classes delivers an estimate of the average and total distance travelled.

• Transport modes are air, car and other (mainly rail and coach and including high-
speed rail).

• The distance classes are defined in a way that the average distance per class
increases according to an exponential function to accommodate a much higher
resolution at short distances and still keep the total number of distance classes
low: 50–100, 100–125, 125–175, 175–225, 225–300, 300–400, 400–525, 525–675,
675–900, 900–1175, 1175–1550, 1550–2025, 2025–2650, 2650–3500, 3500–4600,
4600–6025, 6025–7925, 7925–10425, 10425–13700, 13700–∞. The second dis-
tance class may look a little narrow, but the main parameter used in GTTMdyn is the
average distance per class; the class limits do not play a role in the model, except in
calibrating to historic data.

• All monetary data have been set to US 1990$ using conversion rates from Pele (2012)
and Sahr (2011).

The following section describes all models. A summary of equations and list of symbols
can be found in the supplementary data file 1 to the web-based version of this paper at
www.tandfonline.com/JOST.

The trip generation model

The trip generation model provides the total number of tourist trips for every simulation
year. Several authors show that the decision to travel is more or less independently taken,
i.e. not weighted extensively to spending on other goods or services (Papatheodorou, 2006;
van Raaij, 1986). This means that trip generation is more or less exclusively determined by
income (with GDP/capita as proxy) and is independent of the cost of tourism trips. The latter
is obvious as the tourism product has a very wide range of costs, allowing people always to
adapt. Bigano, Hamilton, Lau, Tol, and Zhou (2004), Peeters and Landré (2012) and Peeters
and Dubois (2010) show the existence of a single linear relation between GDP/capita and
the number of trips per capita. Furthermore, some evidence from the Netherlands (Mulder
et al., 2007) shows the existence of a maximum number of trips per capita, where other than
financial constraints become limiting (most likely time constraints). The general equation
for trips per capita τT in a particular year and for a specific economy (GDP/capita) is:

τT = max
(
τTmax , Ccy + αcy × GDPcap

)
(1)
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Table 1. Baseline values for the parameters determining trip generation (source: Peeters & Landré,
2012).

Tourism market Ccy αcy τTmax

Total trips 0.2888 0.00005832 5.0

Note: The value of αcy is re-calibrated to global tourism data for 2005 given by (UNWTO-UNEP-WMO, 2008)
because of inclusion of a maximum number of trips for a share of the population above the limit – values for
income in US 1990$.

with Ccy and αcy constants fitted from data, GDPcap is GDP/capita and τTmax the maximum
number of trips per capita. The coefficients are given in Table 1.

The income above which the maximum number of trips per capita occurs is derived
from Equation (1),

GDPcapthr
= τTmax − Ccy

αcy
(2)

and is $80,780/capita in US 1990$, the currency used for all data in GTTMdyn.
The overall average number of trips per capita now is found from the average GDP/capita

below GDPcapthr
and the share of the population above GDPcapthr

times the maximum number
of trips.

Product diffusion: Bass models

In contemporary economic models growth is generally defined in terms of a growth factor
per year times the existing volume. However, this creates a problem when a new product
is introduced to the market meaning the growth factor is multiplied with a zero market,
preventing the market to emerge. To handle such new products diffusion Bass (1969) intro-
duced the “Bass model” by defining potential adopters, adopters, innovators and imitators.
The innovators are potential adopters that acquire the product independently of the num-
ber of existing adopters, while imitators do so because of existing adopters. Bass models
assume commercial growth to be driven by advertising and marketing and social adoption
by word-of-mouth mechanisms from adopters to potential adopters. The growth rate of
adoptions is defined as

nat+1 = cc × Npt + cs ×
Nt × Npt

Nt + Npt

(3)

with nat+1 as the growth rate of adoptions at time t + 1, Npt the number of potential adopters,
Nt the number of adoptions at time t, cc the commercial adoption coefficient and cs the
social adoption coefficient (Maier, 1998). According to Rich (2008), cs represents both
a contact rate between adopters and potential adopters and a success coefficient of such
contacts. Generally, these are considered to be constants and are taken into one coefficient
cs.

In many Bass model applications, the two coefficients and the sum of potential adopters
and adopters are constants. In GTTMdyn this is not the case, because on the long time
scales that GTTMdyn runs, the idea of a constant population of potential adopters and
adopters is not valid: almost all people living at the start of a simulation run will have
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died by the end of the run a century later. Furthermore, the properties of the product –
a certain transport-mode–distance-class combination – is certainly not constant over such
long time spans. Therefore, in GTTMdyn the coefficient cs is not taken as a constant,
but as the growth factor derived from the development of the PV for all modes i and
distance classes j, an approach also proposed by Maier (1998). Secondly, the number of
potential adopters is restricted by financial or other constraints (Rich, 2008). In GTTMdyn

we assume the number of potential adopters per market (the 60 transport-mode–distance-
class combinations) to be a function of population with sufficient income to acquire the
travel. For this we defined “sufficient income” as a fraction of income of the average ticket
cost for a certain market. These coefficients are determined by calibrating the model (see
section discussing Calibration). A common measure for income distribution is the Gini
coefficient (Gini, 1912). Gini measures the deviation from a fully equal income distribution
as given by the Lorenz curve (Koo, Quan, & Rasche, 1981). With a Gini coefficient of 0
all incomes are equal, while a coefficient of 1.0 means only one person of the population
earns all income. Several authors published historic Gini coefficient time series (Atkinson &
Brandolini, 2010; Bourguignon & Morrisson, 2002; Dowrick & Akmal, 2003; Korzeniewicz
& Moran, 1996; Milanovic, 2002; O’Rourke, 2001; Pinkovskiy & Sala-i-Martin, 2010). An
important novelty in the GTTMdyn is an algorithm that calculates the share of the population
above a certain limiting income for given a Gini coefficient. A description of this method
can be found in the supplementary data file 1 to the web-based version of this paper at
www.tandfonline.com/JOST.

There are three Bass models in GTTMdyn, one for each transport mode. In these Bass
models the commercial and social “constants” are linked to the psychological value PV for
each mode i and distance class j combination.

nat+1i j
= cci × Pi j × Npti j

+ csi νi j ×
Nti j × Npti j

Nti j + Npti j

(4)

with Pij as the probability of choice of alternative ij (see Equation (10)) and ν ij the PV of
alternative ij (see Equation (9)).

The Psychological Value model

Introduction

The SEM often uses expected utility as its base for modelling discrete choices, even though
it has been known since the 1950s that there are problems with the axioms (al-Nowaihi,
Bradley, & Dhami, 2008). Expected utility is calculated as a linear weighted summation of
all attributes of each choice alternative (see e.g. Nijkamp et al., 2004; Ortúzar & Willumsen,
2011). Therefore, Kahneman and Tversky (1979) modified “expected utility” into “PV”.
Van de Kaa (2010) gives an overview of the differences between prospect theory and
expected utility theory of which the most relevant for our study are:

(1) Framing: people base choices on a reference point and value increases of a utility
as gains and a decrease of utility as losses.

(2) Change-oriented framing: choices are not made referring to the current state, but
based on marginal changes – gains or losses – to the current state.

(3) Loss aversion: a certain loss is valued higher than a gain of the same magnitude.
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Figure 2. The reference point is at the origin of the axes, gains are valued less than losses, gains are
positive and losses negative, and both values diminish with deviation from the reference point (based
on Kahneman & Tversky, 1979, p. 279).

(4) Diminishing sensitivity: “The marginal value of both gains and losses generally
decreases with their magnitude” (Kahneman & Tversky, 1979, p. 278).

Based on the above assumptions, Figure 2 shows the differences regarding loss aversion
and diminishing sensitivity between expected utility and prospect theory. The sharp change
in slope at the origin represents loss aversion. The deviation of the expected utility line
represents the diminishing sensitivity.

The PV function follows a power law (Kahneman & Tversky, 1979; Timmermans,
2010):

vingain = xα
in

and
vinloss = −λ × xβ

in

(5)

with vin as the PV of attribute xin with i indicating the alternative, n the attribute and λ the
loss aversion factor. The gain equation accounts for values of xin ≥ 0 and the loss equation
for xin < 0 (therefore the minus sign before λ). The power law coefficients α and β have
a value between 0.0 and 1.0 and λ larger than 1.0. Van de Kaa (2010) found a value of
2.0 for λ based on 20 experiments, which is slightly lower than the range 2.0–2.5 given by
Kahneman (2003). Furthermore, al-Nowaihi et al. (2008) show formally the validity of the
equation, but also that α and β should be equal.

Often it is assumed that the current situation of a person, e.g. in the current travel from
the Netherlands to the south of France at 1100 km, can be considered to be the reference
state, i.e. this 1100 km. However, there is evidence that the reference point is better framed
as an aspiration level (Kahneman & Tversky, 1979; Van de Kaa, 2010, p. 307). For GTTMdyn
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we have chosen to take the reference point for each attribute as a mix of the PV average
values per transport mode (a proxy for own reference) and for all 60 markets (a proxy for the
general aspiration level). A coefficient between 0 and 1 governs how much of the perceived
reference is determined by the own transport mode (air in the case of the PV calculated for
air transport) and by the average over all transport modes (the latter when the factor is 0).
This coefficient is one of the calibration variables.

The attributes

The most frequently used independent parameters in tourism economic modelling are
income, relative prices and transport cost (Lim, 1997). In transport modelling the main
independents are generalised cost (the weighted sum of travel cost and time and often some
other transport resistances like discomfort) and attractors like the sizes of the population,
work forces and economies at the origin and destination (Bates, 2008). In GTTMdyn we
only use travel cost and travel time as generalised costs. GTTMdyn does not define origins
and destinations, thus, it is not possible to define attraction in this way. Our hypothesis is
that in tourism travel, physical distance can be used as a proxy for attraction, meaning that
a further away destination, all other (perceived) properties equal, is more attractive than a
closer destination. Frändberg and Vilhelmson (2011, p. 1236) find that individuals try to
increase “spatial reach, presenting people with new opportunities”, which is valid for “the
transnational and global levels”, thus pointing to a positive value of distance. The desire
to travel further away is acknowledged indirectly by Mitchell (1984, p. 11) as increased
travel is explained as the result of reduced constraints “as more and more people in the
urban-industrial economies of the world have the time and financial ability to engage in long
distance travel”. The perception of distance as a factor enhancing the tourism experience
has been shown to – conceptually – be a driver towards travelling longer distances (Ram,
Nawijn, & Peeters, 2013).

The generalised cost is calculated using the value of travel time (VoTT) for the three
main transport modes based on the values given by Roman, Espino, and Martin (2007).
Table 2 gives the values used in GTTMdyn. However, VoTT is not constant over time (Gunn,
2008) as VoTT decreases at half the rate of growth of income. This has been implemented
in GTTMdyn assuming an elasticity of −0.5 for VoTT with respect to income. Again all
VoTT values are converted to US 1990$ using conversion rates from Pele (2012) and Sahr
(2011).

For each attribute n (1 = generalised cost, 2 = distance), the normalised attribute value
xijn is calculated using the following equation:

xi jn = csign ×
(
υi jn − υrefni

)

υrefni

(6)

υrefni
= ζi × υi + (1 − ζi ) × υall (7)

where υ ijn is the distance (n = 1) or generalised cost (n = 2), υrefni
the reference value which

is a mix of average υall for all transport-mode–market combinations and υi is governed by
the weight of mode i’s only reference factor ζi ; csign is a factor that determines the sign of
the attribute value: it is +1 for n = 1 and −1 for n = 2.
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Table 2. Value of travel time as based on data given by Roman et al. (2007).

Transport mode €2004 1990$ (Geary–Khamis) Assumptions

Air 12.69 10.92 Assumed the average of
one-third is business and
of two-thirds is economy
class

Car 12.05 10.38 On average three persons
per car (for tourism)

Other (ex-HST) 11.45 9.86 Average conventional rail
and bus

HST 14 12.05 As in Roman et al. (2007)

Other
VoTT2004$ = αHST × 14.00 + (αHST − 1) × 11.45
and
VoTT1990$ = αHST × 12.05 + (αHST − 1) × 9.86

Weighted sum of HST
(share is αHST) and other
(non-HST)

Notes: (1) The conversion from € to $ is taken from Pele (2012), the conversion from 2004 to 1990 $ is based on
Sahr (2011).
(2) HST refers to high-speed train.

The PV based growth model

The growth model

The PV based growth model delivers the growth rates for social adoption and the choice
probabilities used in the commercial adoption parts of the Bass model. The psychological
value vij is calculated for each transport mode i and distance class j using the power law
given by Fishburn and Kochenberger (1979) and Timmermans (2010), and making use of
Equation (5).

vi j = if

(

xi jn ≥ 0,

2∑

n=1

ωPVin × xα
i jn,−λ ×

2∑

n=1

ωPVin × xα
i jn

)

(8)

in which ωPVin is a weighting factor between the generalised cost (always 1.0) and distance
(the distance weights are calibrated per mode i between 0.2 and 5.0).

The probability of each alternative market ij is calculated using the following multino-
mial logit model (Nijkamp et al., 2004):

Pi j = eνi j

I,J∑
i=1, j=1

eνi j

(9)

where Pij is the probability of choosing an alternative with transport mode i and distance
class j, ν ij the direct utility associated with option i and j is the normal exponent.

The probability of each alternative is used as the base for the commercial adoption
factor cc of Equation (4). The growth µtripsi j

per market ij is calculated as follows:

µtripsi j
= τi j ×

(
Cfiti j × νi j + &µtrips + &µtripsdom

)
(10)

with τi j as travel time constraints (values between 0 and 1, see further down), Cfiti j a
calibration factor that fits the PVs to “normal” growth rates, &µtrips a factor that equals the
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error of the average trip growth rate from Equation (10) and the calculated growth rate with
Equation (10), both of the previous year, and !µtripsdom

the dominance growth factor (see
further down) from Equations (11) and (12).

Market dominance and compromise

As the behavioural model of GTTMdyn must handle large changes in transport-mode choice,
there is a particular effect that might become important, which is “market dominance and
market compromise”. The attraction of certain markets appears to be not only a function
of its direct attributes but also of its position within choices and the size of the market
(Simonson, 1989). The first effect is coined as the “compromise” effect, in which a product
with “middle” attributes has more attraction at the cost of product with more extreme
attributes. The latter effect is known as the “market dominance attraction”. Part of this effect
is caused by a reduction of abandon rates, because that entails “extremely large switching
costs that deter consumers from adopting new alternatives even if they are superior” (Lee &
O’Connor, 2003). But dominant products also have a higher attraction as a choice for such
a dominant product is more easily justified towards one’s peers (Simonson, 1989). This
effect is modelled by formulating an additional growth to the dominant transport mode per
distance market at the cost of the growth of the smallest market, where a reduction growth is
applied. The latter keeps the overall growth at the level given by the trip generation model.
The dominance growth/decline is calculated as follows:

For the mode with highest share,

!µtripsdom
= cfitdom × µtrips × σtmmax (11)

For the lowest mode share,

!µtripsdom
= −cfitdom × µtrips × σtmmin (12)

where !µtripsdom
is the growth added to overall trip growth, cfitdom a constant “dominance fit

factor”, µtrips the average growth of all trips, and σtmmax the highest and σtmmin the lowest
share of the three transport modes (per distance class). The calibrated cfitdom is 0.1797. This
additional rate of growth is added to the social adoption part of the Bass model as it is a
part of social mechanisms.

Constraints

Many economic and behavioural models, including discrete choice models, assume the
choice to be limited by “physical” constraints of time and money (Papatheodorou, 2006).
The money constraint is accounted for by the Bass model’s limiting income assumption.
So the main constraint is travel time. Very long distances with surface transport modes
are blocked by travel time constraints. From the Dutch continuous holiday survey (CVO,
NBTC-NIPO, 2011) we have calculated the occurrence of return travel times and found
different constraints per transport mode. The lower end of the last bin with significant
numbers of trips was chosen as the start of limiting travel times. This appeared to be
52 hours (return trip time) for both air and car and 42 hours for rail and bus/coach. We
assume that a restriction of the growth factors will start at this limiting travel time with factor
1.0 (no restriction), linearly going down to 0.0 at 25% above the limiting time (these 52 or
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42 hours). These time constraints are applied directly to the growth rates and probabilities.
So the following constraints are applied:

• Air transport shortest distance class (50–100 km) is always set to zero.
• Air transport maximum return travel time constraint is set between 52 at 1.0 and

linearly down to 0.0 at 65 hours.
• Car transport maximum return travel time constraint is set between 52 at 1.0 and

linearly down to 0.0 at 65 hours.
• Other transport maximum return travel time constraint is set between 42 at 1.0 and

linearly down to 0.0 at 52.5 hours.

Calibration

The behavioural model of GTTMdyn as described above has been calibrated to historical
data over the period 1900–2005 (see supplementary data file 1 to the web-based version of
this paper at www.tandfonline.com/JOST).

For calibration we used the evolutionary optimisation module of Powersim Studio 9
(see Hansen, 2006 for background information). This Powersim procedure requires the
definition of objectives (the values of model output desired) and decisions, the variables
that the module may change to reach the objective. For calibration we defined the objective
to reduce the error between number of trips and distances per transport mode as calculated
by the model and the historical data below a certain (low) value. The errors are calculated in
a cumulative way by summing the square of the error fractions for each year between 1900
and 2005. Because of the mounting uncertainty going back into history and to achieve a
good fit for the year 2005, the starting year for future simulations, we have weighted recent
errors higher than errors further back in history. This is achieved by calculating the square
of the fraction of the error with respect to the final value in 2005 and not the historic value
for each year. As all three transport modes show considerable growth between 1900 and
2005, this effectively weighs the errors of the final years above the errors of the early years.
One problem occurred with the cumulative error for the distance for other modes. After
extensive testing with cumulative errors only, it appeared either the other final distance
was far out of the 2005 historic value or the calibration found no solution with reasonably
low errors set for all trip and distance errors within the maximum of 1000 optimisation
cycles allowed (involving some 13000 model runs). Therefore, the distance error for other
transport modes has been based on the 2005 value only and not the cumulative error. Table 3
shows the six objective variables (the squared errors), the limit value (maximum calibration
value) and the final calibration value. The calibration requires all error values to be below
the limit value. The final calibration was found after some 300 cycles and 4000 model runs.

Table 3. The limiting and final values for the objective variables.

Error (objective) Limit Calibrated value

Air cumulative distance error 0.15 0.15
Air cumulative trip error 0.15 0.14
Car cumulative distance error 0.25 0.18
Car cumulative trip error 0.10 0.10
Other distance error in 2005 0.05 0.05
Other cumulative trip error 0.50 0.49
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The decisions are the calibration coefficients in the model governing its behaviour.
Each calibration coefficient needs a minimum and maximum value between which the
optimisation module tries to find a solution that fulfils the objective. A too narrow search
range of values will cause some of the decisions to get “stuck” at the minimum or maximum
value and thus prevent a most optimal solution. A too wide range may cause the model
to crash during the calibration. As can be seen in Table 1 (see the supplementary file 2 in
the web-based version of this paper at www.tandfonline.com/JOST), none of the decisions
is limited by the search range. Each transport mode is defined by six decision variables.
The dominance fit factor governs the “dominance fit” for all transport modes in one single
number (see Table 1 in the supplementary file 2 in the web-based version of this paper at
www.tandfonline.com/JOST).

Results and discussion

Fit to historic data

The main result of the calibration is given in Figure 3. The fit is generally good, as shown
by the lines following the shaded areas rather well. Only the sharp distance reduction for
air transport after 2001 is not well represented by the model. This may have been caused
mainly due to the 9/11 attacks in the USA; such international conflicts are not taken into
account by GTTMdyn, though a special input variable (a so-called X-factor per mode i) is
available to temper or boost growth in certain years.

The fit to the total number of trips is automatically achieved as the sum of the trips for
all three Bass models is each simulation step corrected towards the total trips calculated
by the trip generation model. So it is the fit of the distribution of both trips and distances
and the total distance that tells us something about the quality of the model, not the total
number of trips.

Figure I (see supplementary file 2 in the web-based version of this paper at www.
tandfonline.com/JOST) shows more detailed results of the calibration for each transport

Figure 3. Main results after calibration: left figure gives number of trips per transport mode, right
figure the total distance travelled in tourism. The shaded areas give the model output, the solid lines
give the historic data. Note: The word “cumulative” in the variable names has no meaning in the
context of these figures.
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mode both for number of trips and distances. The fit is good for trips for both aviation and
car. Model results for other transport modes follow some of the relatively strong changes in,
for instance, the 1940s, though overall fit is less impressive. For distance the fit is relatively
good again for car, a bit less for air, ending relatively high and relatively low for other
transport. The latter may be caused by our choice to set the error objective to the error in
2005 only, not the cumulative error.

Model scenarios behaviour

Figure II (see supplementary file 2 in the web-based version of this paper at www.
tandfonline.com/JOST) shows how the calibrated GTTMdyn behaves for scenarios up to
the year 2100. The scenarios are based on GDP per capita from the Intergovernmental
Panel on Climate Change Special Report: Emissions Scenarios (IPCC SRES) scenarios A1
and A2 (IMAGE-team, 2006), and low, medium and high population growth as projected
by the United Nations (2011) and assumptions about the development of Gini fitting the
description of the A1 (less equal) and A2 (more equal) scenarios (IPCC, 2000). The first
scenario (A1/medium population), a kind of baseline scenario, shows the number of trips to
increase to almost 21 billion by 2100, four times the current 5.0 billion. Distances travelled
will increase to 74 trillion passenger kilometres (pkm) from the current level of 8 trillion,
almost nine times as much. The lowest tourism growth will occur in A2 (low economic
growth/low population growth) and just double the total number of trips in 2100 to 9.4 bil-
lion, while the distances will reach 29 trillion pkm, 3.5 times the current levels. The A1/high
population growth sets the highest tourism growth at 32.5 billion trips (almost seven times
the current volume) and 116 trillion pkm (15 times the current transport volume). So the
“playing field” in business-as-usual scenarios is growth of trips by two to seven times, with
a much stronger increase of distance travelled by a factor of 3.5 to 15.

The GTTMbas and GTTMadv projected 26 trillion pkm in 2035 based on simple ex-
ponential growth (Dubois et al., 2011; Peeters & Dubois, 2010), even a little higher than
the GTTMdyn figure of 24 trillion pkm for A1/high population scenario. In 2050 GTTMdyn

projects, based on the A1/medium population scenario, 36.2 trillion pkm, 65% of which is
air transport – which seems a little low compared to the c.37 trillion for high speed modes
only (air and rail, mainly tourism) given by Schäfer and Victor (2000). The A1/high popu-
lation scenario comes in at c. 41 trillion pkm, of which 26.7 trillion pkm is air transport and
thus, again lower than the scenario given by Schäfer and Victor (2000). GTTMdyn compares
better with the aviation industry’s projections. Boeing (2012) projects a total of 13.7 trillion
pkm by air in 2031 and Airbus (2012) expects air transport to be at 12.7 trillion pkm by
2031, which positions GTTMdyn in the middle with 13.3 trillion pkm. Tourism-dedicated
long-term scenarios are scarce in contemporary literature and generally incomplete. For
instance, Mayor and Tol (2010) suggest that transport will increase by a factor of 16 by
2100, but this is for international aviation only. GTTMdyn projects aviation pkm will in-
crease by 2100 by a factor of almost 17 for all air transport (international plus domestic)
for the A1/medium population scenario.

Concluding, the projections of GTTMdyn behavioural demand model are within the
order of magnitude of the few other long-term projections now available. Furthermore, the
model behaves as expected with different economic and demographic projections. Also, it
is interesting to see that low economic growth increases the share of other transport modes
and apparently affects mainly air and car. Another observation is that air transport will
dominate pkm volumes in all scenarios, but mostly in the high economic-growth scenarios.
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Discussion

GTTMdyn was successfully calibrated to time-series data from 1900 to 2005 and its pro-
jections are comparable to the few existing projections found in the literature. Still, the
GTTMdyn has several weaknesses. For instance, the trip generation model is relatively
simple and straightforward and only driven by population growth, income growth and
distribution. The latter is an important innovation in GTTMdyn, which has not been im-
plemented before in the “simple” way based on the Gini coefficient. Current literature
gives some support for our hypotheses that trip generation is mainly income-driven and not
cost-driven, but more research is necessary here.

The Bass model adopters are corrected for the death rate of people (assuming adopters
also die and thus reduce the adopter population), but not for birth rate. The latter could
be argued to be necessary because new-borns automatically become a part of the adopters
group as tourism travel is often a family-based activity. But this is only valid until the
children start living on their own, developing their own habits, lifestyles and limited by
their own income and time constraints. As this would result in a rather small growth factor,
we decided to ignore it. Tests revealed the difference to be very small, which is caused by
the trip generation model that governs the total number of trips.

The cost of tourism trips consists of travel cost along with cost for lodging, etc. To be able
to travel, at least some accommodation costs are involved. In GTTMdyn the limiting income
is solely based on the cost of travel. So there is an argument to include accommodation costs
when calculating the potential adopters population’s lower-limit income. GTTMdyn ignores
accommodation costs because they differ over a very wide range, from almost zero (private
homes of friends and relatives and wild camping) to the very high cost of luxury hotels. So
accommodation cost is probably not the limiting factor for people to start travelling; it is
mainly transport cost.

A final problem with this kind of model is the long time span (over two centuries) they
cover. Of course there is no way to “predict” the future with any model and certainly not
over such long time spans and for travel behaviour that varies within less than a year at the
individual level. On the other hand, a model with a time horizon of 15–20 years would reduce
uncertainties but not be very helpful to analyse the impacts of climate mitigation policies on
tourism’s sustainability as the response times of the tourism–climate system are too long to
be assessed on such a relatively short time scale. Therefore, system dynamics as a modelling
environment has been chosen for GTTMdyn. The objective of system dynamics is not to
project the future but to learn how complex systems based on cause–effect relations and
including feedback loops behave under different assumptions (Sterman, 2000). A system
dynamics model that best avoids purely statistical relationships uses “real” mechanisms in
cause–effect relationships. Therefore, in the GTTMdyn behavioural model we have chosen
not to use the commonly applied SEM but to use prospect theory which is more based on
known psychological mechanisms for the distribution of trips over the 60 tourism travel
markets. The latter is important as these psychological, even neurological mechanisms can
be assumed to be more or less constant for humans, or at least change only slowly, while the
parameters for economic models, like price elasticities, are shown to be neither constant
over time, nor a property of the “brains” of humans. Finally, the diffusion of products has
been split into a commercial and a social effect behaving in different ways and thus better
representing “real” mechanisms.

Conclusion

This paper seeks to describe a tourism travel behaviour model able to describe long-term
developments. To do so the behavioural model of the GTTMdyn has been founded partly

D
ow

nl
oa

de
d 

by
 [N

H
TV

 In
te

rn
at

io
na

le
 H

og
es

ch
oo

l] 
at

 0
2:

43
 2

6 
Se

pt
em

be
r 2

01
3 



514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters514727-L-bw-peeters
Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017Processed on: 20-10-2017 PDF page: 333PDF page: 333PDF page: 333PDF page: 333

Journal of Sustainable Tourism 1065

in psychological mechanisms (prospect theory, Kahneman & Tversky, 1979) rather than
standard economic theory. Only global trip generation is a statistical model assuming ba-
sically a linear relation between GDP/capita and trips/capita/year. The model distinguishes
three transport modes and twenty distance classes: psychological mechanisms have been
used to distribute trips over these modes and classes. This method has delivered global
tourism travel distances. The model is able to reproduce the large increase in trip distances
over the period 1900–2005 just by the growth differences occurring from the differences
in PVs between different distance classes and transport modes. A novel idea to accomplish
this is to assume attraction in the utility-function-based PV to be distance itself: the longer
the distance to a destination, all other attributes equal, the more attractive this destination
becomes. The successful calibration shows this method works as expected.

Another challenge was to have the model successfully introduce a new transport mode
(aviation) during its calibration runs between 1900 and 2005. This was accomplished by
using the Bass product diffusion model (Bass, 1969) that makes a distinction between com-
mercial adoption and social adoption, the former allowing a market to develop from zero.
The main conclusion is that, using the classical economic ideas of utility maximisation
as the driver for tourism travel choice behaviour, but modified with ideas from psycho-
logical economics, specifically prospect theory, and applied in a system dynamics model
environment, is fit to reproduce the development of revealed tourism travel behaviour be-
tween 1900 and 2005. Also the model behaved in a stable and reasonable way for scenarios
combining different economic growth, population growth and income distribution devel-
opments. Most of these projections fall in line with the few projections of global tourism
transport found in the literature. Of course the validity of the projections cannot be proven
and the reproduction of the past only shows that the model can be calibrated to these past
developments, which does not necessarily validate the model. The model was calibrated
through 19 coefficients that define the model’s behaviour. Of course each simulation is also
informed by input variables like population growth, GDP/capita, income distribution and
cost and speed of three transport modes and differentiated to distance class for speed and
in the case of aviation also for cost.

A couple of long-term scenario runs reveal that GTTMdyn compares reasonably with
projections found in the literature. The same scenario runs also show that tourism is
not likely to be able to reduce its carbon dioxide emissions without very strong policy
interventions. Even in the unlikely lowest growth scenario, total transport increases by a
factor of 3.6, requiring technological solutions to reduce emission factors for transport
of more than 70% to just keep emissions at current levels. This might be possible, but
the most recent population estimates point rather to a high population growth than a low
one. In the highest growth scenario tourism transport increases by a factor 14.5, requiring
emission factors to be reduced by 93% to keep emissions level. This is most likely prohibitive
(Peeters, 2010), emphasising the need for policies changing demand for tourism and tourism
transport, specifically the development of distances travelled. GTTMdyn promises to become
an instrument to explore such policies in more detail.
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Frändberg, L., & Vilhelmson, B. (2011). More or less travel: Personal mobility trends in the Swedish

population focusing gender and cohort. Journal of Transport Geography, 19(6), 1235–1244.
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Annex II. definitions

Table II-1: Overview of the main definitions and concepts used in my study. Note: for more information on the concept 
of ‘dangerous climate change’, refer to section 1.3.2.

Concept Definition Comment/reference

Visitor A visitor is defined as “a traveller taking a trip to a destination 
outside his/her usual environment, for less than a year, for any 
purpose (business, leisure or other personal purpose) other 
than to be employed by a resident entity in the country or place 
visited”. The usual environment of an individual is defined “as 
the geographical area (though not necessarily a contiguous one) 
within which an individual conducts his/her regular life routines.”

(UNWTO, 2016a, pp. 
531-532)

Tourist “A visitor (domestic, inbound or outbound) is classified as a 
tourist (or overnight visitor) if his/her trip includes an overnight 
stay.”

(UNWTO, 2016a, pp. 
531-532)

Tourism Tourism is the sum of economic activities serving the demand 
of all tourists for any purpose other than to be employed by 
a resident entity in the country or place visited or for military 
purposes.

Based on UNWTO (2016a). 
The difference is that UN-
WTO uses ‘visitors’ instead 
of ‘tourists’, thus including 
same-day visitors. 

Global tourism 
system

The global tourism system comprises tourists travelling from 
a tourism-generating geographical region through a transit 
route region to a tourist destination region, the tourism sector 
providing hospitality, leisure, transport and financial, insur-
ance and other travel-related services, and operating within an 
environment of physical, cultural, social, economic, political and 
technical elements with which it interacts. 

The definition is based 
on Leiper (1979); Leiper 
(1990) cited by Cooper 
(2008).

Climate change “Climate change in IPCC usage refers to a change in the state 
of the climate that can be identified (e.g. using statistical tests) 
by changes in the mean and/or the variability of its properties, 
and that persists for an extended period, typically decades or 
longer. It refers to any change in climate over time, whether due 
to natural variability or as a result of human activity. This usage 
differs from that in the United Nations Framework Convention 
on Climate Change (UNFCCC), where climate change refers to a 
change of climate that is attributed directly or indirectly to hu-
man activity that alters the composition of the global atmosphere 
and that is in addition to natural climate variability observed over 
comparable time periods”.
The UNFCCC definition is “Climate change means a change 
of climate which is attributed directly or indirectly to human 
activity that alters the composition of the global atmosphere and 
which is in addition to natural climate variability observed over 
comparable time periods.”

(IPCC, 2007c, p. 30)”. 
(United Nations, 1992, p. 7)

Radiative Forcing 
(RF)

“RF is the change in energy flux caused by a driver (such as 
greenhouse gases) and is calculated at the tropopause or at the 
top of the atmosphere.”

(IPCC, 2014d, p. 126)

Sustainable devel-
opment

“Sustainable development is development that meets the needs 
of the present without compromising the ability of future genera-
tions to meet their own needs.”

(World Commission on 
Environment and Develop-
ment, 1987, p. 43)
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Concept Definition Comment/reference

Sustainable 
tourism

“Sustainable tourism is a sub-set of sustainable development. 
It is a tourism system that encourages qualitative development, 
with a focus on quality of life and well-being measures, but 
not aggregate quantitative growth to the detriment of natural 
capital.”

(Hall, Scott, & Gössling, 
2015, p. 490)

Climatically 
sustainable devel-
opment of global 
tourism

The tourism system develops climatically sustainable, when it 
does not compromise the agreed global CO2 emissions pathway 
and cumulative CO2 emissions budget considered necessary to 
keep temperature rise below 2 °C, as agreed in Paris (UNFCCC, 
2015).

My own definition based 
on Cohen, Higham, Peeters, 
and Gössling (2014a); 
Cohen et al. (2014b); Jo-
hannsdottir (2014); Ojanen, 
Minkkinen, and Penttilä 
(2013).

Scenario “A scenario is a coherent, internally consistent and plausible 
description of a possible future state of the world.” 

(IPCC, 2007a, p. 145)

Contextual 
scenario

 “Contextual scenarios provide images of possible future envi-
ronments of the […] system to be taken into account.” 

(Enserink et al., 2010, p. 
125). In my study contex-
tual scenarios are defined 
by global population, GDP/
capita, GINI factor and 
global CO2 emissions 
pathway.

Background 
scenario

See ‘contextual scenario’. Used in Peeters and Dubois 
(2010), reprint in Reprint 
Annex II.

Reference Sce-
nario

A contextual scenario assuming medium population and 
high economic growth and ‘business-as-usual’ technological 
development (i.e. energy efficiency and infrastructure) meant as 
a reference case to show the impacts of policy measures. In my 
study the Reference Scenario assumes SRES B1 income growth 
and equity development (IMAGE-team, 2006), and Medium 
population growth (United Nations, 2011) and no specific global 
climate mitigation policy.

My own definition for a 
contextual scenario up to 
2100.

Policy measure A coherent and single intervention in a system’s exogenous vari-
ables, representing an action completed by policymakers.

My own definition.

Policy strategy A set of different policy measures within a certain policy domain 
(e.g. Taxes and Subsidies).

My own definition.

Policy scenario A policy scenario describes “possible developments of the prob-
lem or system itself, where the problem owner or policymaker 
can influence the choices that give direction to the develop-
ment.” In GTTMdyn ‘problem owners’ are those policymakers re-
sponsible for certain measures like taxes, subsidies, infrastruc-
ture investments, car maximum speeds and selling destinations 
and holiday packages. The ‘influences’ are policy measures, 
basically exogenous assumptions for GTTMdyn. 

Enserink et al. (2010)

Reprints of published papers
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Concept Definition Comment/reference

Backcasting 
scenario

A backcasting scenario shows “a wanted or unwanted normative 
future situation and how to reach this situation through our 
policies.”

Enserink (2003); 

Annex III. Links to full description of GTTMdyn and a working version of  
the model

Please find on a full print of the GTTMdyn model including equations on:
https://www.cstt.nl/userdata/documents/Peeters-PhD2017-GTTMdyn-model-description.pdf.
A fully operational GTTMdyn model including installations manual and data files can be found on:
https://www.cstt.nl/userdata/documents/Peeters-PhD2017-GTTMdyn-model-software-data.zip.
In case of difficulties to download these files or problems locating them, please contact me on paul.
peeters1000@gmail.com or on cstt@nhtv.nl.
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