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Abstract
This research paper looks into the influence of do-
main specificity on the understanding and motiva-
tion of first-year computer science students learn-
ing different concepts in supervised machine learn-
ing. Two types of domains were chosen for the
analogies, the general domain and the gaming do-
main, the latter being the more specific one. These
were evaluated in two phases. First, experts rated
the analogies based on different metrics. Then,
a user study was carried out using A/B testing to
measure knowledge gain and motivation when ex-
posed to the analogies. Results from the user eval-
uation show no statistically significant differences
in terms of understanding for domain-specific or
general analogies. Motivation, similarly show lit-
tle difference when comparing both domains. The
findings suggest that if analogies are helpful when
it comes to understanding a topic, as long as the
learner knows the domain, they do not play a big
role.

1 Introduction
From personalized recommendations on streaming platforms
to virtual assistants like Chat-GPT, machine learning (ML)
powers many of the tools humans rely on every day. Yet, de-
spite their widespread presence, the inner workings of these
technologies are still a mystery to most users. This depen-
dence raises questions regarding our control over systems of
the future. For such reason, learning machine learning is
not only important, it is also necessary in our increasingly
algorithm-driven world.

However, the layered complexity of concepts, each build-
ing on top of the last, and the tendency to rely on mathemati-
cal explanations leave learners overwhelmed [1]. This creates
a steep and discouraging entry point into a field that is becom-
ing increasingly essential for a wide range of disciplines.

A promising approach to combat this challenge is the use
of analogies in teaching, including analogies generated by
language models (LM). The use of these analogies can help
clarify ML concepts for both humans and even machines [2],
and they are prevalent in emerging fields such as Explain-
able AI [3]. Yet, despite the important role of similarity in
machine learning, few educational resources use analogies to
teach these concepts to humans, and literature in this area re-
mains limited [4; 5].

Formulating an analogy involves comparing a familiar
‘source’ concept (the analog) to a less familiar ‘target’ con-
cept making use of shared features [6]. The domain cho-
sen for the analogy tends to be general to expand the au-
dience that can understand it, but the possibility of sacri-
ficing the reach of the domain to target individuals with
deep knowledge of it could lead to better understanding [7;
8].

Nevertheless, it remains unclear whether tailoring analo-
gies to the learner’s domain of expertise actually improves
understanding. To investigate this, the present study presents

analogy-based explanations for key concepts in supervised
machine learning, a sub-set of ML known for its abstract and
mathematically heavy concepts that tend to pose difficulty
for novice learners [9]. Specifically, it will examine whether
domain-specific analogies (in gaming) aimed towards indi-
viduals familiar with the domain lead to better understanding
in comparison to general-domain analogies. This paper pro-
poses the following questions to guide the study:

• Research Question: How does domain specificity influ-
ence analogy-based explanations in supervised machine
learning for first-year bachelor computer science stu-
dents?

• Sub-Question: How do analogy-based explanations us-
ing computer gameplay concepts influence knowledge
gain and motivation in first-year computer science stu-
dents learning supervised machine learning?

• Sub-Question: How do expert evaluations rate the qual-
ity of analogies with different specificity for teaching su-
pervised machine learning, based on predefined criteria?

Section 2 gives background information and the rationale
for choosing gaming as a domain. Section 3 discusses the
topics from which analogies are generated and how they were
generated. Section 4 talks about the methodology for the ex-
pert evaluation, the creation of the survey, and how that leads
to a subset of analogies with which to proceed the study. Sec-
tion 5 similarly to Section 4 starts with the methodology for
the user evaluation and the creation of the A/B testing survey
to carry out the evaluation with. Section 6 presents the results
of the evaluation and an analysis of the meaning of the data.
Section 7 outlines the ethical and responsible practices that
were followed throughout the study. Section 8 discusses the
findings and interprets them taking into consideration the re-
search questions. Section 9 summarizes the main findings,
restates the research questions and their answers. Finally,
it provides recommendations for future work based on this
study’s results.

2 Background: Analogies in Education and
Machine Learning

Analogies are crucial to how humans understand unfamiliar
or complex concepts through their mapping onto familiar ex-
periences. Hüllermeier [3] defines an analogy as a relation-
ship between four objects where the way A relates to B is the
same as the way C relates to D. Everyday examples, such as
comparing the Sun to a light bulb or describing the expansion
of the universe with a raisin bread, showcase the common
use of analogies in communication and education [10]. In
this context, mapping refers to the process of matching fea-
tures between the pairs (A → B and C → D) such that the
structure of the relationship between A and B is preserved in
the relationship between C and D. Gentner’s [11] structure-
mapping theory puts an emphasis on successful analogies that
do not require deep knowledge of both the source and tar-
get domains. Rather, they depend on recognizing relation-
ships in structure. This feature makes analogies most useful
to novice learners, who benefit from a more abstract under-
standing when approaching unfamiliar topics [7].



In computer science education, analogy-based explana-
tions are commonly used to teach abstract concepts in intu-
itive ways [12]. Although analogies tend to be used in areas
such as data structures and algorithms, their use in ML educa-
tion is more limited. This could be due to the perception that
ML’s abstract concepts of mathematical nature resist simpli-
fication through analogies [3]. However, multiple successful
examples challenge this idea. For instance, the ”going down
a mountain” analogy for gradient descent is widely used to il-
lustrate it. The use of this analogy goes to show students find
the process of learning with this method more engaging [13].
That said, not all analogies are beneficial. When analogies are
poorly constructed, it can lead to misconceptions, especially
when the mapping between the analogy’s source and target is
weak or misleading [14]. For this method of teaching to be
effective, it is important that the analogy is both understand-
able and correctly mapped.

One approach to making analogies more effective is to
make sure the learner is familiar with the analogy’s source
domain. Traditionally, the source is drawn from a widely fa-
miliar domain such as nature, household activities, or eating,
ensuring familiarity [15]. However, domain-specific analo-
gies, which are drawn from more specialized areas, may bring
more engagement and understanding for certain audiences.
Even though such analogies might have a reduced reach, they
could offer stronger conceptual understanding for learners in
the target group. In the current study, domain-specific analo-
gies are taken from the world of gaming. The rationale is
that many computer science students are familiar with gam-
ing mechanics, narratives, and systems [16]. Nonetheless,
the risk of overfitting the analogies by focusing of sub-genres
of games is still present. To mitigate this risk, the analogies
in this study stick to recognizable gaming concepts such as
game genres, player styles, and common elements in games.

This study focuses on applying the analogies to the teach-
ing of supervised machine learning. By including these con-
cepts into familiar gaming scenarios, the aim is to investigate
whether the specificity of the analogies can be an effective
way of learning. This approach offers insights on a different
approach to traditional theoretical teaching when it comes to
ML.

3 Design and Generation of Analogies
This study focuses on comparing the specificity of analogies
and how effective they are they in helping understand the con-
cepts they explain. To achieve this, first, a list of commonly
seen supervised machine learning concepts was taken to make
analogies of. The reason to choose some of the common con-
cepts is to make the analogies prevalent. These analogies are
later used in the expert and user evaluations. The overall pro-
cess followed in the study is illustrated in Figure 1. The con-
cepts chosen are as follows:

• Curse of Dimensionality
• Discriminative vs Generative Classifiers
• Nearest Centroid Classifier
• K Nearest Neighbors Classifier
• Parzen Classifier

• Linear Discriminant Analysis
• Quadratic Discriminant Analysis
• Linear vs Non-linear
• Gaussian Naive Bayes
• Dimensionality Reduction

Figure 1: Overview of the methodology followed throughout the
study.

Analogy Generation
The creation of analogies goes through a process to ensure
they are sound. In this case, a concept diverged into two
analogies. One of the analogies was part of the general do-
main, and the other part of the gaming domain. The process
to create an analogy starts from the definition of the concept
in question. It is important to note which are the features of
the definition which should be mapped into features in the
analogies. Furthermore, based on a study [17] and ongo-
ing research1, analogies can be measured and rated by tar-
get concept coverage, mapping strength, and metaphoricity.
Target concept coverage refers to how well the concepts in
the definition chosen for the topic are covered in the anal-
ogy. To make sure this was the case for all analogies, as men-
tioned before, the features of importance in the description

1Research can be found at:
https://sites.google.com/illinois.edu/analogyeval24

https://sites.google.com/illinois.edu/analogyeval24/analogy-evaluation-criteria


were identified and listed. Furthermore, it was made sure that
the connection between those features and those made up in
the analogy was sound and consistent, meaning that the roles
they have in each scenario are preserved. This is what map-
ping strength refers to. Lastly, the metaphoricity of an anal-
ogy is measured by the conceptual distance between the orig-
inal concept and the target concept. For instance, explaining
how a car moves compared to a bike does not have as much
metaphoricity as comparing it to a pizza.

LLM Assistance
Coming up with the analogies was a process that used AI as-
sistance, specifically ChatGPT suggestions with the GPT-4o
model. Starting with the topics for the analogies, prompts
were used to find elements that would correctly map the top-
ics to enhance the criteria by which the analogies were mea-
sured. An example of the prompts can be seen in Appendix
A. The use of ChatGPT to formulate analogy-based expla-
nations and related information has increased in recent years
as humans tend to ask for simpler and more intuitive ways
of explaining concepts to understand them [18]. Initially, 20
analogies were created to be evaluated by experts; these can
be seen in Appendix B, and after their evaluation, a subset of
them was provided to users for further evaluation. This set
of analogies can also be found on a website2 where other re-
searchers have uploaded similar analogies for machine learn-
ing.

4 Expert Evaluation Methodology and
Analogy Selection

To assess analogy quality, a survey was given to experts con-
taining a randomized ordering of the analogies from the anal-
ogy bank. Each analogy was rated on a 3-point Likert scale
(1 = low, 3 = high) across three criteria adapted from Bhavya
et al. [17]: target concept coverage, mapping strength, and
metaphoricity. The survey was designed to take 10-20 min-
utes. Given the large amount of analogies, participants were
not required to evaluate the full set, but rather, however many
they could answer in the recommended time. This led to
not all analogies being reviewed by the same number of ex-
perts. However, the sampling was balanced to ensure analo-
gies were evaluated multiple times.

Expert Evaluation
The expert group consisted of a mixture of bachelor’s and
master’s students, teaching assistants and professors, all with
experience in the machine learning field. At a minimum, they
had completed a university-level machine learning course,
meaning a basic understanding of the concepts being evalu-
ated was guaranteed. A total of 15 experts filled in the survey,
with four of them having machine learning knowledge going
past the bachelor course. The aim was to have each analogy
evaluated by 3 to 4 experts to ensure sufficient feedback for an
analysis. Research shows that this number of expert evalua-
tions per concept is sufficient for a comprehensive evaluation

2The analogies are part of https://ml-teaching-
analogies.github.io/

[19]. Furthermore, to keep the validity of responses, experts
were told to skip gaming-based analogies if they were not fa-
miliar with the domain. This made sure that domain-specific
analogies were only judged by those who understood their
context.

Selection Based on Expert Ratings
Given the large amount of contribution, most analogies were
reviewed by at least three experts. Two metrics were mea-
sured, one being the average score (1 to 3 scale), and the other
being Krippendorff’s Alpha (KA) which allows us to measure
inter-rater reliability [20]. Both general and domain-specific
analogies needed to be well-formulated to proceed with the
user evaluation. These were ranked according to the aver-
age score and KA to assess their overall quality. Based on
this ranking, it was observed that two concepts (K-NN Clas-
sifier and Gaussian Naive Bayes Classifier) had well rated
analogies in both the general and specific domain. These two
were selected for the next phase of user testing due to scoring
higher than most as well as having a similar rating across do-
mains. See Table 1 for the full results. Even tough the Krip-
pendorff’s Alpha for most analogies is not high enough to
say that the experts are in full agreement over the analogies,
the selected analogies were still formulated well enough to
be used in the user evaluation. The differences in agreement
could show the subjectivity of interpreting analogies rather
than the analogies themselves being flawed [21]. The analo-
gies chosen are as follows:

K Nearest Neighbors Classifier
• General Domain: A doctor wants to diagnose a patient

with a given set of symptoms. The doctor looks at a
database for k patients with the most similar symptoms
and diagnoses the most common diagnosis among them.

• Gaming Domain: To place a player in a matchmaking
tier, it will look at the k nearest players with the most
similar stats and put you in the most common tier among
them.

Gaussian Naive Bayes
• General Domain: You want to recommend a movie to

a friend, you know the movie genre, main actor/actress
and studio. These influence your friends opinion indepen-
dently, Based on other movies you know they have liked
before you estimate how much they will like this one.

• Gaming Domain: You want to predict a Pokémon’s type
(Fire, Water, Electric, etc.) to gain an advantage in bat-
tle. You’ve observed the types of moves it uses, the kinds
of opponents it tends to switch into, and its general battle
behavior. Each of these clues influences your guess inde-
pendently and equally. Based on similar Pokémon you’ve
seen before, you estimate the most likely type for this one.

5 User Evaluation Methodology and A/B
Survey Design

The target group for this study is first-year bachelor’s in com-
puter science. The goal sample size for this evaluation was
a minimum of 20 students. There are two main reasons why

https://ml-teaching-analogies.github.io/
https://ml-teaching-analogies.github.io/


Concept AvgSpec AvgGen KASpec KAGen

Gaussian Naive Bayes Classifier 3.00 ± 0.00 2.60 ± 0.63 1.000 0.452

K-NN Classifier 2.58 ± 0.67 2.33 ± 0.71 -0.106 -0.129

Discriminative vs Generative 2.33 ± 1.03 2.29 ± 0.78 -0.250 -0.087

Linear vs Nonlinear 2.25 ± 0.61 2.33 ± 0.78 -0.096 0.328

Dimensionality Reduction 2.25 ± 0.75 2.00 ± 0.71 0.441 -0.111

Nearest Centroid Classifier 2.72 ± 0.46 2.11 ± 0.60 -0.090 -0.233

Quadratic Discriminant 2.11 ± 0.90 2.17 ± 0.72 0.046 0.043

Parzen Classifier 2.00 ± 0.74 2.47 ± 0.64 0.083 -0.141

Linear Discriminant 1.86 ± 0.92 2.33 ± 0.78 0.146 -0.146

Curse of Dimensionality 1.44 ± 0.53 2.00 ± 0.87 0.600 -0.185

Table 1: Mean (AVG) ± standard deviation and Krippendorff’s Al-
pha (KA) for Specific (Spec) and General (Gen) analogies.

computer science students were chosen; the first has already
been mentioned in Section 2 stating the tendency of computer
science students to know about the gaming domain given the
trend of people familiar with that domain to choose the ca-
reer. The other reason is that for most academic curricula in
computer science, machine learning will be an area of study,
and so, students are at least familiar with previous concepts
required to understand it, such as statistics. The target group
had to be first-years due to them not yet taking the machine
learning course, and thus reduce the possibility of those tak-
ing the survey already having prior knowledge on the topics
discussed. Following the expert evaluation, a user study with
a selection of the best rated analogies was conducted to test
the effectiveness of domain-specific analogies in comparison
to those in the general domain. To facilitate this process, the
users were evaluated by the ”understanding” level in Bloom’s
taxonomy [22]. The questions for the user evaluation survey
were created with this in mind. Additionally, the evaluation
followed an A/B testing design using two groups of partici-
pants. The first group received only domain-specific analo-
gies, while another group received general domain analogies.

User Evaluation Survey Creation
The user evaluation survey was designed to test difference in
specificity. For this reason, two versions of the survey were
created. The first included the general domain analogies for
Gaussian Naive Bayes Classifier and K-NN Classifier, and
the second contained the domain specific analogies. The sur-
vey started with the definition of the concept from which the
analogies are based on. It continued by showing the analogy
for the concept and three multiple choice questions regarding
the concept. Across both versions of the survey the questions
were generally consistent and only replaced the context of
the analogy. Similarly, the possible answers were the same,
with different wording to be understood in the context of the
domain. This way, the possibility of bias by making ques-
tions in one survey easier can be reduced. Furthermore, every
question contained the option ”I’m not sure” which is encour-
aged to be checked in the case the user did not understand
or is not sure of the answer. Adding this option should pre-
vent guesswork and improve data accuracy [23]. The ques-
tions can be found in Appendix C. Through A/B testing, both
surveys were distributed to collect a similar amount of re-

sponses. Given that not everyone is familiar with the gaming
domain, which one survey was based on, the process was to
first ask about the knowledge of this domain and try acquire
the planned number of responses before the general domain
survey. Both surveys ended with a reduced version of the In-
structional Materials Motivation Survey (RIMMS) [24] that
serves as a way to quantitatively measure a learner’s motiva-
tion towards analogies in this case. The survey measured at-
tention, confidence, relevance, and satisfaction based on short
Likert scale statements about the material.

6 Results
A total of 24 first-year bachelors filled in the survey. The sur-
vey with gaming-related analogies was answered ten times,
whilst the general analogies was answered fourteen times.
For all questions related to the understanding of the topic, the
percentage of right answers can be calculated. This data can
give an insight on how much knowledge is gained through ex-
posure to the definition and the analogies with different speci-
ficity. Afterwards, thanks to the Reduced Instructional Mo-
tivation Materials Survey (RIMMS), the motivation towards
this instructional method can be measured.

Knowledge Gain
To measure knowledge gain, there is a need to determine if
the accuracy between participants who took the general do-
main survey versus the domain-specific survey is statistically
significant. For this research, Welch’s t-test is used. Since
Welch’s test does not assume equal variances and is more re-
liable for unequal and smaller sample sizes, it is preferred
to Student’s t-test [25]. This test was performed on the user
accuracy scores, what percentage of questions an individ-
ual participant has gotten correct, for all participants in both
groups. The test revealed no statistical significance between
the groups. The resulting t-statistic was -0.0715, a value that
is close to zero, which indicates little to no difference be-
tween the two group means. Additionally, the corresponding
p-value was 0.9439, meaning that there exists a 94.39% prob-
ability that the the difference observed could occur on random
chance. The standard significance threshold is 0.05, given
that the results are far above this threshold we can assume
no statistical significance. For the general domain group, the
average correctness was 44.05% while it was 43.33% for the
domain specific group, as can be seen in Figure 2. These find-
ings suggest that, at least for this sample, the domain chosen
for the analogy does not have measurable effect on the partic-
ipants knowledge gain as reflected by their accuracy answer-
ing the questions.

User Motivation
User motivation was assessed using the RIMMS, which mea-
sures the following four dimensions:

• Attention: Participants’ perceived interest in the mate-
rial.

• Relevance: The extent to which the analogies related to
their background.

• Confidence: How confident participants felt in their un-
derstanding.



Figure 2: Accuracy scores by group. Boxplots show medians and
IQRs, black dots are individual scores, and blue diamonds mark
means.

• Satisfaction: Overall satisfaction with the explanation
style.

Responses were recorded on a five-point Likert scale,
where 1 means ”not true” and 5 means ”very true.” Table 2
presents the average scores across dimensions for both groups
of participants.

Dimension Avg Score General Avg Score Specific
Attention 3.4 ± 0.96 3.0 ± 1.16
Relevance 3.3 ± 1.04 3.2 ± 1.37
Confidence 2.8 ± 1.25 2.8 ± 1.13
Satisfaction 3.3 ± 0.81 3.2 ± 1.29

Table 2: Comparison of Average Scores ± standard deviation of
Different Surveys Across Dimensions

Overall, the scores indicate that participants moderately
agree that analogies, when paired with the definition of a
concept, enhanced their motivation. However, the difference
in motivational impact between general domain and domain
specific analogies is minimal in all four dimensions. This
suggests that even though analogies can positively contribute
to learning engagement, the choice of domain does not sig-
nificantly influence that motivation perceived.

7 Responsible Research
Use of Language Models in Analogy Creation
Some analogies used in this study were partially assisted by
OpenAI’s GPT-4o model. The large language model (LLM)
was used to make sure analogies were strongly mapped
through multiple features. Afterwards, all content was re-
viewed and validated. For grammar and wording, Writefull
was used.

Data Collection
The study follows ethical standards for research with human
participants. Ethical approval was given by the Human Re-

search Ethics Committee (HREC). Furthemore, all partici-
pants were provided information about the study and the ef-
fect of their involvement and informed consent was obtained
before participation. No personally identifiable information
was gathered. Responses were stored securely and only used
for the purposes of this research.

Bias Awareness
Possible bias was acknowledged during the study. To miti-
gate risks, randomized A / B testing was used, a wide set of
analogies, and expert feedback from multiple evaluators. The
subjectivity of interpretation was also taken into account as a
limitation.

Replicability
For the purposes of replicability, the study provides a trans-
parent and clear description of the methodology, including
how the surveys were designed, the number and general pro-
file of participants , and the statistical analyses performed to
give meaning to the data. All analysis was conducted using
public tools such as Microsoft Forms, Python and scientific li-
braries (e.g, SciPy, NumPy) to ensure the analysis is transpar-
ent and possible to replicate. Furthermore, appendices, con-
taining survey questions, analogies and LLM prompts have
been included.

8 Discussion
Expert Evaluation Findings
Experts assessed the analogies using three criteria: target con-
cept coverage, mapping strength, and metaphoricity. Analo-
gies from both domains showed a wide range of scores. Inter-
estingly, the concept being explained tended to receive con-
sistent ratings across the general and gaming domains, sug-
gesting that clarity and relevance of the analogy may matter
more than its domain origin. Nonetheless, inter-rater reliabil-
ity was variable, a result that could be explained by both the
subjective nature of evaluating analogies and the small num-
ber of evaluators per analogy.

User Evaluation: Knowledge Gain
A/B testing with students compared accuracy between the
two domains in terms of understanding. Results revealed
no statistically significant difference in correctness between
groups. Welch’s t-test gave t = −0.0715, p = 0.9439 in-
dicating neither group outperforming the other. Even though
specific analogies led to better accuracy in some questions,
they performed worse in others. This variability can mean
that domain familiarity may help learning in selective ques-
tion types but it does not impact overall knowledge gain. This
opens a possible opportunity for further research, especially
in identifying when domain specificity can be helpful.

User Evaluation: Motivation
The RIMMS measured attention, relevance, confidence, and
satisfaction on a five-point Likert scale. The averages across
both groups were moderate (∼ 3), with little difference be-
tween groups exposed to different domains. This suggests



that while moderately motivating, analogies with specific do-
mains do not influence motivation outcome any more than
those in the general domain. One explanation could be stu-
dents being equally familiar with both domains, meaning stu-
dents who were given gaming analogies were not familiar
with the domain to an advanced degree compared to their
familiarity with the general domain. Future studies should
make sure participants’ prior knowledge of the specific do-
mains is deeper.

Synthesis
Overall, domain specificity in analogies had limited impact
on learning outcome and motivation. Most importantly, it
did not hinder understanding, implying that good analogies
from any familiar domain can be an effective instructional
tool. The study also strengthens the idea that analogies, re-
gardless of their specificity, can make the process of learning
complex machine learning topics more simple, when matched
to the learners’ background. While previous work [7] has
shown that analogies can enhance learning when learners are
familiar with the source domain, this paper goes further into
this understanding by comparing how the specificity of those
analogies has an effect. It was found that whether an anal-
ogy came from the general or the gaming domain, there was
no significant difference in knowledge gain or motivation.
This might highlight the importance of familiarity rather than
specificity.

Limitations
Several limitations can be identified in the study. The small
sample size (24 participants split into groups of 10 and 14) re-
duces generalizability. Furthermore, participants’ familiarity
with the specific domain may not have been high enough to
get a noticeable result. In the expert evaluation, some analo-
gies were evaluated by different numbers of experts, which
could have affected reliability. Moreover, the absence of qual-
itative feedback also limits understanding of participants’ per-
ceptions.

9 Conclusions and Future Work
This study explored how domain specificity influences analo-
gies to explain concepts in supervised machine learning for
first-year bachelor computer science students. It focused on
three core research questions:

• Research Question: How does domain specificity influ-
ence analogy-based explanations in supervised machine
learning for first-year bachelor computer science stu-
dents?

• Sub-Question: How do analogy-based explanations us-
ing computer gameplay concepts influence knowledge
gain and motivation in first-year computer science stu-
dents learning supervised machine learning?

• Sub-Question: How do expert evaluations rate the qual-
ity of analogies with different specificity for teaching su-
pervised machine learning, based on predefined criteria?

Findings suggest that while analogies can be effective as an
instructional tool, domain specificity alone does not signifi-
cantly influence a learners understanding or motivation. Ex-
pert evaluations showed both general and gaming domain
analogies received similar scores in target concept cover-
age, mapping strength, and metaphoricity, with some varia-
tion which could be due to the subjectivity of evaluation and
the limited number of raters per analogy. On a similar note,
the user evaluation revealed no statistically significant differ-
ences between groups when it comes to knowledge gain and
motivational scores measured though the Reduced Instruc-
tional Materials Motivation Survey, which was moderate for
both groups. The results imply that for analogies to be ef-
fective, there is no requirement for a degree of specificity, as
long as the domain is known to the reader. However, this
study does come with limitations: the small sample size and
uneven group distribution restrict how much understanding
we can have on the subject. Future work should try to in-
clude a larger sample and incorporate qualitative data, and
explore analogies based on a broader domains that are still
semi-specific such as sports or pop culture. Furthermore, the
effect of domains on the types of questions can also be stud-
ied. Ultimately, this research strengthens the idea that even
if varying levels of domain familiarity play a role in certain
contexts, what matters most is having a well-structured anal-
ogy to support learning in complex technical domains such as
machine learning.
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A ChatGPT Analogy Mapping Transcipt
The following interaction was done with different concepts but the same phrasing leading to similar results for other analogies.

Prompt
I have two analogies for K-NN neighbors classifier. The analogies are in different domains and are both based on
the following definition: When you want to classify a data point into a category (like spam or not spam), the K-NN
algorithm looks at the K closest points in the dataset. These closest points are called neighbors. The algorithm
then looks at which category the neighbors belong to and picks the one that appears the most. This is called majority
voting. The general domain analogy is to compare the points in the data set to a set of symptoms a doctor is diagnosing
in a patient. The doctor looks at the k patients with similar symptoms in a database and then makes a diagnosis. The
specific domain analogy is to compare the points in the data set to the stats on other players when trying to assign
someone a tier in a matchmaking system. The system would look at the k players with most similar stats and make a
decision.
Help me figure out everything that can be mapped between the definition and the analogies.

Response
ChatGPT response, formatted to fit the research paper.

Definition of k-NN
The k-Nearest Neighbors (k-NN) algorithm is a non-parametric method used for classification. To classify a new data point,
the algorithm finds the k most similar data points in the dataset based on a distance metric. It then uses majority voting among
these k neighbors to assign a class label to the new point.

Key Concepts in the k-NN Algorithm

Concept Meaning in Machine Learning
Data point (to classify) A new, unlabeled example
Dataset Set of labeled data points with known categories (e.g., spam vs. not

spam)
k nearest neighbors The k most similar data points (according to a distance metric)
Distance/similarity Measure of closeness or similarity between points
Category (class label) The known class (e.g., spam, not spam; gold tier, platinum tier)
Majority voting The algorithm selects the most common class among the k neighbors
Final classification The predicted class assigned to the new data point

Table 3: Key elements in k-NN classification

General Domain Analogy: Medical Diagnosis
A doctor is diagnosing a patient. They look at the k patients with the most similar symptoms in their medical database and
choose the diagnosis that appears most frequently among them.

k-NN Concept Medical Analogy Element
Data point (to classify) Current patient with unknown illness
Dataset Medical database of past patients
k nearest neighbors k most similar past patients
Similarity metric Symptom similarity (e.g., fever, cough, pain)
Category (class label) Diagnosis (e.g., flu, cold, pneumonia)
Majority voting Most common diagnosis among similar cases
Final classification Diagnosis assigned to the current patient

Table 4: Mapping between k-NN and medical diagnosis analogy

Gaming Domain Analogy: Matchmaking System
A matchmaking system is assigning a player to a skill tier. It looks at the k most similar players based on gameplay statistics
and assigns the new player the tier that is most common among those similar players.



k-NN Concept Gaming Analogy Element
Data point (to classify) New player with unknown skill tier
Dataset Database of players with known stats and tiers
k nearest neighbors k most similar players based on stats
Similarity metric Performance similarity (e.g., win rate, K/D ratio, ELO)
Category (class label) Skill tier (e.g., Bronze, Silver, Gold)
Majority voting Most frequent tier among k similar players
Final classification Tier assigned to the new player

Table 5: Mapping between k-NN and matchmaking system analogy

Shared Insights Across Analogies
• Similarity as distance: Both analogies rely on closeness — whether by symptoms or gameplay stats — to define neigh-

borhood.

• No training phase: k-NN does not build a model; it simply stores data and queries it at classification time.

• Sensitivity to k: A small k can lead to overfitting or noise; a large k might dilute precision.

• Local decision-making: The classification is made using only nearby (similar) examples, not the entire dataset.

Bonus Insight
These analogies illustrate why k-NN is both intuitive and computationally expensive. Doctors and matchmaking systems both
rely on historical data and make decisions based on real-time comparisons to similar cases. These metaphors also highlight
potential failure cases when the data is sparse, noisy, or high-dimensional—providing a conceptual bridge to topics like the
curse of dimensionality and feature selection.

B List of Analogies
Curse of Dimensionality

• General Domain: The curse of dimensionality is like having to find a lost sock in your house. The more rooms in the
house, the harder it will be to find.

• Gaming Domain: The curse of dimensionality is like trying to learn combo moves in a fighting game. When the combo
requires too many inputs, it becomes harder to execute.

Discriminative vs Generative Classifiers
• General Domain: Imagine you have to guess someone’s profession by looking at them.

– Discriminative approach: You know that anyone who has worn a tan suit works in marketing while someone with a
black suit works in legal.

– Generative approach: You try to think how someone who works in marketing dresses, acts, or walks. You check if
your vision of a marketing employee matches the employee you see.

• Gaming Domain: You classify players’ behaviour.

– Discriminative approach: You know that if a players tag starts with “xX” and ends with “Xx” they are a camper.
– Generative approach: You know all about players’ behaviours. You know what guns they use, how they move and

where they tend to be. If a player keeps holding a corner with specific weapons you know they are likely a camper.

Nearest Centroid Classifier
• General Domain: You are at a party and there are multiple groups of people. You don’t know where to hangout so you

measure the average vibe per group and go to the one that feels closest to you.

• Gaming Domain: You are playing a strategy game with multiple factions that want to control territory and see a village
appear at a point in the map. You guess which faction that village belongs to by picking the faction whose average building
location is closest to the village.

K Nearest Neighbours Classifier
• General Domain: A doctor wants to diagnose a patient with a given set of symptoms. The doctor looks at a database for k

patients with the most similar symptoms and diagnoses the most common diagnosis among them.

• Gaming Domain: To place a player in a matchmaking tier, it will look at the k nearest players with the most similar stats
and put you in the most common tier among them.



Parzen Classifier
• General Domain: You’re in a mall surrounded by many overlapping Wi-Fi signals. Each store has hotspots. Your phone es-

timates your location based on the signal strength from each brand’s hotspots. The brand which has the strongest combined
signal is likely where you are.

• Gaming Domain: In an open-world RPG, the music changes depending on what region you’re in — desert, swamp, forest,
etc. But instead of hard boundaries, the game blends music gradually based on how close you are to the center of each
region. If you’re standing near the edge of a swamp and a forest, you’ll hear a blend of both, with louder swamp music if
you’re closer to the swamp center. The game computes the combined influence of all region centers near you, and plays the
music from the region with the strongest combined signal. .

Linear Discriminant Analysis (LDA)
• General Domain: Imagine a university with Computer Science, Mechanical Engineering and Aerospace Engineering

students. You want to send each student to their correct class but can’t interview everyone. Linear Discriminant Analysis
makes a rule (line) that separates students based on features such as their average grade on Machine learning and Linear
Algebra.

• Gaming Domain: Imagine you are playing an action RPG game where you are fighting a dangerous boss. You want to
read the boss’ behavior to predict when to dodge. Linear discriminant analysis would be a rule that you follow that leads
you to decide to dodge early or late. For instance you can choose to divide the two types of dodges based on whether the
boss’ eyes are looking left or right and the wind-up time of the attack.

Quadratic Discriminant Analysis (QDA)
• General Domain: You want to classify athletes into “low potential”, “medium potential”, and “high potential” based on

their speed and endurance. It is easy to detect when someone has low potential but for a high potential there is way more
variance. Quadratic Discriminant Analysis is a way to model each athlete when a simple rule like a straight line is not
enough to differentiate them. item Gaming Domain: Imagine you are playing an action RPG game and want to estimate
an enemy’s difficulty before fighting them. You can see their size, calmness, and complexity in design. If you want to
separate them into “easy”, “medium”, and “hard” to defeat, you employ rules to separate them. You notice it’s easy to
label when an enemy will be easy but it gets complicated to know when they are hard as there is a lot of variance in those
enemies. Quadratic Discriminant Analysis is a way to model how difficult the enemy will be by applying curved boundaries
to separate the groups.

Linear vs Non-linear Models
• General Domain: If you are on a road trip you can estimate the time it will take to finish the trip if more distance is

introduced. If the distance and the time it took was linear, doubling the distance needed to travel would mean it would take
double the time to finish the trip. This could happen if for instance the trip was one long highway. If the distance and the
time it took was non-linear, doubling the distance needed to travel would not mean the time it would take was double. There
are other factors that come into play such as big cities and their traffic.

• Gaming Domain: You are designing a skill tree for a game. There are two ways you could do this tree. The linear approach
would be to grant a set amount of points per upgrade (eg, +5 damage per upgrade). The non-linear approach might be more
useful to balance it as it would let you give small bonuses at first and then skyrocket into certain branches after investing a
number of points into them.

Gaussian Naive Bayes
• General Domain: You want to recommend a movie to a friend, you know the movie genre, main actor/actress and studio.

These influence your friends opinion independently, Based on other movies you know they have liked before you estimate
how much they will like this one.

• Gaming Domain: You want to predict a Pokémon’s type (Fire, Water, Electric, etc.) to gain an advantage in battle. You’ve
observed the types of moves it uses, the kinds of opponents it tends to switch into, and its general battle behavior. Each of
these clues influences your guess independently and equally. Based on similar Pokémon you’ve seen before, you estimate
the most likely type for this one.

Dimensionality Reduction
• General Domain: Imagine you are on a roadtrip and you have a map of the roads and cities you are going through. The

map contains every single street in the city and roads that you are not gonna go through. In order to focus on your path you
tear off the parts of the map that are not useful to you.



• Gaming Domain: In open-world action adventure games, the use of the minimap is crucial to navigate the terrain. When
you plan to travel to a keypoint, some minimaps allow you to hide irrelevant information so you can focus on the roads,
terrain and your marker. By removing enemy locations, points of interest or shop icons the map is reducing the information
into what is useful for you.

C User Evaluation Survey Questions
K-NN Questions
Q1: Interpreting Distance
General Analogy: In the doctor analogy, what does “distance” represent in terms of K-NN?

• A. The count of shared symptoms between patients

• B. How common a symptom is in the population

• C. The degree of similarity between symptom profiles
• D. The patient’s likelihood of recovery

Gaming Analogy: In the matchmaking analogy, what does “distance” represent in terms of K-NN?

• A. The difference in rank history

• B. Whether players have competed before

• C. How similar the players are based on gameplay stats
• D. The average time spent playing each match

Q2: Curse of Dimensionality
General Analogy: Imagine the doctor now has access to a very large dataset of past patients with thousands of symptoms
recorded. What challenge might this pose to the K-NN diagnosis approach?

• A. Too many symptoms might reduce noise

• B. Similarity comparisons may become less meaningful
• C. More data will improve generalization

• D. It allows for better disease ranking

Gaming Analogy: Imagine the matchmaking system tracks thousands of different stats per player. What challenge might this
pose to placing players using K-NN?

• A. Rankings will be more consistent

• B. Statistical similarity might become harder to measure
• C. Matchmaking will be faster with more attributes

• D. Players will be split into narrower subgroups

Q3: Choosing the Right k
General Analogy: If the doctor uses too many past cases (a very large k) to make a diagnosis, what could go wrong?

• A. The model will converge to an average diagnosis

• B. Irrelevant cases may dominate the prediction
• C. Diagnostic accuracy will increase

• D. Outliers will be removed automatically

Gaming Analogy: If the system looks at too many players to decide your tier, what might go wrong?

• A. The player will always be placed in the median tier

• B. Less relevant players may influence the outcome
• C. Tier assignment becomes deterministic

• D. Rankings will always be more stable



Gaussian Naive Bayes Questions
Q1: Feature Weighting and Assumptions
General Analogy: In the movie recommendation analogy, suppose your friend really cares about genre but barely notices the
studio. How does Gaussian Naive Bayes treat this?

• A. It learns which features are most predictive over time
• B. It treats genre and studio as equally important
• C. It removes features that add little information
• D. It ranks different genres above the studio

Gaming Analogy: In the Pokémon analogy, suppose the type of moves used by the opponent is very informative, but switch-
ing behavior adds little information. How does Gaussian Naive Bayes treat this?

• A. It gives more weight to move types than switches
• B. It treats both clues as equally useful
• C. It selects only the most predictive feature
• D. It balances features based on prediction accuracy

Q2: Independence Assumption and Performance
General Analogy: Why might a Naive Bayes classifier still perform well at recommending movies even if genre and actor
preferences are slightly related?

• A. It uses genre–actor co-occurrence to adjust predictions
• B. It still generalizes well despite the independence assumption
• C. It retrains based on correlated feedback
• D. It reweights correlated inputs automatically

Gaming Analogy: Why might the classifier still guess a Pokémon’s type well, even if move choice and switching behavior
are somewhat related?

• A. It explicitly models the interaction between clues
• B. Its predictions remain strong despite feature dependencies
• C. It corrects itself using feedback from battles
• D. It relies more on the dominant clue

Q3: Robustness Despite Violations
General Analogy: Even if genre and actor aren’t totally independent, why might this simple approach still work for predicting
your friend’s movie taste?

• A. It uses cross-validation to optimize performance
• B. It blends predictions from other classifiers
• C. It can still make useful guesses even if assumptions aren’t perfect
• D. It learns a full joint distribution over all features

Gaming Analogy: Even if move types and switching behavior aren’t independent, why might this model still be useful in
battle?

• A. It memorizes all prior outcomes and counters
• B. It calculates exact conditional probabilities
• C. It works well even when the assumptions don’t fully hold
• D. It updates its belief mid-battle
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