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S U M M A R Y
The ambient infrasonic noise field is complex due to the interference of spatially distributed
infrasound sources. Microbaroms are one of the most dominant omnipresent infrasonic sources
within this wavefield. These microbaroms are generated by nonlinear ocean surface wave in-
teractions, and have a characteristic and continuous signature within the infrasound spectrum.
Under noisy conditions, microbaroms can mask infrasonic signals of interest, such as infra-
sound from volcanoes or explosions, which limits detection and identification of such sources.
This study performs an infrasonic climatology for infrasound array I23FR, using five years of
data between 2015–2020. The array is located on the Kerguelen Islands, within the Southern
Ocean, and is part of the International Monitoring System for the verification of the Compre-
hensive Nuclear-Test-Ban Treaty. The climatology analysis addresses the expected ambient
noise levels, propagation paths and potential sources within the vicinity of an infrasound
sensor. Time- and frequency-domain beamforming methods have been applied to analyse the
infrasonic wavefield from the I23FR observations. A recently introduced method is applied to
compute so-called soundscapes, to be compared with beamform results. Although the com-
parison indicates a disagreement in amplitude, there is a good agreement in directionality and
frequency between both.

Key words: Indian Ocean; Infrasound;; Time-series analysis.

1 I N T RO D U C T I O N

The atmosphere, earth and ocean are globally monitored by the
International Monitoring System (IMS) for the verification of the
Comprehensive Nuclear-Test-Ban Treaty (CTBT). The infrasound
component of the IMS monitors the infrasonic wavefield. IMS mi-
crobarometer arrays provide real-time infrasound recordings from
around the world. Therefore, the IMS has played a central role in
the characterization of the global low-frequency wavefield (i.e. fre-
quencies lower than 20 Hz) and the localization of sound sources
(Campus & Christie 2010; Marty 2019).

Infrasound station I23FR is one of the IMS microbarometer ar-
rays and provides real-time monitoring. The array is located at the
Kerguelen Islands, which is part of the French Sub-antarctic and
Antarctic lands (Fig. 1). The microbarometer array is located on the
east side of the main island and consists of 15 microbarometers,
which is the largest number of elements within the IMS infrasound
network (Marty 2019). Although I23FR continuously monitors the
infrasonic wavefield on the boundary of the Indian and Southern
Ocean, the array is often excluded from scientific studies due to the
environmental conditions (Brown et al. 2014). The islands expe-
rience strong surface winds and severe weather conditions. Local
noise conditions (e.g. wind turbulence) may mask infrasonic signals

of interest (Raspet et al. 2019). Nonetheless, the IMS infrasound sta-
tion density at mid-latitudes is lower for the Southern Hemisphere
compared to the Northern Hemisphere. Hence, understanding the
infrasonic wavefield surrounding I23FR will be important if there
was ever a suspected test within the Southern Hemisphere.

I23FR is located on the Kerguelen Plateau near the Indian and
Southern Ocean intersection, where various ocean currents meet.
Deep oceanic ambient noise is globally the most omnipresent infra-
sound source. The driving force of the ambient atmospheric noise
(i.e. microbaroms) is the sea state, which describes the energy of
the ocean travelling surface waves. Nonlinear interaction of counter
travelling ocean surface waves results in standing ocean waves,
causing the radiation of acoustic energy and resonance within the
water column (Longuet-Higgins 1950; Hasselmann 1963). At the
interfaces of the water column, acoustic energy is radiated into the
atmosphere resulting in microbaroms (Brekovskikh 1973). Micro-
baroms typically peak around 0.2 Hz, with a characteristic ampli-
tude range of 55–110 dB with respect to 20 micro-pascals (Campus
& Christie 2010). Earlier studies have shown that the microbarom
signal can be a dominant background noise signal (Donn & Rind
1972) that can obscure signals of interest, for example volcanic
eruptions (McKee et al. 2021). Microbarom signals can, therefore,
potentially mask other infrasonic signals of interest. Characterizing
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microbaroms is essential for the understanding of the infrasonic
wavefield. Knowledge regarding frequency, amplitude and propa-
gation of the microbaroms could help assess the microbarom source
contributions to the infrasonic wavefield, which adds to a better un-
derstanding of the IMS’s verification capability and infrasound as a
remote sensing technique for the upper atmosphere (Donn & Rind
1972; Smets 2018).

This study performs an infrasonic climatology for infrasound
array I23FR, using five years of data between 2015–2020. Within
this climatology study, various tools are combined. The analysis
addresses the expected noise levels, propagation paths, and poten-
tial sources within the vicinity of the infrasound array. The analysis
gives insights into the performance of an infrasound array and the
ability to resolve infrasonic sources. Previous studies have intro-
duced and applied various methods to unravel and characterize the
wavefield into individual components (Landes et al. 2012; Matoza
et al. 2013; De Carlo et al. 2020).

The climatology study outlined within this paper is based on in-
situ observations of I23FR and model data. Therefore the analysis
allows for a comparison and validation of the model, which deter-
mines the reliability as a measure for the infrasonic wavefield. The
in-situ observations depend on the array layout and system response
of the array elements. Moreover, meteorological phenomena may
influence the detection capability of an infrasound array. Meteo-
rological data are used to determine the local noise conditions at
the ground and the propagation conditions of infrasound with al-
titude. These observations highlight expected noise conditions and
seasonality of the infrasound conditions at an array.

The in-situ infrasound observations include microbarometer ar-
ray recordings to evaluate the noise levels and apply data process-
ing techniques for separating the wavefield into a coherent and
incoherent part. The model analysis covers omnidirectional infra-
soundscapes, reconstructed from the perspective of the array (den
Ouden et al. 2021). Such soundscapes provide the infrasonic sound
levels in the vicinity of the array from a theoretical and model
perspective. A comparison is performed to indicate the agreement
between in-situ observations and model data.

The article is organized as follows. Section 2 discusses the array
layout, array responses and the system response. The meteorological
conditions influencing the local noise conditions and propagation
conditions are reviewed in Section 3. Within Section 4, the infra-
sound observations are analysed by applying data processing tech-
niques. Section 5 addresses the reconstruction of infrasonic sound-
scapes and the interpretation of these. The comparison between the
soundscapes and the observations is described in Section 6. The
outcome of this climatology study is summarized and discussed in
the final section.

2 M I C RO B A RO M E T E R A R R AY I 2 3 F R ,
K E RG U E L E N I S L A N D S

Microbarometer arrays are used to study the infrasonic wavefield.
The use of arrays allows for enhanced detection of signals in the
presence of incoherent noise, as the signal-to-noise ratio (SNR)
is improved by summation across the array elements. In addition,
array processing enables to resolve the direction, apparent velocity
and frequency content of the impinging wave front. Localization
and characterization of the source depend on the source–receiver
distance. Nearby sources can be distinguished as spherical wave
fronts and localized by single arrays (Szuberla et al. 2009; Stettner
2018). Distant sources, however, can be characterized by planar

waves. Localization of distant sources is possible by combining
various array detections through the process of cross-bearing the
resolved backazimuths (Evers 2008; den Ouden et al. 2020).

The I23FR microbarometer array is divided into five identical
triplets of ∼100 m aperture (Fig. 1c). The inter distance between
the triplets is ∼500 m, while the total aperture is ∼1750 m. The
closely spaced triplet elements enhance the detection and parameter
estimation at higher frequencies which may be less coherent over
the entire array (Campus & Christie 2010). The lower frequencies
of the wavefield are resolved by combining elements of the various
triplets.

Atmospheric noise limits the ability to detect signals of interest
due to the influence of near-surface wind close to the microbarome-
ter. Therefore, each microbarometer array has a different detection
threshold for monitoring, which varies significantly due to those
local wind conditions. A vital consequence of this is that the back-
ground noise between arrays and array elements is different. This
has implications for infrasound array processing (Walker & Hedlin
2010).

The array elements at I23FR consist of (1) MB2005 microbarom-
eters and a (2) wind noise reduction system (Fig. 2a) to establish
theoretically similar noise conditions. The absolute microbarom-
eters provide a flat-to-pressure response across (and beyond) the
0.02–4 Hz passband required by the IMS specifications (Figs 2b
and c, Supporting Information S1). The WNRS is a 108-inlet, 36 m
diameter, hexagonal pipe rosette (see Table 1 for specifications).
Moreover, all inlets are covered with gravel to reduce the wind
noise. The amplitude and phase responses of the I23FR WNRS
were calculated, following the methodology of Gabrielson (2011)
(brown lines within Figs 2b and c, Supporting Information S2).
The resonance peak of the WNRS is expected to be around 6.6 Hz
according to Alcoverro & Le Pichon (2005).

One of the main assumptions for data processing of the infrasonic
wavefield is similar conditions at each array element (Shumway
1971; Brachet et al. 2010). This includes a coherent sound wave
front impinging the array, while each element encounters similar
Gaussian-white-noise conditions. The installation of identical mea-
surement systems theoretically secures this assumption. In reality,
however, the array elements are not always similar nor experience
similar noise conditions. Defects in the WNRS or different locations
of array elements cause a difference in local noise conditions, which
leads to variances in the outcome of the data processing techniques.

3 M E T E O RO L O G I C A L C O N D I T I O N S

The pressure spectrum of turbulence has been described statistically
to decay with a slope of f−5/3 (Gossard & Hooke 1975). This implies
that the effect of wind noise increases towards lower frequencies
(Raspet et al. 2019). Wind typically masks the background acoustic
noise when turbulent processes in the lower atmosphere prevail at
infrasonic frequencies. Various methods can be applied to reduce
this wind-noise at infrasound arrays (Walker & Hedlin 2010; Raspet
et al. 2019).

The meteorological conditions around an array give a first im-
pression of the expected noise levels. The first element of the I23FR
array includes a meteorological instrumentation to measure the hor-
izontal wind, barometric pressure and temperature. The meteorolog-
ical instruments are installed 2 m above the ground and sample at
1 Hz.

Meteo France operates and maintains a weather observation fa-
cility at a ∼ 1000-m distance from I2301. This facility measures
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Figure 1. (a) An overview of Infrasound IMS arrays in the Southern Hemisphere. The solid red dot highlight the location of I23FR at the Kerguelen Islands.
(b) The main island of the Kerguelen Islands and location of the infrasound array. (c) Positions of the 15 microbarometer elements (triangles) of the I23FR
array, divided into five triplets. (d) and (e) show the array response of I23FR, based on Bartlett (1948) and Capon (1969), respectively, for the frequency ranges
0.05–0.55 Hz. (f) and (g) represent the responses for the frequency range 0.75–1.55 Hz.

the same meteorological parameters, as hourly synoptic observa-
tions (SYNOPS). The meteorological station of Meteo France is
part of the Global Telecommunication System (GTS) of the World
Meteorological Organization (WMO) (Panel 2005) and provides
near real-time weather information. The meteorological observa-
tions are therefore WMO certified, meaning the measurements are
performed at an elevation of 10 m above the ground.

Since the Meteo France and IMS facilities are not located at the
exact same geological position, and measure at different heights,
a a direct comparison is not correct. However, since the IMS and
Meteo France measure similar weather parameters, a comparison to
conclude on the use of the IMS observations is useful. Especially
since the IMS’s sample rate (1 Hz) is favorable compared to hourly
SYNOPS observations by Meteo France.
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IMS frequency band fFIR fn

36 m

Infrasound monitoring passband(b)

(c)

(a)

Figure 2. (a) A model of the WNRS featuring 18 pipe rosettes, which is applied to all microbarometers (centre) of the I23FR array. (b) and (c) the amplitude
and phase response of one array element (solid black line), which is based on the response of the microbarometer equipment (solid grey line) and the response
of the WNRS (solid brown line). The red dotted lines indicate the monitoring passband for the CTBT (Marty 2019). The black dotted lines indicate the Nyquist
frequency (fn) of I23FR, and the grey dotted lines indicate the limit above which the data should not be utilized due to the effects of the analogue-to-digital
converter filters ((Sleeman et al. 2006), fFIR).

Table 1. Specifications of the WNRS system applied to I23FR.

WNRS I23FR

Length pipe1 l1 = 10.27 m Diameter pipe1 a1 = 15 mm
Length pipe2 l2 = 5.13 m Diameter pipe2, 3 a2, 3 = 8 mm
Length pipe3 l3 = 2.56 m Summation cavity volume a2 = 1e−3 m
Length pipe to sensor ls = 3 m Length pipe to sensor as = 8 mm

Besides in-situ meteorological measurements, ECMWF ERA5
atmospheric reanalysis data are used in this study. ERA5 offers a
high-resolution realization (HRES) and a reduced resolution ten-
member ensemble (EDA). The ERA5-HRES is available per hour
and has a spatial resolution of 0.36◦. The ERA5-EDA has a spatial

resolution of 0.5◦ and a temporal resolution of 3 hr. The Southern
and Indian Oceans surround Kerguelen Island. Therefore, rapid
changes in atmospheric variables are expected. The ERA5 EDA
is applied within this study to exclude outliers from individual
ECMWF members (Era5 reanalysis 2017).
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3.1 Analysis of Meteorological ground observations

In this section, a comparison between the three different meteoro-
logical data sets for Kerguelen Island is made over five years of data
(2015–2020).

The left-hand column of Fig. 3 shows the comparison between
ERA5 and in-situ observations at I23FR. For this comparison, daily
means of the meteorological data have been determined for both
data sets. The middle column compares the in-situ observations
measured at the Meteo France and I23FR meteorological stations.
Here, hourly means have been used for comparison. The right-hand
column indicates the monthly averages of the I23FR meteorological
observations. The differences and standard deviations are shown in
Fig. 3 and listed in absolute values within Table 2. It stands out
that there is a good agreement between the in-situ data measured by
Meteo France and I23FR.

3.2 Analysis of vertical ECMWF profiles above Kerguelen
Island

Besides local noise conditions, vertical profiles give insight into
the atmospheric propagation conditions of infrasonic signals. In-
frasound can propagate over large distances facilitated by acoustic
waveguides, that can form between the Earth surface and various
altitudes throughout the atmosphere, depending on the temperature
and horizontal wind conditions. These waveguides change with time
and location. The effective speed of sound ratio is a practical mea-
sure to quantify favourable ducting conditions. As the interest in
this study is with ground-based sources, ground-to-ground ducting
conditions are considered. For this, the effective sound speed ratio
is normalized to the sound speed at the ground surface. An effective
sound speed ratio near or greater than one indicates that infrasound
can propagate efficiently in a waveguide.

The effective sound speed approximates the combined effect
of wind, temperature (T), and the specific gas constant (Rair =
287 J kg−1 K−1) on infrasound propagation. The effective sound
speed (Ceff) is defined as the sum of the adiabatic sound speed
(Ct = √

γ RairT ) and the wind in the direction of propagation (Drob
2019; Assink et al. 2019) for a fixed horizontal position and time:

Ceff(z, θ ) = Ct (z) + Wxy(z) · n̂xy(θ ) (1)

where Wxy(z) · n̂xy(θ ) indicates the horizontal winds at altitude z
in sound propagation direction θ . The vertical variation in Ceff, ratio

indicates the refractivity of the atmosphere and is defined as the ratio
of the effective speed of sound at an altitude z and at the ground,
equal time and location:

Ceff, ratio(z, θ ) = Ceff(z, θ )

Ceff(0, θ )
(2)

Fig. 4 shows the climatology of the meteorological parameters
that are relevant for infrasound propagation, derived from the ERA5-
EDA. From this figure, the various waveguides within the atmo-
sphere become clear. ERA5 resolves atmospheric model data up to
80 km altitude. The tropopause (∼10 km), stratopause (∼50 km) are
visible within this figure. The mesosphere and lower thermosphere
is not resolved by the ECMWF model. However, these regions
make up the upper layers of the thermospheric waveguide. This
duct always exists due to the strong temperature gradient around
the mesopause region (Drob et al. 2003; Waxler & Assink 2019),
but is less efficient for long-range propagation because of the in-
crease in acoustic attenuation at these altitudes (Sutherland & Bass

2004). Nonetheless, from the figure, it stands out that the strato-
spheric duct is dominant.

Fig. 5 shows the effective sound speed profiles at I23FR for four
different periods and backazimuths. The summer, autumn, winter
and spring profiles are represented by ECMWF ERA models for the
first day of 2015 January, May, July and October, respectively. The
blue lines indicate the effective sound speed profiles, whereas the
grey areas indicate whenever a specific angle has a Ceff, ratio greater
than one. From this figure, it stands out that during the austral
summer (January), an easterly stratospheric duct occurs within the
atmosphere. Infrasonic signals will most likely be propagated from
the east to the west. In contrast, during the austral winter (July), a
westerly stratospheric duct occurs in the atmosphere, signals will
most likely propagate from the west to the east.

The thermospheric propagation conditions are causing a con-
tinuously effective speed of sound ratio greater than one (Figs 4
and 5), and thus a favourable ground-to-ground ducting condition.
However, compared to stratospheric propagation the thermospheric
propagation is less effective due to the high thermo-viscous absorp-
tion (Sutherland & Bass 2004).

4 I N F R A S O U N D O B S E RVAT I O N S

4.1 Ambient local noise

The meteorological conditions near the array provide insight into the
infrasonic noise conditions (Fig. 3). From those observations, it can
be stated that I23FR experiences winds stronger than 5 m s−1 all year
round. Such harsh conditions may reduce the array’s ability to detect
coherent infrasound and estimate the parameters of interest as the
infrasonic signals are masked by incoherent pressure perturbations
from wind noise (Walker & Hedlin 2010).

Within this study, hourly power spectral densities (PSDs) are
computed for each array element. The PSDs are aggregated into
probabilistic power spectral density (PPSD) distributions that give
insight into noise distribution as a function of frequency. Fig. 6(a)
shows the PPSD of I23FR for 2015 until 2020 (excluding elements
12 and 14, which were unavailable during that period). The PPSD
distribution shows that the noise conditions around I23FR are rela-
tively high over the entire infrasonic frequency band, compared to
the global high and low noise curves (Brown et al. 2014). These
observations are in line with earlier observations by Brown et al.
(2014) and den Ouden et al. (2021).

Besides the high noise levels, the resonance peak around 6.6 Hz
stands out due to the system response function (Fig. 2). This feature
can be suppressed from the spectra by deconvolving the system
response from the spectra (Bracewell 1986), as shown in Fig. 6(b).

4.2 Triplet noise

Algorithms used to process infrasonic array data typically rely on the
assumption that the background noise can be modelled as Gaussian
stationary white noise with equal noise levels at all array elements.
Moreover, the signal of interest is typically considered to be per-
fectly correlated over the array’s aperture. To assess the detection
capability of an infrasonic array, it can therefore be helpful to anal-
yse the PSDs at each array element (Brachet et al. 2010; Green
2015). PSDs of individual elements are compared to determine the
difference in noise conditions per array element. For each hour, the
residual PSD is determined and plotted against the average wind
direction and speed over that particular hour from the CTBT data
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Figure 3. Meteorological observation and comparison at Kerguelen Island. The left-hand panels (a), (d), (g) and (j) compare 3-hr meteorological observations
at I23FR with ERA5 EDA data. The middle panels (b), (e), (h) and (k) show hourly comparisons between between I23FR data and MeteoFrance. Overlayed
on the data points the normalized distribution is shown. The right-hand panels show the monthly average with a 95 percentile error bar from 2015 until 2020.

(Section 3). The residual PSD is determined as:

σPSD( f, t) =
√√√√ 1

N

N∑
i

(PSDi ( f, t) − μPSD( f, t))2 (3)

where PSDi is the PSD of element i, N the number of elements and
μPSD indicates the average PSD over the entire array.

The average residual has been calculated over the array record-
ings between 2015 and 2020 with a 99.9 percentile Gaussian

distribution (Figs 6c and d). Note that the dominant wind di-
rection is westerly (Fig. 3), which results in more data within
that quadrant. It stands out that the omnidirectional residual be-
tween the elements PSDs is ∼1 dB. Although the array experi-
ences harsh weather conditions and the PSD noise levels are rel-
atively high (Fig. 6b), the difference in PSD between array ele-
ments is constant over various wind directions and speeds. The
local noise conditions over the array elements are determined to be
similar.
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1652 O.F.C. den Ouden et al.

Table 2. Comparison of meteorological in-situ data of I23FR (2 m instru-
ment height) and ECMWF ERA5 atmospheric re-analysis data (2 m height,
left-hand column), and in-situ observations from MeteoFrance (10 m height,
right-hand panel). Note that negative values indicate an underestimation by
I23FR compared to ERA5/MeteoFrance, and positive values indicate an
overestimation.

Meteorological comparison I23FR
ERA5 2 m MeteoFrance 10 m

Barometric pressure: −0.75 ± 0.68 hPa Barometric pressure: 0.38 ± 0.69 hPa
Wind direction: −7.21 ± 4.01◦ Wind direction: −3.87 ± 1.57◦

Wind speed: 1.65 ± 1.38 m s−1 Wind speed: −0.85 ± 0.07 m s−1

Temperature: −0.01 ± 0.19 ◦C Temperature: 0.72 ± 0.01 ◦C

This remark, however, does not express anything about the ability
to resolve infrasonic signals. However, it does state the differences in
local noise conditions over the array. It is a measure for local noise
over an array, which is an important observation before applying
data processing techniques.

4.3 Beamforming methods

Array processing techniques (e.g. beamforming) can separate the
coherent parts of the infrasonic array recordings. The ability to
detect and estimate the incident direction of the microbarom wave-
field relies on the beamform resolution as quantified by the ar-
ray response. The array response is determined by the beam-
form technique, frequency of interest and the array layout. Ide-
ally, the array response function approximates a delta function
that is unity for the slowness �p0 of interest (typically chosen
�p0 = 0 s m−1). However, because a limited number of array el-
ements are used in practice, the array response function is de-
scribed by a main lobe of a finite width and multiple side lobes
(Evers 2008).

Often the Bartlett (1948) and Capon (1969) beamforming al-
gorithms are applied. For the Bartlett, known as the ‘classical
analysis’, the signal power is maximized by summing the phase-
aligned spectral values. Capon’s method is derived as a maximum-
likelihood filter. Due to the filter design, the noise in the power
spectrum is optimally suppressed while keeping a constant gain
in the direction of interest. The array responses for I23FR while
applying Bartlett and Capon are shown in the bottom panels of
Fig. 1, for a vertically incident wave with f0 = 0.05–0.55 and
0.75–1.55 Hz. Capon’s responses (panels d and f) have a sharper
main lobe compared to the Bartlett responses (panels e and g).
Moreover, the amount and amplitude of the side lobes when
applying Capon’s method are significantly reduced (den Ouden
et al. 2020).

Within this study, time- and frequency-domain array processing
techniques (i.e. beamforming) are applied and compared. The mi-
crobarometer elements at I23FR continuously acquire infrasound
measurements at a rate of 20 samples per second. To detect possible
events of interest, beamforming can be performed in the time or
the frequency domain, searching for correlated signals. The time-
domain beamforming is performed by using the time-domain Fisher
detector (Melton & Bailey 1957; Evers 2008), which enables to de-
termine the dominant source contribution. The frequency-domain
beamforming within this study is performed by Capon (1969) beam-
forming, which is used to calculate a f/k spectrum. A comparison be-
tween Capon and Bartlett array responses illustrates that the Capon
method is a higher-resolution method than the Bartlett beamformer
(Viberg & Krim 1997). As a post-processing method on the initial

Capon spectrum, CLEAN beamforming has been applied (Capon-
CLEAN, Högbom 1974). CLEAN allows for the identification of
multiple infrasound signals within the same time and frequency
window (den Ouden et al. 2020).

Both beamforming methods are applied in the passband of 0.05–
0.55 Hz. The window size of both methods is 2000 seconds, with 90
percent overlap. The calculation of the f/k spectra occurs over a vec-
tor space spanned by steering vectors, which is formed by the slow-
ness grid. The design of the slowness grid consists of a 360◦ ring grid
plus a rectangular grid. The ring grid is a linear grid in backazimuth
and apparent velocity, ranging from 0◦ to 360◦ and 285 to 500 ms−1

with steps of 2◦ and 1 ms−1, respectively. This ring grid is nonlinear
in the slowness domain. The rectangular grid consists of linearly
spaced values between −0.005 and 0.005 sm−1. This grid is added
to ensure that energy from outside the ring grid does not clutter on
its boundaries, which would result in biased outcomes. Within this
study a Fisher detection threshold is used as a confidence interval
for avoiding false alarms (Shumway 1971). The threshold depends
on the array layout, frequency range and beamforming window size.
The Fisher threshold is set to 1.19 in order to have a 95 per cent confi-
dence on the resolved sources to be an actual signal instead of a false
alarm.

4.4 Microbarom observations

Microbaroms are the most dominant infrasound sources detected
worldwide and are the atmospheric counterpart of microseisms.
The spectral peak of these signals is typically found around 0.2 Hz,
but more generally, microbarom energy is detected in the 0.1–1.0 Hz
band (Campus & Christie 2010; Landes et al. 2012; Hupe 2019).
Both beamforming methods have been applied on the frequency
band 0.05–0.55 Hz. The resolved infrasound signals within this fre-
quency band are classified as propagating microbaroms, in contrast
to evanescent microbaroms that are only present above the source
(den Ouden et al. 2021).

Fig. 7 shows the outcome of the time-domain Fisher detector (a
and b) and the frequency-domain Capon-CLEAN algorithm (c–e).
The results show the expected seasonality in direction and appar-
ent velocity. Note that both detectors have similar results. However,
the CLEAN outcome contains more spatial information of the infra-
sonic sources since the CLEAN algorithm detects multiple spatially
distributed sources within overlapping frequencies and time win-
dows. Moreover, CLEAN gives insight into the frequency content
of the resolved infrasound signals (panel e).

The beamforming outcomes show that the dominant infrasound
signals in the austral summer are resolved from the east and in the
austral winter from the west. Besides the seasonal change in the
directivity of infrasound signals, the apparent velocity also changes
with the seasons. The apparent velocities are higher in the austral
winter than in the austral summer periods (Fig. 5). Furthermore, a
frequency shift of the infrasonic wave front is revealed within the
results. During the austral winter, microbaroms are observed over
a wider frequency band, that also include lower frequencies (0.1–
0.5 Hz) when compared to the summer (0.15–0.3 Hz). In addition,
the amplitudes of the resolved microbarom signals change season-
ally. During the austral winter the sound pressure level (SPL) of
the microbarom is higher compared to the austral summer. This is
due to the initial source power of the microbaroms, during winter
the initial source power is higher, but also due to the propagation
conditions during winter, which are favourable and therefore the
microbarom signals will attenuate less during propagation towards
the array.
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Figure 4. Vertical atmospheric profiles above I23FR derived from ERA5 data. As a function of time and geopotential height are shown: (a) temperature
(K), (b) zonal wind (m s−1), (c) meridional wind (m s−1) and (d) adiabatic sound speed (m s−1). The black dotted lines indicate the tropopause ∼10 km, and
stratopause ∼50 km.

5 S I M U L AT I N G M I C RO B A RO M
S O U N D S C A P E S

den Ouden et al. (2021) presented a method for the reconstruc-
tion of microbarom soundscapes. Such soundscapes account for
all omnidirectional propagating microbarom source contributions
and present microbarom spectra in absolute values. The computed
acoustic intensities are integrated over the ocean surface, based on
a microbarom source model (Waxler et al. 2007), and accounts for
long-range propagation (Tailpied et al. 2016).

In the literature, there are various studies that compare infrasonic
microbarom observations and microbarom source region models
(Landes et al. 2012; De Carlo et al. 2020; Vorobeva et al. 2020;
Šindelářová et al. 2021). Typically, array processing techniques are
applied to detect the dominant microbarom signal and direction
in a given time segment and frequency band. Therefore, only the
resolved direction and amplitude of this dominant microbarom ob-
servation is compared with microbarom models. However, Assink

et al. (2014) and Smets & Evers (2014) have shown that multi-
ple spatially distributed sources within the same time segment and
frequency often occur.

For the computation of soundscapes, the microbarom source
model is calculated with the use of the 2-D wave spectra (2DFD) that
are computed by the ECMWF ERA5 Wave Action Model (WAM).
The 2DFD field is available at 30 oceanic wave frequencies spaced
exponentially between 0.035 and 0.5476 Hz and 24 wave direc-
tions, linearly spaced over 360◦. This 2DFD reanalysis is coupled to
the atmosphere model, which allows interaction between the ocean
waves and the surface winds (Haiden et al. 2018). The reanaly-
sis has an hourly output, with a spatial resolution of 0.36◦. The
transmission loss from each position in the grid to the infrasound
array location at Kerguelen island is computed using the empirical
relation proposed by Tailpied et al. (2016). This relation extends
the original methodology by Le Pichon et al. (2012) for range-
dependent atmospheres. This class of empirical propagation loss
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Figure 5. Effective sound speed profiles at Kerguelen Island for different periods and backazimuth directions. The grey areas indicate when the effective sound
speed is above one. The grey dotted lines indicate the tropopause ∼10 km, and stratopause ∼50 km.

functions is derived as a functional fit to transmission loss curves
computed using the Parabolic Equation (PE) method (Le Pichon
et al. 2012).

An example of a soundscape analysis for the four different sea-
sons considered in this study is shown in Fig. 8. The panels on the
top row show the initial microbarom source region model as de-
rived by Waxler et al. (2007) and implemented by Smets (2018) for
summer (left-hand column), autumn (middle-left column), winter
(middle-right column) and spring (right-hand column). The middle
row panels indicate the long-range propagation conditions within
the atmosphere, where the vectors describe the strength and direc-
tion of the stratospheric winds (Fig. 4). The panels on the bottom row
show the interpolated microbarom soundscapes from the perspec-
tive of I23FR, integrated between 0.05–0.55 Hz. The microbarom
soundscapes illustrate the source regions that potentially have been
detected at the array. Note that the microbarom soundscapes change
significantly with the seasons. While the sources are centred around
the island for the May and October cases, there is a strong direc-
tional difference of microbarom source regions between January
and July due to the propagation conditions (Fig. 5). During the aus-
tral summer and winter a strong easterly and westerly stratospheric
propagation duct is expected. These propagation ducts weaken dur-
ing the autumn and spring, when the middle atmospheric winds
reduce as the circumpolar vortex reverses direction. This results in

a omnidirectional spread of microbarom source regions that can be
sensed by I23FR.

5.1 Spectral analysis

The soundscapes can be used to create omnidirectional PSDs of the
spatial distribution of microbarom source regions around I23FR:

PSDsynth( f, t) =
θ∑
θi

S∑
Si

SPLSynth( f, t, θi , Si ) (4)

where f represents the frequency, t the time period, θ i the directional
angle and Si the distance within the stereo-graphic polar grid.

Synthetic PPSDs indicate the expected SPL contributions of mi-
crobaroms from a model perspective. The PSDs are calculated with a
time resolution of one hour, over the entire frequency range (0.069–
1.095 Hz) of the soundscapes, aggregated and displayed as PPSDs.

Fig. 9 shows the synthetic PPSD for I23FR, using five years of
data between 2015–2020. The grey solid lines indicate the global
high and low noise curves (Brown et al. 2014). By comparing this
synthetic PPSD with the PPSD obtained from the in-situ measure-
ments (Fig. 6b), it becomes clear that there is a difference in spectral
power. Note that I23FR experiences extreme meteorological condi-
tions (Section 3). Therefore, in the comparison of these spectra the
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Figure 6. PPSDs computed for five years of I23FR data. PPSDs are computed for I23FR sensor data (except elements 12 and 14, which were unavailable
during that period) (a) without and (b) with correcting for the WNRS response (Fig. 2). Panels (c) and (d) show the power difference between individual array
elements of I23FR under varying meteorological conditions (wind speed and direction) for 0.1–0.5 and 1–2 Hz, respectively.

synthetic soundscapes only account for remote microbarom contri-
butions. Local coherent and incoherent noise around the array are
neglected. In particular the 95 per cent percentile PPSD is likely
determined to a great extent by local turbulence in the vicinity of
the array and not by microbarom noise levels. Therefore, the 95
percentile PPSD of the recordings can not be directly compared
with the synthetic PPSD. The median level PPSD of the I23FR
observations (Fig. 6b) shows a better agreement, especially for the
higher frequencies (∼0.3–0.8 Hz). Nevertheless, the typical 0.2 Hz
microbarom peak is moderately visible due to the lower SNR val-
ues compared to microbarom spectra that are typically observed at
(IMS) infrasound stations (Marty 2019). This is most likely due
to the high noise conditions experienced within the recordings of
I23FR compared to the other IMS arrays (Section 3). In the syn-
thetic PPSD, this wind noise contribution is not taken into account.
The 5th percentile PPSD level corresponds to periods of low noise
conditions. Therefore, this curve can be used to compare against the
synthetic PPSD. Both show similar SPL’s while resolving the char-
acteristic microbarom amplitude signature around 0.2 Hz (Campus
& Christie 2010). The wind-noise effects on microbarom recordings
decrease at increasing frequencies (Gossard & Hooke 1975).

5.2 Seasonal effects

The seasonal effects on microbarom signal propagation depend
on the atmospheric conditions (Figs 4 and 5). The detectability
of the most dominant microbarom source is highly influenced by
these conditions (Fig. 8). A similar analysis as time-domain Fisher
beamforming can be performed using microbarom soundscapes.
Fig. 10(a) shows the characteristics of the most dominant sources
within the microbarom soundscapes. Those soundscapes are calcu-
lated for each hour of model output and created between 2015–2020
from the perspective of I23FR. From this outcome, it becomes clear
that the most dominant source contribution from the soundscapes
changes with the seasons. During the austral summer (January),
the east is the dominant source direction, while during the austral
winter (July), the sources propagate from the west.

Besides resolving the most dominant source contribution, an
analysis similar to CLEAN beamforming can be performed. For
each soundscape, the total SPL has been determined. Based on the
total SPL, a directivity and frequency study has been performed.
From the perspective of I23FR, the total soundscape field is divided
up by direction. The cones that describe the directions are described
by a Gaussian distribution, centered around a mean direction and a
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Figure 7. The outcome of the time-domain Fisher (panels a and b) and the frequency-domain CLEAN beamforming analysis (panels c–e).

standard deviation of 10◦. Each cone has an overlap of 5◦. For each
cone, the SPL is determined. A threshold of 5 per cent of total SPL
has been used. Figs 10(b) and (c) show the outcome of this analysis.
The outcome presented in panel (b) shows a similar season pattern as
in panel (a). However, accumulating multiple source contributions
results in a more insight into the spatial microbarom contributions.
Microbarom source regions are often dynamic and largely spread
out (∼10000 km2). The most dominant microbarom contribution,
therefore does not always correctly represent the actual infrasonic
wavefield. Besides the directional analysis of microbarom source re-
gions from the soundscapes, frequency analysis can be performed.
Panel (c) shows a spectrogram of the accumulative microbarom
source region contribution from panel (b). This analysis shows that
the microbarom source contributions during the austral winter (July)

have a lower frequency content than the austral summer (January).
Moreover, the distribution of frequencies is wider during the austral
winter.

5.3 I23FR microbarom exposure

Besides directional and frequency information of microbarom
source regions, the soundscapes also enable the construction of
cumulative probability distributions to quantify the exposure of the
array to microbarom source energy. The smallest area that encloses
95 percent of SPL generation has been determined for each sound-
scape, and is parametrized by the largest distance to the boundary of
this area (Fig. 11a, black dots). The most dominant source contribu-
tion is always located considerably closer to the array (at ∼250 km
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Figure 8. Synthetic soundscape reconstruction of the infrasonic wavefield around I23FR, integrated between 0.05–0.55 Hz. The top panels (a), (d), (g) and
(j) show the initial microbarom source region model for summer (left-hand column), autumn (middle-left column), winter (middle-right column) and spring
(right-hand column) conditions. The middle panels (b), (e), (h) and (k) indicate the long-range propagation conditions within the atmosphere, where the vectors
describe the magnitude and direction of the stratospheric winds (∼30 km altitude). The bottom panels show the interpolated microbarom soundscapes.

95%

5% 

median

Figure 9. Synthetic PPSD of the soundscapes for I23FR. The grey solid lines indicate the global high and low noise curves (Brown et al. 2014). The grey and
black dotted lines present the 5 and 95 percentile and the median curve of the observed PPSD levels at I23FR (Fig. 6).

distance, Fig. 11a, red line). From this analysis, it is concluded that
the SPL contributions by microbaroms at I23FR are from source
regions within an area that has an approximate radius of 2000 km.

Nevertheless, the SPL percentile analysis is relative. During
the austral winter the propagation conditions and the microbarom
source areas are favourable for higher SPL levels (Figs 7 and 10).
Fig. 11(b) shows the omnidirectional SPL contribution of the mi-
crobaroms over distance in absolute numbers. From this panel it
becomes clear that the exposure of microbaroms around the array is

changing with the seasons. While the 95 percentile distance is of the
same order of magnitude, I23FR is exposed to higher microbarom
levels during the austral winter.

5.4 Comparing f/k analysis to soundscapes

In this study, a climatology of the infrasonic wavefield around Ker-
guelen has been studied by using (1) in-situ infrasound data from
array I23FR and (2) synthetic infra-soundscapes. Two beamforming
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(a)

(b)

(c)

Figure 10. Seasonal SPL analysis of the synthetic soundscapes. Panels (a) shows the characteristics of the most dominant sources within the microbarom
soundscapes. Panel (a) indicates the resolved backazimuth. Panels (b) and (c) show the outcome of the omnidirectional analysis of the soundscapes. The
soundscapes have been divided into 10◦ cones, for which the SPL has been determined. Whenever the SPL is above 5 per cent of total SPL, it has been included
within the figure. Panel (b) indicates the directionality, and panel (c) the frequency content.

(a)

(b)

Figure 11. (a) The cumulative probability distribution of I23FR, which quantifies the exposure of microbaroms around the array. The black dots indicate the
radius of the area which encloses the 95 percentile of the resolved SPL. The red dots correspond with the radius of the area of the most dominant source
contribution within the soundscapes. (b) The microbarom SPL distribution at I23FR over radius.

methods, that is, time-domain Fisher and frequency-domain Capon-
CLEAN, have been used to estimate the directivity, frequency con-
tent and amplitude spectra of coherent infrasound between 0.05–
0.5 Hz.

Fig. 12 shows a comparison between beamforming results and
the synthetic soundscape for 2015 October 01 at 00 UTC. Panels
(a) and (b) show the f/k spectra of the initial Capon beamform-
ing result and after applying CLEAN, respectively. Panels (c) and

(d) show a similar analysis based on Bartlett beamforming. Be-
low the f/k spectra, the corresponding soundscape for the same
period is plotted. Within the soundscapes, the direction of the dom-
inant source contribution from the beamforming observations is
plotted (black arrow) and the CLEAN results (grey cones). The
resolved dominant source direction by Capon-CLEAN points to-
wards the dominant source contribution of the soundscape. More-
over, note that the initial f/k spectrum of Capon beamforming is of a
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Figure 12. A comparison between beamforming results and synthetic soundscape for 2015 October 01 at 0 UTC. (a) and (b) show the f/k spectra of the
initial Capon beamforming result and the result after applying CLEAN. (c) and (d) show a similar analysis based on Bartlett beamforming. (e) and (f) present
the corresponding soundscape. The direction of the dominant source contribution from beamforming (black arrow), and the CLEAN results (grey cones) are
highlighted within the soundscapes.

higher resolution than the Bartlett spectrum, which results in a more
accurate outcome of the CLEAN algorithm (den Ouden et al. 2020).
The Capon-CLEAN beamforming results are in general agreement
with the derived soundscapes outcome.

6 C L I M AT O L O G Y C O M PA R I S O N

In Section 5, it was shown that the beamforming results are in
general agreement with the soundscape simulations. The compar-
ison over time between observations and model has been divided
into two analyses. The first comparison is between soundscapes
and the time-domain Fisher results, based on the most dominant
source signal. The second comparison is between the soundscapes
and frequency-domain CLEAN beamforming results and accounts
for surrounding microbarom sources.

The outcome of the first comparison (Fig. 13) shows that during
the austral winter months (June until September), the agreement
between model and observation of the dominant source contri-
bution over the entire five years of comparison is within ∼10◦,
for 81 per cent of the time. During the entire period, however,
the agreement is less. There is a remarkable mismatch between
the soundscapes and observations during the solstice period and
the austral summer months. During these periods, the atmospheric
state is variable and since the soundscape reconstruction is limited
to a PE propagation model these propagation effects may not be
encountered.

Nevertheless, this first comparison is not complete. Various stud-
ies have made the comparison between the dominant infrasonic
observations and model outputs (Landes et al. 2012; Vorobeva
et al. 2020). However, microbaroms source regions are dynamic,
fast-changing, and often extended areas from the perspective of a
distant array. Therefore all sound contributions should be taken into

account, instead of only the most dominant contribution. The sec-
ond comparison, therefore, is based on the CLEAN beamforming
results and the omnidirectional soundscapes. Both methods account
for the omnidirectionality of infrasonic sources, which can be di-
vided into directional Gaussian cones. The cones span a range of
10◦ while having a 50 per cent overlap. The resolved power within
each cone can be assigned to the coherent part of the infrasonic
wavefield.

Figs 14 and 15 show the ‘cone’ comparison between the sound-
scapes and CLEAN observations. The direction of the sources in the
modelled soundscapes and array processing (CLEAN) results are in
good agreement, and both approaches resolve seasonal variations
(Figs 14a and b). However, the SPL differs ∼5 dB. Panel (c) indi-
cates the difference in SPL between soundscapes and CLEAN re-
lated to backazimuth. Note that incoherent noise has not been taken
into account while reconstructing the soundscapes. The CLEAN
beamforming results do contain effects of incoherent noise and are
therefore slightly biased. However, these incoherent noise effects
are minimal for higher amplitude signals. The synthetic sound-
scapes are derived from model data, which are a smooth and un-
varying representation of the reality. Rapid changes and local differ-
ences are not resolved within these models. Comparisons between
model and observations will enable improvements to be made to the
models.

Fig. 15 shows a similar analysis based on the frequency con-
tent resolved from both methods. Again a good agreement between
soundscapes (a) and CLEAN output (b) is noted. The frequency
content of the resolved infrasound sources between both is com-
plementary. Both show a broad frequency distribution during the
austral winter (July), including the finding of lower frequencies.
The frequency distribution during the austral summer (January) is
more narrow.
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Figure 13. Comparison plot between the most dominant backazimuth direction resolved by the time-domain Fisher analysis (Fig. 7) and the soundscape
reconstructions (Fig. 10). During the austral winter, there is a good agreement between model and observation. During the equinox and austral summer, the
agreement decreases.

(a)

(b)

(c)

Figure 14. Comparison between directional synthetic soundscapes (a) and CLEAN observations (b). The panels show the SPL and backazimuth direction
resolved from the soundscapes and CLEAN beamforming, where panel (c) shows a direct comparison between both in SPL.

7 D I S C U S S I O N A N D C O N C LU S I O N

In this study, a climatology analysis of I23FR has been performed.
This array is one of the microbarometer arrays of the IMS and pro-
vides real-time monitoring of the atmosphere (Marty 2019). The ar-
ray is located at the Kerguelen Islands, positioned around the Indian
and Southern ocean boundaries. Since the array experiences high
ambient noise levels (Brown et al. 2014), it is often excluded from
scientific studies. The climatology analysis presented in this study
improves the general knowledge regarding the infrasonic wavefield
received by the array. Various methods have been introduced and
applied to unravel and characterize the wavefield into its individual
components. The performed analysis is essential for the understand-
ing of the infrasonic wavefield. The dominant source contribution
is characterized as microbaroms, thanks to the frequency and am-
plitude signature (Campus & Christie 2010). Microbarom source
regions are large areas from the perspective of distant arrays. The
microbarom source component within the infrasonic wavefield has
been analysed using observations and synthetic soundscapes. Mi-
crobaroms are often classified as ambient noise and may mask in-
frasonic signals of interest. A further understanding of the ambient
noise field therefore comes to the benefit of infrasonic monitoring
of nuclear tests and natural hazards.

Microbarom observations are analysed over five years using
I23FR infrasound data by I23FR (2015–2020). Insight into the sta-
tistical distribution of microbarometer pressure spectra in terms of
PPSDs is discussed in Section 4. These PPSDs contain both coher-
ent infrasound as well as wind noise spectra. The microbarom peak
can clearly be distinguished. The local noise conditions are high,
relative to the global high and low noise curves (Brown et al. 2014).
However, the difference in local noise conditions between the array
elements is similar regardless of the wind direction and strength
(Fig. 4). This analysis does not express anything about the ability to
resolve infrasonic signals but can measure local noise consistency
over the array. Similar noise conditions between array elements are
essential when applying array processing routines, which typically
rely on similar ambient noise conditions on the various array ele-
ments and a highly correlated infrasound signal.

Moreover, the infrasonic wavefield has been separated into co-
herent and incoherent parts by applying beamforming. Two beam-
forming methods (i.e. time-domain Fisher detection and frequency-
domain CLEAN beamforming), have been applied to estimate the
directivity and speed of the incoming coherent infrasonic wave
front. Although the microbarom source regions seem close to the
array (Figs 8 and 12), the sources can still be considered to be in the
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(a)

(b)

(c)

Figure 15. Comparison between the frequency content resolved from (a) the synthetic soundscapes and the (b) CLEAN beamforming. Panel (c) shows a direct
comparison between frequency content of both expressed in SPL.

acoustic far field and therefore can be described by a superposition
of plane waves. As a consequence, the CLEAN methodology as
described by den Ouden et al. (2020) is still appropriate. CLEAN
beamforming is a post-processing method on conventional data pro-
cessing techniques (i.e. Capon beamforming). CLEAN iteratively
deconvolves the array response of the most dominant source con-
tribution from the data. The ability to resolve multiple microbarom
sources therefore depends on the array response (Fig. 1). CLEAN
divides the ‘diffuse’ Capon spectrum (Fig. 12a) into multiple point
sources in the slowness domain (Fig. 12b, i.e. parametrized by az-
imuth and apparent velocity). In the case of microbarom processing,
these point sources represent ‘pseudo-microbarom point sources’.
The point sources follow a Gaussian point spread function (PSF) de-
scribed in Gal et al. (2016) and den Ouden et al. (2020). The diffuse
Capon spectrum is therefore divided into microbarom source con-
tributions. The width of the PSFs is user-defined and the functions
serve merely as a tool to represent the separated source contribu-
tions in the slowness space. Whenever the initial f/k spectrum has a
lower resolution, CLEAN will not separate the various microbarom
contributions into these PSFs. Nevertheless, the representation of
microbarom source regions as pseudo-microbarom point sources
is merely an approximation, since microbarom sources are in real-
ity spread out source regions. Microbarom classification as point
sources suggests there is no correlation between two neighbouring
sources (especially since the source region is relatively close to the
array). Within Section 6, the first initiation of a non-point source
microbarom analysis has been presented by dividing the CLEAN
outcome into directional cones.

Besides the analysis of microbarom observations, the climatology
involves the reconstruction of omnidirectional soundscapes from the
perspective of I23FR (den Ouden et al. 2021). Section 5 describes
the soundscapes and how to interpret results obtained from them.
From the soundscapes, it stands out that the most dominant micro-
barom source regions are relatively close to the island (Figs 8 and
11), which may be the reason that the microbaroms are resolved
clearly despite the very high wind noise levels. The microbarom

signals are therefore significantly less affected by atmospheric prop-
agation effects. A direct comparison between the dominant source
contributions from soundscape simulations and observations is pre-
sented in Section 6. Within this section, a comparison method be-
tween soundscapes and CLEAN observations have been introduced
and presented (Figs 14 and 15). The ‘cone’ partition transforms the
resolved microbarom point source contributions of the beamform-
ing detectors into microbarom source regions.

Although the comparison shows similarities in direction and fre-
quency content, there is a notable SPL difference between obser-
vations and soundscapes. Within this study, the soundscapes only
account for the theoretical contribution of microbaroms between
0.069–1.095 Hz. Additional source contributions within this fre-
quency range are not taken into account. Furthermore, the beam-
forming outcome is affected due to the effects of incoherent noise
within the recordings.

Moreover, within the reconstruction of the soundscapes, the trans-
mission loss from each position in the grid to the infrasound array
location at Kerguelen island is computed using an empirical relation
(Le Pichon et al. 2012; Tailpied et al. 2016). This class of empirical
propagation loss functions is derived as a functional fit to transmis-
sion loss curves computed using the PE method. This model can be
used to approximate the losses due to propagation in a stratospheric
duct, but is inappropriate to quantify losses due to tropospheric
and thermospheric ducting. Furthermore, cross-winds are not taken
into account by applying this propagation model. These winds in-
fluence the propagation conditions (Smets & Evers 2014; Assink
et al. 2018; Blixt et al. 2019), which may explain the differences
in dominant source angle between observations and soundscapes
(Fig. 13). The use of formal propagation models requires atmo-
spheric specifications from the ground to the upper atmosphere. As
upper atmospheric specifications are typically limited to climatolo-
gies, this has implications for the accuracy of thermospheric returns
(Assink et al. 2012; Drob 2019).

Nonetheless, the comparison between soundscapes and observa-
tions is promising. The soundscapes are generated from an initial
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Figure 16. Spatial frequency analysis of two synthetic soundscapes during austral summer (a, 2015 January 01) and winter (b, 2015 July 01). The grey
overlayed contour lines within the panels indicate the bathymetry from GEBCO 2020 (GEBCO 2020 Grid 2020). The cone indicates the dominant microbarom
source direction at 2015 January 01 and 2015 July 01, respectively.

2DFD file that contains 30 frequency steps (0.0345–0.5476 Hz),
which results in a soundscape reconstruction for propagating mi-
crobaroms ranging between 0.069–1.095 Hz. Based on the compar-
isons, it can be concluded that soundscapes give a good insight into
the contribution of microbaroms within the infrasonic wavefield.
Moreover, soundscapes can also be used for spectral analysis of
the source regions. From the frequency analysis of both the sound-
scapes and observations, it follows that the microbarom signals are
contained in a broad frequency range spanning from 0.1 to 0.5 Hz
during the austral winter. Fig. 16 shows the central frequency
content of the various microbarom source regions extracted from
the soundscapes during one day of the austral summer and winter.
The dominant microbarom source direction for the different periods
(Fig. 6, 2015 January 01 and 2015 July 01) is highlighted as a cone,
whereas the remaining source regions are made transparent. The
initial microbarom source model of the soundscapes is based on
Waxler et al. (2007), which account for the effects of bathymetry.
Therefore, the bathymetry features (GEBCO 2020 Grid 2020) are
highlighted within the figure by the grey contour lines. Spectral
analyses of the microbarom source regions provide insights into the
frequency signature of the global ambient noise field (Campus &
Christie 2010; Marty 2019). The microbarom source peak is typi-
cally estimated to be at 0.2 Hz. However, within this study it has been
shown that the microbarom frequency range is shifting seasonally.
Knowing the frequency signature of the microbarom source regions
enables to distinguish between different source regions, and specif-
ically characterize and identify these. Implementing the operational
2DFD model of the ECMWF, with 36 frequency steps (0.0345–
0.9695 Hz) and 36 directions, will provided additional insight into
the higher frequency signature (0.069–1.939 Hz).

The climatology analysis has addressed the differences between
soundscapes and observations, which is essential for future im-
provements of the detection algorithms and soundscape reconstruc-
tions. Moreover, the combination of observations and soundscapes
may enhance the filtering of microbarom source contributions
within the infrasonic wavefield. In conclusion, this new knowledge

contributes to a better verification of the CTBT and better appli-
cability of infrasound as a remote sensing technique for the upper
atmosphere (Donn & Rind 1972; Smets 2018). The climatology
analysis as performed within this paper can act as guidance. The
analysis is modular and can be applied to any infrasound station
or place on earth. Moreover, the analysis could play a role in the
installation of future infrasound arrays. The soundscapes provide in-
sights into the expected microbarom exposure at (future) infrasound
arrays.
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Šindelářová, T. et al., 2021. Infrasound signature of the post-tropical storm
ophelia at the central and eastern european infrasound network, J. Atmos.
Solar-Terrest. Phys., 217, 105603.

Sleeman, R., Van Wettum, A. & Trampert, J., 2006. Three-channel correla-
tion analysis: a new technique to measure instrumental noise of digitizers
and seismic sensors, Bull. seism. Soc. Am., 96(1), 258–271.

Smets, 2018. Infrasound and the dynamical stratosphere: a new application
for operational weather and climate prediction, Delft Univ. Technol, PhD
Thesis: ISBN 978-94-6186-909-8.

Smets & Evers, 2014. The life cycle of a sudden stratospheric warming from
infrasonic ambient noise observations, J. geophys. Res.: Atmos., 119(21),
12,084–12,099.

Stettner, F.B., 2018. Infrasound data analysis of signals produced by Green-
landic glaciers, Master’s thesis, Utrecht University.

Sutherland, L.C. & Bass, H.E., 2004. Atmospheric absorption in the atmo-
sphere up to 160 km, J. acoust. Soc. Am., 115(3), 1012–1032.

Szuberla, C.A., Olson, J.V. & Arnoult, K.M., 2009. Explosion localization
via infrasound, J. acoust. Soc. Am., 126(5), EL112–EL116.

Tailpied, D., Pichon, A.L., Marchetti, E., Assink, J. & Vergniolle, S., 2016.
Assessing and optimizing the performance of infrasound networks to
monitor volcanic eruptions, Geophys. J. Int., ggw400.

Viberg, M. & Krim, H., 1997. Two decades of array signal process-
ing, in Proc. 31st Asilomar Conf. Sig., Syst., Comput., Pacific Grove,
CA.

Vorobeva, E., De Carlo, M., Le Pichon, A., Espy, P.J. & Näsholm, S.P.,
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