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A deep learning approach to (semi-) automatically track bone movement
in ultrasound images of patients with a unilateral transtibial prosthesis

D. Donse
Cognitive Robotics Dept., Faculty of 3mE, Delft University of Technology

Abstract
Background: The procedure to fit a prosthetic socket to a patient, which can assure the patient’s comfort during activities
of daily living, is labour intensive. Such a lengthy procedure could benefit from an automated and more efficient data-driven
method capable of automatically tracking the relative movement between the patient’s tibia and the prosthetic socket. To
investigate such a method, we acquired in-socket bone displacement data during the physical activities of the prosthetic user.
Manually tracking the location of the tibia from, e.g., B-mode (imaging) ultrasound (US) sequences might be a solution, but
this is time-consuming, and the interpretation of the sequences is highly operator dependent. Therefore, an automated and
efficient method to assess socket fit in US sequences is needed.
Methods: We used an existing 3D U-Net with a long short-term memory module (LSTM) and compared its ability to track
a landmark location point on the tibia in US recordings by comparing the displacement and similarity in shape with data
obtained from a semi-automatic single-point tracker. To evaluate the performance of the developed automated workflow, we
obtained experimental data from three participants who performed three repetitive stepping tasks with their prosthetic leg in
a sideways, forward, and backward motion. Three deep learning models were trained with a varying hold-out method (66%
training data, 34 % test data) to test the ability to track a landmark location on the tibia in unseen data from one participant.
To find the similarity of the deep learning models compared to a semi-automated single point tracker, the normalised root
mean squared error (NRMSE) was calculated. We also evaluated the normalised maximum cross-correlation (NMCC) to
account for the maximum similarity in displacement trajectory when a delay occurred between the true trajectory and that
from the automated model. We analysed the repeatability of each step task per participant with the standard deviation from
the mean tibia’s landmark location trajectories.
Results: Due to the delay between the semi-automated single-point tracker and the DL model, the NRMSEs ranged between
27% and 90%. The similarity threshold (0,95) was reached for five trajectories of the tracked point on the tibia in the
anterior-posterior direction, with a delay between 1,5% and 8,5% of the step duration. The similarity in the anterior-posterior
direction of the tibia’s landmark location trajectory was higher than that in the lateral-medial direction. The SD for all
participants was around 1 mm but varied proportionally to the amount of movement observed per participant. The SD of the
DL models was similar to that of the semi-automated single-point tracker.
Conclusion: We conclude that a DL model from a 3D U-Net with an LSTM module has the potential to assist prosthetists
and researchers in tracking in-socket tibial bone movement in the anterior-posterior direction.

I. Introduction

Within daily practice, certified prosthetists/orthotists (CPO)
must adjust the prosthesis of a unilateral transtibial amputee

(UTA) due to changes in the shape and/or volume of the stump.
This change in stump dimensions would result in a change in
stump-socket interactions and disuse of the prosthesis due to
friction or shear caused by an incorrect stump-socket pressure
distribution [1]. Friction and increased pressure may cause soft
tissue damage, and the user is prone to a lack of control of the
prosthetic socket when the shape of the socket and that of the
stump are non-complementary [2]. Consequently, an incorrect
socket fit could impair the full functionality of the prosthesis. To
determine the correct shape and size of the socked, CPOs use
iterative external observations and questions to assess the patient’s
(subjective) perception of the prosthetic fit. Although a broad
range of evaluation methods are available, the demand for a more
efficient and data-driven approach to analyse bone displacement
in the sockets during activities of daily living rises [3].

However, a standardised method for measuring the stump
displacement within a transtibial prosthetic socket during activities
of daily living (ADL) does not exist. Researchers have tried to
develop several methods to gain insight into the kinematics inside
the prosthetic socket, such as marker motion capture [4], [5],

combined with musculoskeletal modelling [6], pressure detection
[7], finite element models from computed tomography (CT) [8],
and magnetic resonance imaging (MRI) [9]. However, these
methods are unsuitable for this task since soft tissue deformation,
between-layer movement, and sweat production might displace
markers from marker motion models or give a distorted view of
the coupling between the skeletal and prosthetic movement in
other methods [3]. Additionally, using marker motion models
requires undesirable prosthetic adjustments in clinical care (e.g.,
drilling holes in the socket). Furthermore, CT, MRI, and X-ray
are not applicable in prosthetic adjustment procedures since these
methods introduce a strong magnetic field or harmful radiation and,
thus, are not suitable for repeatedly measuring test participants in
motion [10], [11].

Therefore, we aim to measure the in-socket movement of the
tibia using diagnostic ultrasound (US). US systems are relatively
low-cost compared to other medical imaging methods and have no
known side effects [11]. Laprè et al. designed a prosthetic socket
with an opening to attain direct skin contact with the US transducer
[3]. Previous studies have used ultrasound measurements to
detect the location of the residual femur in a water-filled socket
[11], [12]. They reported that mounting the transducers and
time-consuming analysis of the ultrasound images could be an
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obstacle to applicability in a clinical setting. Convery and Murray
successfully used two socket-mounted US transducers to analyse
the motion of a residual femur of one test subject while performing
several activities [11]. They found inconsistencies in the motion
patterns obtained from a sequence of US images from the system
recording. They attributed them to the fact that they did not
measure physical activity during a simple repetitive motion of the
participants [11]. To test whether intra-subject repetitive motion
patterns could be observed from the tibia trajectory, we ran a pilot
study to monitor bone movement from US sequences in unilateral
transtibial amputees during ten repetitive step motions in one of
five different directions (one direction per step task). Three of
these tasks involved steps that lifted the prosthetic foot from the
ground.

The location of the tibia within a US recording may be tracked by
manually appointing a landmark location on each US image (e.g.,
a frame from the US recording). However, manually tracking
the location of the tibia in US recordings is time-consuming.
Furthermore, deciding which point to follow is prone to differences
in interpretation of the US image between diagnosticians [13].
A reliable automated approach might address these limitations.
Several algorithms exist for automatic landmark tracking trained
with data labelled by surgeons and radiologists to provide a
standardised, automated medical image analysis method [14].
Automation is widely used in classifying and segmenting bone
structures, enabling algorithms to recognise bone landmarks
and obtain a detailed bone contour from US imaging [15] [16].
Importantly, automation might be a solution to reduce labour
intensity and interpretation variety of analysing US sequences.
Here, we investigated the accuracy of an automated method for
in-socket bone location tracking.

Automatically detecting and tracking a bone structure from
US imaging involves two steps: i) segmentation throughout the
sequence and ii) landmark location tracking. Machine learning
(ML) and deep learning (DL) have generally shown the most
promising results in several US tracking challenges [17], [18].
Most DL segmentation methods rely on convolutional neural
networks (CNNs) or recurrent neural networks (RNNs) [19], [20],
[21]. CNN iteratively scan an image for recognisable properties
while focusing on a small region of interest that shifts after each
iteration and produces a feature map of lower dimensionality.
After all iterations, the original image is deconstructed into several
feature maps, called encoding. A U-Net is a commonly used CNN
architecture in medical image recognition, where the architecture
is shaped like a ’U’. A U-net reconstructs the scanned regions into
a complete image as output, termed decoding, causing it to be more
receptive to surrounding features of the scanned area. U-Nets also
need less training data than conventional CNNs [22]. Recurrent
neural networks excel in analysing the sequential type of data, with
a long short-term memory module (LSTM) in particular for video
tracking [23]. Belikova et al. proved that an adapted combination
of a 3D U-Net with an LSTM outperformed a standalone 3D
U-Net and U-Net in tracking landmark locations in a US sequence
of temporomandibular joint movement [14].

In this work, we decided to explore an existing 3D U-net with
the LSTM module to track the tibia movement by tracking a
landmark location on the tibia from US sequences of the residual
tibial bone movement within the prosthetic socket. The 3D U-Net
can learn to recognise abstract patterns in the US frames, while the
LSTM could be necessary for memorising the temporal track of
the tibia throughout the sequence. Furthermore, we evaluated the
deep learning network tracking performance compared to the semi-
automatic single-point tracker from After Effects (Adobe, United
States of America (USA)). Since a model is only an approximation

of reality, we assessed the relation between the in-socket tibial
displacement and the participant’s physical movement based on
ground-truth data from semi-automatically tracking a landmark
location to answer the following research question:

How does a model of a 3D U-Net with LSTM module
perform compared to a semi-automated single point tracker
when tracking in-socket residual bone movement from US
sequences in unilateral transtibial amputees doing repetitive
step tasks with their prosthetic leg?

The following sub-questions will help find the answer:
• What is the similarity in terms of the shape of the 3D U-

Net with LSTM models with a semi-automated single-point
tracker?

• What is the repeatability in terms of standard deviation from
the mean of the results from the semi-automated single-point
tracker and the automated models?

II. Methodology
A scheme of the general methodology followed in this work can
be found in figure 1.

A. Experimental setup
The experiments were carried out with an HM70A US system (Sam-
sung Electronics, South Korea) with an LA3-16AD transducer (see
Appendix A). The US images were recorded by connecting a US
probe horizontally (marked side pointing in the lateral direction)
to a custom-designed prosthetic socket made of Thermolyn Clear
(OttoBock, Germany) with a Limblogic active vacuum pump
(WillowWood, USA) for each test participant, see Appendix A
for dimensions. The 60-second adhesive (Fabtech Systems LLC,
USA) held the probe in place, and all gaps between the probe,
prosthetic socket and stump were filled with US transmission gel,
see figure 2. At the location of the probe connection, the Alpha
Duo liner (WillowWood, USA) had a hole. The base configuration
of the prosthetic foot alignment with the socket was determined
by observational gait analysis to ensure that the participants were
walking stable and even.

The test procedure was also recorded with an Ipad 2 and iPhone
X (Apple, USA) that recorded the participants’ movements at 60
frames per second (fps).

B. Participants
We recorded US videos of three male participants with unilateral
transtibial amputation. All participants provided written consent
before the start of the study (ethical approval was acquired from
the Medical Ethical Review Board of the University Medical Cen-
tre Groningen, Groningen, the Netherlands (NL74038.042.21)).
Participant one has a left-sided amputation, unlike the other two
participants with a right-sided amputation. Participant one was 51
years old, 84 kg, 1.82 m, participant two was 50 years old, 110 kg,
1.92 m, and participant three was 47 years old, 86 kg, 1.93 m.

C. Human experimental procedure
While wearing the test prosthesis, the participants performed step
tasks of 10 step repetitions each. In total, they performed five step
tasks:

1) weight shifting from one leg to the other,
2) steps to the right side,
3) steps to the left side,
4) steps forward, and
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Figure 1. General methodology from physical experiment to data analysis. Red dots = Adobe Premiere Pro (Adobe, USA), Green dots = Adobe
After effects (Adobe, USA), Blue dots = Python (Python software foundation, USA) processing

Figure 2. Connection of US probe to the custom-designed prosthesis.

5) steps backwards.
A metronome regulated the step frequency at 100 beats per

minute (bpm), and the CPO gave a short demonstration of the
step task. A cross on the ground indicated the direction (forward,
backward, and sideways) and recommended length of each step,
see figure 3. The desired size of the steps was calculated per
participant based on their body height. The forward and sideways
steps had a length of 33 % of body height, while the backward step
was half the length of the other directions. During each directional
task, one leg was static on the ground. In forward motion, one
step entails; starting stance in the initial position (figure 3, right,
A), middle: one step forward (figure 3, right, B) and end: back at
the initial location (figure 3, right, C).

All data from the five tasks are used for training the DL model;
however, since the focus of this research is on monitoring bone
movement while the prosthetic foot is in motion, we will focus the
analysis of the similarity between the semi-automated- and DL
tracker on the following three step tasks:

• Sideways
– Start: standing on two feet initial position in the middle

of the cross from figure 3
– middle: one step sideways with the prosthesis
– end: back at the initial position (standing on two feet in

the middle of the cross from figure 3)
• Forward

– Start: standing on two feet initial position in the middle
of the cross from figure 3

– middle: one step forward with the prosthesis
– end: back at the initial position (standing on two feet in

the middle of the cross from figure 3)
• Backwards

– Start: standing on two feet initial position in the middle
of the cross from figure 3

– middle: one step backwards with the prosthesis

– end: back at the initial position (standing on two feet in
the middle of the cross from figure 3)

Figure 3. Left: cross indicating desired step length per direction (F=
forward, L = left, B = backwards, R = right). Right: Representation
of one step from steps forward procedure with the prosthesis. Initial
position (A) is in the middle of the cross; one loading response moves
the prosthetic foot to (B) and then returns to the initial position (C) in the
middle of the cross. The black arrow represents the movement direction
of the prosthetic foot from A to B, and the grey arrow is the movement
direction from B to C. The end pose is back at the exact location as the
start pose with two feet parallel on the ground pointing forward.

D. Video recordings
The test procedure was also recorded by an Ipad 2 and an iPhone
X (Apple, USA), each placed approximately three meters from
the initial position of the participant. The camera on the side
captured the physical movement of the participant in the anterior-
posterior (frontal-backside) direction, and the camera on the front-
or back-side recorded the physical movement in the lateral-medial
(outside-inside) direction. The cameras captured the lower limbs
of each participant, so we could capture the moment of loading
response and push back to the initial rest position. We also recorded
the moment of starting the US recording, which was synchronised
with that moment in actual time in the videos captured by the
two cameras and compared per set of recordings in Premiere Pro
(Adobe, USA) for each participant, see figure 4.

We trimmed the recording, so the duration was equal to the
procedures from start to end of each step task of 10 repetitions;
please see figure 4. Every instance in which the participant was in
starting pose, stance and end pose for a step was marked so that
the frame number could be related to the frame number in the US
data set corresponding to that instance in time.
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Figure 4. Timeline synchronisation of the start of videos from two
cameras and US recording with marked points for the start, middle and
end of each step

E. Semi-automatic single-point tracking
A CPO appointed a landmark location on the tibia contour for
each unedited US frame, shown in figure 5 left and middle, with
a semi-automatic single-point tracker in After Effects (Adobe,
USA). Incorrect instances of the tracked point, located by the
semi-automatic single-point tracker, were detected and corrected
by the CPO. These landmark locations are the basis of the target
images used as references for the automatic landmark tracking
algorithm. The target images were constructed as a matrix in
Python (Python Software Foundation, USA). Each value in the
matrix corresponds to a pixel, where white pixels have a value of
one and black pixels are valued at zero, and the target matrices
are called binary masks. In the binary masks we made as a matrix
in Python with a size equal to the US frames (1024 x 768), a
white pixel corresponds to a pixel at the desired landmark location.
These masks were used as the targets for the automatic tracking
model. The targets are depicted as white dots with a radius of
5 pixels, which covers the thickness of the tibia at the landmark
location on a black background, see the right side of figure 5.

Y
X

Figure 5. Left: Unedited US frame. Middle: Cropped US frame with
landmark location (red square) and an indication of prosthetic edges.
Right: Binary mask with a white dot functioning as target label for the
automatic tracking detection model, including the X-Y coordinate system
used for calculating the pixel-based centre of mass (positive x-direction
= lateral direction, positive y-direction = posterior direction)

The total US data set contained 19912 frames obtained from
all three participants, from all step tasks, for ten repetitions per
task. The participants followed the experimental procedure in five
different directions each. Therefore, the data was split into 15
raw US segments representing each of the five motion patterns of
all participants combined. The target data, constructed as binary
masks, contained an equal amount of frames as the US data set.
The target data was split into the same segments as well.

F. Automatic landmark tracking algorithm

1. Data preprocessing
The training of the DL models was done on Ubuntu 18.04, running
an NVIDIA GeForce RTX 2080 Ti GPU (11GB RAM). All
unedited US frames were converted to a grey scale matrix (each
pixel represents a value between 0 and 255 dependent on the

intensity of the pixel; 0 is black, and 255 is white) using OpenCV
(Intel, USA) Python (Python Software Foundation, USA). The
original US frames had a size of 1024 x 768 pixels. They were
automatically cropped to decrease the processing time and limit the
amount of surrounding noise around the contour of the tibia based
on the area of movement observed during semi-automatically
tracking of the landmark location on the tibia. The cut frames had
a size of 360 x 240 pixels, with the top left at 119 pixels from the
top and 281 pixels from the left of the original US frame.

The ground-truth binary masks (an additional 19912 frames)
were cropped to the same dimensions as the input frames, so each
location of a value in the binary mask corresponds to the exact
location in the input matrix. It took 2 minutes and 22 seconds to
crop all 39824 images (19912 US frames and 19912 corresponding
binary masks) and divide the data into 30 separate segments
representing separate step tasks (15 cropped US segments and 15
cropped binary masks). The cropped US frames are used as input
to the DL network, and the cropped binary masks function as target
images during training, which the network should reproduce.

2. Deep learning network
We used an existing 3D U-Net LSTM module [14], depicted
in figure 7, for training the segmentation models. The network
consists of three main parts: the convolutional encoding and
decoding units and the LSTM module in the middle. The basic
convolution operations are performed, followed by a rectified linear
unit (ReLU) activation and batch normalisation in the encoding
and decoding parts of the network. These operations ensure
that each feature map consists of binary values indicating the
segmented values with a value of one and make the network more
stable during training [24]. For down-sampling in the encoding
unit, 1x2×2 max-pooling operations are performed to find the
maximum values for each patch, producing feature maps with half
the dimension of the input sample.

The values in the LSTM module pass through several gates
(input, output, and forget gate) and overwrite the internal states
(cell and hidden state) of the LSTM cell [25]. The cell can
forget irrelevant information, which is controlled by the gates
and determines which information is passed from the input to the
output. Static weight matrices 𝑊 and 𝑈 for the input and hidden
state, respectively, along with bias vectors 𝑏, are used in each of
these gates, constructed during the training phase. For each time
step, these weights and biases remain equal. This results in the
following equations in an LSTM cell for one time step t:

𝑖𝑡 = 𝜎𝑟 (𝑊𝑖 · 𝑋𝑡 +𝑈𝑖 · ℎ𝑡−1 + 𝑏𝑖) (1)

𝑓𝑡 = 𝜎𝑟

(
𝑊 𝑓 · 𝑋𝑡 +𝑈 𝑓 · ℎ𝑡−1 + 𝑏 𝑓

)
(2)

𝑐′𝑡 = 𝜎𝑎 (𝑊𝑐 · 𝑋𝑡 +𝑈𝑐 · ℎ𝑡−1 + 𝑏𝑐) (3)

𝑂𝑡 = 𝜎𝑟 (𝑊𝑜 · 𝑋𝑡 +𝑈𝑜 · ℎ𝑡−1 + 𝑏𝑜) (4)

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑐𝑡 (5)

ℎ𝑡 = 𝑂𝑡 ⊙ 𝜎𝑎 (𝑐𝑡 ) (6)

where 𝑖 is the input gate, 𝑓 the forget gate, 𝑐′ the cell gate (𝑐𝑡
= current state, 𝑐𝑡−1 = previous state), 𝑜 the output gate, 𝑐 the
cell state, ℎ the hidden state, 𝜎𝑎 the activation for the states, and
𝜎𝑟 the recurrent activation for the gates, where ⊙ represents an
element-wise multiplication.
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Figure 6. LSTM cell for one time step t; 𝑖 is the input gate, 𝑓 the forget
gate, 𝑐𝑡 = current cell state, 𝑐𝑡−1= previous state, 𝑜 the output gate, 𝑐 the
cell state, ℎ the hidden state, 𝜎 the activation for the states, and tanh the
recurrent activation for the gates, where ⊙ represents an element-wise
multiplication and ⊕ a sum, retrieved and adjusted from [26]

In the decoding phase, 1x2x2 up-convolution operations are
performed to up-sample the feature maps, extrapolating the max-
imum values over the whole dimension of each patch. Each
up-convolution is concatenated with a sample from the same-sized
max pooling layer. The network’s final output produces binary
masks with a segmented contour of the tibia. We used an Adam
optimiser with a weight decay regularisation parameter of 0.0005
and a learning rate of 0.00001; these were determined iteratively
before training these models. For all chosen hyperparameters, we
referred to a previous study on tracking bone in US sequences
[14], see Appendix A.

Figure 7. The deep learning architecture of the 3D U-Net with an
LSTM (long short-term memory module), where n is the number of
frames, Max pool = max pooling, up conv = up convolution, concat =
concatenation, conv = convolution, ReLu = rectified linear unit and BN =
Batch normalisation. Adapted from [14]

3. Training, validation, and evaluation procedure

We trained the DL network in three different configurations (mod-
els). In this training procedure, all 15 segments of 1300 frames on
average were split into sequences of eight frames since previous
literature used the same sequence length [14]. The models pro-
cessed input data with dimensions 𝑛 × 360 × 240 pixels, as shown
in figure 8, where 𝑛 is the number of frames per sequence. The
target data had the same dimensions as the input data and were
used as a reference for the output of the models.

Figure 8. From left to right: cropped frame of data from participants
one, two, and three used as input for the DL algorithm

Each model used a different train-test split; a hold-out test only
fed the model with data it had never processed during training
to test the actual performance and prevent data leakage from the
train to the test set. This hold-out test (66% training data, 34%
test data) was performed with the following configurations for the
test and training sets, please see figure 9:

• Model one
– Training set: segments six to 15 (from participants two

and three)
– Test set: segments one to five (from participant one)

• Model two
– Training set: segments one to five and 11 to 15 (from

participants one and three)
– Test set: segments six to 10 (from participant two)

• Model three
– Training set: segments one to 10 (from participants one

and two)
– Test set: segments 11 to 15 (from participant three)

Figure 9. Training/test procedure per model with a varying train-test
split of all segments in the data set

Several image transformations were performed; a slight random
rotation, flipping relative to the timeline by shifting half of the n
images in a sequence, and random contrast as data augmentation
techniques to minimise the overfitting problem with a limited
training set. The amount of data used as input to the model
remained the same while the orientation, contrast and rotation
were randomly applied to increase the variance of the input data.
We flipped the images randomly with Numpy.flip in Python over
the timeline with an execution probability of 0.5, thus, there is a
50% chance of each input sequence being flipped. The images
were rotated randomly over an angle spectrum of five degrees
positive to five degrees negative rotation with Scipy.ndimage.rotate
(Enthought, USA). We changed the contrast of the input images
by a factor valued between one and two with a 50% chance of
execution with RandomContrast, for any pixel 𝑥 in the channel,
the output will be;

(𝑥 − 𝑚𝑒𝑎𝑛)∗ factor +𝑚𝑒𝑎𝑛 where 𝑚𝑒𝑎𝑛 is the mean value of
the channel [27].

The networks were trained for 100 epochs during training before
the hold-out test. As a loss function, we use Binary Cross-Entropy
(BCE) [28], shown in the equation below:

𝐿𝐵𝐶𝐸 (𝑦𝑡 , 𝑦𝑚) = −(𝑦𝑡 log(𝑦𝑚) + (1 − 𝑦𝑡 ) log(1 − 𝑦𝑚)) (7)
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where 𝐿𝐵𝐶𝐸 is the loss function, 𝑦𝑚 is the predicted value pro-
duced by the model, whereas 𝑦𝑡 is the target value for the landmark
location. The target value can either be one (corresponding to
𝑦𝑡 log(𝑦𝑚)) or zero (corresponding to (1 − 𝑦𝑡 ) log(1 − 𝑦𝑚))). A
value of one indicates a white pixel corresponding to the desired
landmark location, while a zero indicates a black pixel. If each
predicted value is the same as the value in the target binary mask,
the loss becomes zero, so the algorithm is trained to get the loss
function as close to zero as possible. After softmax activation
of the log probabilities, the loss values are scaled between zero
and one. Since we had limited data available and wanted to avoid
leakage of training or validation data into the test set, we excluded
the validation phase. We used the test data to evaluate each
model’s accuracy in predicting the final landmark location and
similarity in terms of shape with the semi-automated single-point
tracker for all step tasks with the prosthesis. We calculated the final
landmark location during postprocessing since the DL architecture
was not designed to produce landmark location coordinates as
output. Therefore, we could not make a valid comparison between
training loss and test results. Consequently, we did not include
the loss values in the results.

G. Postprocessing of the output from the deep learning net-
work

After obtaining a segmentation of the landmark location area
(see figure 10) with the models, automatic postprocessing was
performed, including the Otsu thresholding method from OpenCV
(Intel, USA) Python (Python software foundation, USA) to filter
any remaining noise from the background of the models’ outputs
[29]. The Otsu classification-based binarisation method searches
for the threshold that minimises the intra-class variance, defined
as a weighted sum of variances of the two classes (background
and foreground). It assumes the image consists of only the object
(foreground) and background, and the heterogeneity and diversity
of the scene are ignored [29].

Figure 10. One frame from the output of model three with a segmentation
of the landmark location area (depicted in white) of the tibia, used to
determine the final landmark location (white dot with a black lining)

To obtain the final landmark location, the segmented contour of
the tibia is detected with OpenCV Python, and the final landmark
location was computed as a pixel-based weighted centre of mass
for the predicted output [30] using equations:

𝐶𝑦 =
𝑀10
𝑀00

𝐶𝑥 =
𝑀01
𝑀00

(8)

where Cx is the x coordinate and Cy is the y-coordinate of the
centroid in the coordinate system depicted in figure 5, and M

denotes the image moment:

𝑀𝑖 𝑗 =
∑︁
𝑥

∑︁
𝑦

𝑦𝑖𝑥 𝑗 𝐼 (𝑦, 𝑥) (9)

where I(x,y) is the pixel intensity, with x and y the x- and y-
coordinate for that pixel in the segmented contour of the tibia. The
summation extends over all the elements on that axis in the US
frame. Here 𝑀00 is the total amount of pixels in the segmented
part of the tibia, 𝑀10 the total value of the intensity for all pixels in
the y-axis multiplied by the index values, and 𝑀01 is the total value
of the intensity of all pixels summed over the x-axis multiplied by
the index values.

Outliers were removed by calculating the z-score of all coordi-
nate values (separated in x- and y-direction) per step of each step
task. The values with a z-score of three or higher were removed
and accounted for 1% of the data from the predicted landmark
locations.

H. Mean landmark location and trajectory calculation
The displacement of the landmark location during each step
was split into anterior-posterior and lateral-medial translations
to analyse the models’ accuracy. We converted the coordinate
values from pixels to mm by using the scale used in each recording;
350 pixels accounted for 35 mm in the recordings from participants
two and three, while the scale for participant one was 350 pixels
for 45 mm, please see table 1.

Participant Scale

One 45
35

𝑝𝑖𝑥𝑒𝑙𝑠

𝑚𝑚

Two 10 𝑝𝑖𝑥𝑒𝑙𝑠

𝑚𝑚

Three 10 𝑝𝑖𝑥𝑒𝑙𝑠

𝑚𝑚

Table 1. Conversion table for pixels to mm for the US image data per
participant

Since the recorded steps varied in duration, we calculated a
step percentage from the start at 0% (point A in figure 3) to the
end of the step at 100% (point C in figure 3). We used the step
percentage to calculate the mean amplitude (with reference point:
the initial position of the tibia’s landmark location point at the
start of each step) of the landmark location on the tibia for each
step task. To calculate the mean amplitude at each step percentage,
each measurement per step needed an equal amount of data points.
We collected a set of discrete data points with the semi-automatic
motion tracker with unequal data size per step (ranging from
101 to 196 data points per step). Since a curved trajectory best
represents a physical movement pattern of the tibia’s landmark
location, we used the second-order B-spline interpolation from
Cox and de Boor [31], [32], according to the following equation:

B𝑖,2 (𝑡) =


1
2 (𝑡 − 𝑡𝑖)2 𝑡𝑖 ≤ 𝑡 < 𝑡𝑖+1
1
2 ((𝑡 − 𝑡𝑖) (𝑡𝑖+2 − 𝑡) + (𝑡 − 𝑡𝑖+1) (𝑡𝑖+3 − 𝑡)) 𝑡𝑖+1 ≤ 𝑡 < 𝑡𝑖+2
1
2 (𝑡𝑖+3 − 𝑡)2 𝑡𝑖+2 ≤ 𝑡 < 𝑡𝑖+3

0 otherwise.

(10)

where 𝐵𝑖,2 (𝑡) is the 𝑖𝑡ℎ second order b-spline at point 𝑡 (a coordinate
in either x- or y-direction), over equally spaced knots 𝑡𝑖 in the
range 𝑡0 to 𝑡199, since all steps had a duration between 101 and
196 frames. The space between all knots of the b-spline was 0,5%
of the step percentage so that the mean translation could be related
to the step percentage from 0% to 100%.
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During the task, all participants used each direction’s first and
last repetitions to accommodate a different position, leading to
a deviation in their movement pattern. Therefore, we excluded
these steps from the analysis.

I. Analysis of the automatic tibia’s landmark location trajec-
tory

1. Similarity of tracking methods
To evaluate the absolute tracking error between the semi-automatic
single point tracker and the DL models’ automatic detection, we
calculated the Euclidian distance between the (𝑥,𝑦) coordinate
location of the predicted landmark location and the true location
per step task.

The results from the semi-automatic single-point tracker, re-
ferred to as the ground truth, were compared to those obtained
from the automatic landmark tracking algorithm models. The sim-
ilarity between the two was computed using normalised root mean
square errors (NRMSE) between all true points obtained directly
from the semi-automated tracker and the automated landmark
location tracker [33]:

𝑁𝑅𝑀𝑆𝐸 =

√︂∑𝑛
𝑖=1

(𝑦𝑝𝑟,𝑖−𝑦𝑔𝑡,𝑖)2

𝑛

𝑦𝑝𝑟,𝑚𝑎𝑥 − 𝑦𝑝𝑟,𝑚𝑖𝑛

× 100% (11)

where n is the number of frames per step, 𝑦𝑝𝑟,𝑖 is the predicted
value of the landmark location in one of two directions ( y-direction
(anterior-posterior) or x-direction (lateral-medial)) at time i, and
𝑦𝑔𝑡,𝑖 is the ground truth value at step percentage i, 𝑦𝑝𝑟,𝑚𝑎𝑥 =

maximum amplitude of the landmark location point on the tibia
of the ground truth data during each step, 𝑦𝑝𝑟,𝑚𝑖𝑛 = minimum
amplitude of the ground truth data.

Evaluation of the shape similarity of the results from the mean
of the models and the ground truth data was performed with a time
shift invariant method: the normalised maximum cross-correlation
(NMCC) [33]:

𝑁𝑀𝐶𝐶 =
max | ( 𝑓 ★ 𝑔) [𝑖] |√︃∑𝑛

𝑖=1 𝑓 [𝑖]2 ·
√︃∑𝑛

𝑖=1 𝑔[𝑖]2
(12)

where 𝑓 and 𝑔 are functions with a length of n, per step percentage
𝑖 and ( 𝑓 ★ 𝑔) [𝑖] is the cross-correlation of functions f and g
that represent the mean tibia’s landmark location trajectory of the
semi-automated single point tracker and the DL model’s automatic
detection. The mean trajectory of the tibia’s landmark location
estimated by the models was assumed to represent that of the
ground truth sufficiently if the calculated NMCC was within a
margin of 5% (𝑖.𝑒., NMCC ≥ 0.95) [33] .

A delay was observed between the ground truth and predicted
trajectories of the tibia’s landmark location and estimated from
the step percentage value where the NMCC was maximal.

2. Repeatability of the semi-automatic single-point tracker and
deep learning models

The repeatability was evaluated by calculating the standard devia-
tions from the mean of the tibia’s landmark location trajectory of
the semi-automatic single-point tracker and deep learning models.
A higher SD indicates lower repeatability and vice versa. We
calculated the average of the standard deviation (SD) from the
mean of the tibia’s landmark location trajectory per step task and
direction and interquartile range of the SD to find the repeatability
of all landmark location trajectories between steps per partici-

pant for each step task for both the ground-truth results from the
landmark locations and those obtained from the models.

III. Results

A. Segmentation of the landmark location area from the DL
model

The DL algorithms successfully segmented the data in general;
please see figure 11.

Figure 11. Three frames from the DL model’s output segmented part of
the tibia’s contour (upper) and the cropped input US frames (lower) with
landmark locations from the semi-automated (black dot (upper)/ green
dot (lower)) and DL model’s (white dot with black lining (upper)/ red dot
with white center (lower)) output; from left to right: model one, model
two and model three

B. Similarity and NRMSE of the tibia’s landmark location tra-
jectories between semi-automatic and automatic methods

The results corresponding to the output from the tibia’s landmark
location trajectories of the semi-automatic single-point tracker for
the three participants (referred to as participant one, participant
two, and participant three) and the automatic deep learning models
(referred to as model one, model two, and model three) were
compared for all step tasks involving steps with the prosthetic foot.
A boxplot of the absolute tracking error per step task can be found
in figure 12. The NRMSE, delay, and NMCC values can be found
in table 2. The translations are shown in figure 13 as the mean
amplitude of the landmark point on the tibia from all steps per
participant per step task:

• Sideways task
– Anterior-posterior translation (figure 13A)
– Lateral-medial translation figure 13B)

• Forward task
– Anterior-posterior translation (figure 13C)
– Lateral-medial translation figure 13D)

• Backward task
– Anterior-posterior translation (figure 13E)
– Lateral-medial translation figure 13F)

The average standard deviation and its interquartile range from
the mean tibia’s landmark location trajectory for the sideways,
forward and backward tasks can be found in table 3, 4, and 5,
respectively.
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Figure 12. The Euclidian distance in [mm] between the predicted location
by each model and the true location obtained with a semi-automated
single-point tracker per step task, the orange line is the median and the
green triangle points at the mean value for each model per task

C. Similarity between semi-automatic single point tracker and
deep learning models

For all models, a significant delay of around 2,0% to 13,0%
on average can be observed in the tibia’s landmark location
trajectory compared to the semi-automatic single-point tracker
results. This is also reflected in the NRMSE values, ranging
from 27,7% to 77,3% for the anterior-posterior direction and from
38,9% and 90.0% in the lateral-medial trajectory. The maximum
NRMSE of model one (i.e. 90%) is found for the prediction
of the lateral-medial translation during the forward task. The
mean approximation and the standard deviation of model one
do not overlap with that of participant one during the translation
of the tibia’s landmark location (figure 13 D). For model two,
the maximum NRMSE (84.9%) is found for the lateral-medial
translation of the backward task (figure 13 F). In that trajectory,
the true translation of the tibia’s landmark location trajectory
shows the most extensive amplitude changes in the step percentage
intervals of 15% to 40% and 70% to 80%, ranging from 0 mm to
9 mm. Compared to all of its other trajectories, model three shows
the highest NRMSE (i.e. 77.3%) for approximating the anterior-
posterior course of the tibia’s landmark location for the sideways
task, where the amplitude changes are the smallest (0 mm to
1.5 mm) compared to the other trajectories observed in participant
three.

1. Model one
The trajectory of the anterior-posterior translation of the landmark
location on the tibia of model one does represent the shape of the
semi-automatically tracked course for participant one during the
sideways- and forward tasks (figures 13 A and C). The NMCC
values of 0.99 confirm this observation. The trajectory for the
backward task in the anterior-posterior direction shows a large
phase shift and significant differences in shape, verified by the
NRMSE (58,4%) and insufficient NMCC value (0.91).

In the lateral-medial direction, the approximation of the ground
truth is less accurate, resulting in a sufficient NMCC of 0.97 for
the forward step task but with a high NRMSE of 90%, insufficient
NMCC of 0.89 for the sideways and 0.22 for the backward task.

2. Model two
The tibia’s landmark location trajectories approximated by model
two do not reach the NMCC threshold.

The highest amplitude changes (+4 mm to -4 mm within 15% of
the step) of the tibia’s anterior-posterior landmark location for the
semi-automatic single-point tracker were observed in participant
two during the forward and backward tasks (figure 13 C and E).
The model reached an NMCC of 0.93 for the forward task and
0.9 for the backward task. For all trajectories except the sideways,
anterior-posterior translation of the tibia’s landmark location,
participant two showed the highest amplitude and changes in
amplitude. For the sideways task, model two did not approach the
shape and trajectory of the anterior-posterior translation trajectory
for participant two well and reached an NMCC of 0.71.

The lateral-medial translation of the landmark location on the
tibia for the backward task of participant two shows the most
extensive changes in amplitude of all measurements (± 4 mm
change within 2% of the step). Model two cannot track this
trajectory in shape and similarity, which is reflected in the NRMSE
(i.e. 84,9%) and NMCC (i.e. 0.22) values.

3. Model three
During the approximation of the anterior-posterior trajectory of the
tibia’s landmark location for the sideways task, the NRMSE was the
highest, where the amplitude changes were the smallest compared
to the other trajectories observed in participant three. Still, the
NMCC was within the margin, indicating a good representation of
the ground truth. Model three showed a relatively similar shape of
the tibia’s landmark location trajectory for participant three in the
anterior-posterior direction for all tasks and reached an NMCC of
0.95 for the sideways task and 0.99 for the forward- and backward
step-task. In the lateral-medial direction, the approximation of the
tibia’s landmark location trajectory was less accurate, resulting in
NMCC ranging between 0.31 and 0.78.

Participant three showed the smallest amplitude (up to 4 mm)
and changes in amplitude (up to 1 mm per %)of the tibia’s
landmark location trajectory obtained from the semi-automatic
single-point tracker compared to that of the other two participants
but also stayed within the NMCC margin for all anterior-posterior
trajectories (higher than 0.95). Participant two showed the largest
amplitude (+10 mm and -10 mm) and changes in amplitude (up to
6 mm per %), and model two did not reach the NMCC threshold
for any of the trajectories. The tibia’s landmark location trajectory
tracked by the semi-automatic single-point tracker of participant
one reached a slightly larger amplitude (up to 5 mm) than that of
participant three (up to 4 mm) and a somewhat smaller amplitude
than participant two (up to 10 mm). Compared to the other tasks,
participant one showed the largest amplitude (up to 5 mm) and
changes in amplitude (up to 2 mm per %) in the anterior-posterior
direction during the backward step task, where the NMCC (i.e.
0.91) did not reach the threshold. Participant One showed a
slightly smaller amplitude for the sideways and forward tasks
(up to 3 mm). In contrast, the NMCC values (i.e. 0.99 for
both) showed a sufficient representation of the shape of the actual
trajectory.

D. Repeatability of the semi-automatic single-point tracker
and deep learning models

The interquartile range of the SD shows a more extensive range
when the SD (from the mean of the tibia’s landmark location
trajectory per step task and direction) is higher for all trajectories.

1. Sideways task
For the true trajectory of participant one, the SD values are around
0.8 mm and comparable for both directions (anterior-posterior and
lateral-medial). In the lateral-medial direction, participant two’s
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Figure 13. The mean trajectories of the Anterior (A, C, and E) and Lateral (B, D, and F) translation of the tibia w.r.t the starting pose in mm over
the step percentage, where 0% is the start of the step, and 100% is the end of each step. A negative amplitude in the anterior direction = positive
amplitude in the posterior direction, and a negative amplitude in the lateral direction = a positive amplitude in the medial direction.
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SD (2.34 mm) is more than twice as high as in the anterior-posterior
direction. The SD (0.78 mm) in the lateral-medial direction for
participant three is about 30% higher than in the anterior-posterior
direction (0.62 mm).

The SD for participant two is the highest, while that of partici-
pant three is the lowest in both directions for the true landmark
location trajectory. The SD for most models is around the same
order of magnitude as that of the true trajectories per participant,
except for the lateral-medial trajectory of model three, which
shows a higher SD than the ground truth.

2. Forward task
For participant one, the SD is about 40% higher in the anterior-
posterior direction (0.98 mm) than in the lateral-medial direction
(0.58 mm). The SD of participant two shows a similar value for
both directions (±1.20 mm). In contrast, participant three’s SD is
about 30% higher for the lateral-medial direction (0.78 mm) than
for the anterior-posterior direction (0.62 mm).

The SD for participant two is the highest, while that of partici-
pant three is the lowest in the anterior-posterior direction for the
true landmark location trajectory. In the lateral-medial direction,
the SD for participant two is the highest, while that of participant
one is the lowest. The SD for most models is around the same order
of magnitude as that of the true trajectories per participant, except
for the lateral-medial trajectory of model three, which shows a
higher SD than the ground truth obtained from the semi-automatic
single-point tracker.

3. Backwards task
During the backwards task, the SD for participant one is about
twice as high in the anterior-posterior direction (1.24 mm) as
in the lateral-medial direction (0.61 mm). Participant two also
shows a higher SD in the anterior-posterior direction (2.43 mm)
than in the lateral-medial direction (1.71 mm), a difference of
around 40%. Participant three shows a similar SD value for both
directions (0.71 mm and 0.75 mm) of the tibia’s landmark location
trajectory. Similar to the SD values of the forward step task, the
SD for participant two is the highest, while that of participant
three is the lowest in the anterior-posterior direction for the true
landmark location trajectory. In the lateral-medial direction, the
SD for participant two is the highest, while that of participant
one is the lowest. The SD for most models is around the same
order of magnitude as that of the true trajectories per participant
anterior-posterior direction. In the lateral-medial direction, the
SD values of the models are higher than those from the true
trajectories.

IV. Discussion
A DL network was trained in three configurations by splitting
the data into several train- and test batches. For each model,
the data from two participants were used for training, and the
remaining data were held out for the test phase. We tested the
corresponding models’ ability to track a landmark location on
the tibia in sequences of US images with similarity measures of
the true shape and trajectory. The displacement of a landmark
location assigned to the tibia was observed with a semi-automatic
single-point tracker for all participants and used to validate the
displacement detected by the DL models. All displacements are
decomposed into anterior-posterior and lateral-medial translations
of the tracked point on the tibia to analyse the similarity (with
NRMSE and NMCC) and standard deviations of each model per
participant.

A. Segmentation of the landmark location area from the DL
model

All segmented landmark location areas in figure 11have a different
shape. Especially the width of each body varies, while the thick-
ness of the segmented regions is similar. Since we determined the
landmark location point by calculating the centre of mass of the
landmark location area, a variance in the width of the segmented
part of the tibia could lead to a variance in the lateral-medial
translation of the final landmark location (figure 11, right side).
A curved shape of the segmented area could also lead to a dis-
placement of the final landmark location in the anterior-posterior
direction (figure 11, middle). If the final step of determining the
landmark location area were incorporated differently in the DL
model, the model could eventually learn to correct the location
where necessary [34]. A possibility would be to design a different
DL architecture to produce the final landmark locations as output,
as done in corn kernel detection [35]. Hence, the model learns to
specify the correct coordinates as output.

B. Similarity between semi-automatic single point tracker and
deep learning models

1. Anterior-posterior translation of the landmark location point
All models showed a delay in the mean landmark location trajectory
(phase shift) compared to the results from the semi-automatic
single-point tracker for all participants, resulting in an NRMSE
higher than 27% for all models.

However, NMCC values do not account for phase shift. They
show a sufficient approximation within a margin of 5% similarity
in shape (i.e. NMCC ≥ 0.95) for some of the models in the
anterior-posterior direction. Model one represents the mean of the
actual trajectory of participant one sufficiently for the sideways
and forward task with a phase shift of 2,0% and 1,5%, respectively.
Model three shows a sufficient representation for all step tasks in
the anterior-posterior direction with a delay between 5,5% and
8,5%, while model two does not reach the NMCC threshold.

The delays of the models that reach the similarity threshold
are between 1,5% and 8,5% compared to the semi-automatic
single-point tracker. On average, the delay of the models that
reach the similarity threshold is 4,9%. Since the upper- and lower
bound of these delays differ by 7%, shifting the model’s results by
5% would not be a robust solution. A modification of the training
procedure or architecture would be a better solution (e.g., training
with a more extensive data set, using k-fold cross-validation or
dividing the data into smaller segments).

2. Lateral-medial translation of the landmark location point
The only lateral-medial trajectory that reaches the NMCC threshold
is from model one’s approximation of the forward step task of
participant one. The course of the tibia’s landmark location
trajectory from model one is relatively flat, while the true trajectory
also shows a flat shape. However, the mean trajectory does not
overlap with the true trajectory for participant one, resulting in
the highest NRMSE of 90%. All models showed significant
deviations from the ground truth trajectory for the remaining mean
trajectories of the tibia’s landmark location in the lateral-medial
direction.

3. Train- and test procedure
Since model one was trained on the true trajectories of participants
two and three, it was trained on small and large translations of
the tibia’s landmark location observed in the US recordings of
participants two and three. Model two was trained on more
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minor translations (those of participants one and three) than the
translations observed in the actual trajectory of the tibia’s landmark
location for participant two. Finally, model three was trained on
the data segments from participants one and two, which showed
larger amplitudes and changes in amplitude than the data model
three processed for testing. A validation run was not performed to
check the loss development per epoch. Investigating this could
provide helpful insights into the model’s performance, and a
distinction could be made whether it is overfitting or underfitting
the data. The optimal weights could then be obtained when the
model’s validation loss is at its minimum [36]. Since a validation
run was not performed due to the limited availability of data,
it is dangerous to derive conclusions from these observations.
However, a recommendation for further research can be given.

Two possible explanations can be given for the errors in the
results of the DL models compared to those from the semi-
automated single-point tracker;

1) Covariate shift; a difference in input data distribution could
have caused the model to perform poorly when tested on data from
participant two [37]. The data used for the training procedure
of models one and three contained a large variety in amplitude
magnitudes and the rate of change in amplitude. At the same time,
models one and three show a higher NMCC during testing than
model two’s results. If a model is trained on different distributed
data than the data used during the test phase, there would be a
risk of impaired performance [37]. Additionally, DL models have
a high risk of overfitting on small and noisy data sets due to the
complexity of the DL architecture [36]. Reducing the complexity
of the model by removing layers during the training process could
provide a way to improve the performance of this model [36]. An
overfitted model could result in a higher loss and error during
testing and implementation, especially when using a small data
set [38]. A good training data set contains enough variability
to prepare the model for processing new data [38]. Since only
limited data were available for training these models, we did not
have enough data to train all models with a representative training
set, causing a covariate shift.

2) The DL network might not be able to follow fast changes in
the amplitude of the tibia’s landmark location in long segments of
data in more than one direction. We used relatively long segments
compared to a previous study on spatio-temporal localisation
of the temporomandibular joint in US videos with a similar DL
architecture that found a mean Euclidian distance of 2,14 mm (2,86
SD) for segments of 60 frames each [14]. The results are hardly
comparable since they study a different body part. Therefore, the
motion pattern is probably not the same. However, it is essential
to look at the absolute tracking error of their version of this DL
model (trained with a similar architecture). When compared to
the boxplots in figure 12, it followed that the absolute tracking
error of our models, expressed in Euclidian distance, was higher
for 75% of all tracked points (the lower quantile of each model
for each task exceeds 2.5 mm, while their model’s mean absolute
tracking error was 2.14mm). Each segment contained one step
(one anterior translation of the jaw and back again), processed
separately during each simulation, contrary to processing eight
steps consecutively in the simulation of our DL models (eight
displacements in the anterior-posterior and lateral-medial domain).
The temporomandibular joint only showed a large translation in the
anterior-posterior direction. On the contrary, the translation in the
perpendicular direction is negligible. In this study, the movement
of the tibia shows translations in two directions; anterior-posterior
and lateral-medial. The resulting NRMSE in the lateral-medial
direction of our models was mainly higher than in the anterior-
posterior direction. That might indicate impairment of this DL

architecture for following the displacement in two directions
instead of a translation.

C. Repeatability of the semi-automatic single-point tracker
and deep learning models

A higher SD indicates lower repeatability of the step task. The SD
of most true trajectories tracked by the semi-automatic single-point
tracker is around 1 mm. Participant two shows the highest SD,
which is proportional to the amount of tibial movement shown in
the ultrasound recordings. Since the shape of all trajectories from
the tibia’s landmark location shows two peaks in one direction,
the SD will be higher during tibial movement. The movement
will mainly occur when the prosthesis is lifted from the ground
(during the swing phase) and just before. When the participants
fully load their weight on the prosthetic foot, the residual limb is
pushed into the socket, stagnant in one location. Since all standard
deviations are averaged during the step, this stagnation of the tibia
in the exact location might give a biased result when assessing the
repeatability of these measurements. Only looking at the parts of
the step where the residual limb is in movement during the swing
phase might improve this approach.

During the forward and backward step task, the participants had
to shift their weight forward or backwards while placing the pros-
thetic foot farther in the anterior or posterior direction, respectively.
During the total loading of the prosthetic foot, one of the knees
is in extension during both tasks when balancing. At the same
time, in extension, their muscles exert various activation patterns
to accommodate this motion during the forward or backward step
task [39].

During the sideways step task, the participants shift their centre
of gravity sideways while balancing on their prosthesis in the
stance phase. At this point, the centre of pressure (COP) is located
on the lateral side of the prosthetic foot. After landing on the
prosthetic foot, the task was to move the prosthetic foot back to
the initial position by shifting the COP to the medial side of the
prosthetic foot and stepping back. A recent study on dynamic
balancing responses in UTA during slow treadmill walking (0,5
m/s) showed that in-stance COP modulation strategies while in the
stance phase heavily rely on the ankle mechanism in the control
group without amputation [40]. Since ankle muscles are absent
in the prosthesis of UTA, their natural response is to adjust the
placement of the non-amputated leg.

D. Limitations

1. Human experimental procedure
Only three subjects were involved in this study, limiting the versa-
tility and availability of data produced during this experiment. The
experimental procedure was demonstrated, but each participant
could interpret and exert the demonstration themselves, which
might reduce the repeatability of the task. The forward- and
backward tasks were motion patterns that could also occur during
gait, thus might be more familiar to the participants.

Due to the step exercise where the non-amputated leg should
remain in the initial location, the adjustment response of the
non-amputated leg was not possible. Therefore, the participants
had to adapt their strategy to balance the stance phase on their
prosthetic foot. Since the kinematic motion patterns for the step
tasks are not temporally and kinematically constrained (e.g., a
fixed movement path of the prosthetic foot, assisted with lights to
indicate the desired position of the foot in time) [39], a variance
in the exercise might be more evident during the sideways step
task than during the forward- or backward task [11].
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Also, one CPO appointed the landmark locations in the semi-
automated motion tracker. Following one point by observation
proved to be tedious since the US images were distorted with
noise, and the range of view in the recording did not cover the
complete tibia.

2. Deep learning
In this study, the metrics used for the evaluation of the training
procedure and the testing procedure were not the same. Also, a
validation phase was not performed after training the models due
to the limited availability of data, so evaluating the loss per epoch
was impossible and optimising the weights per epoch could not be
done. Since only 66% of the data obtained from three participants
is used for training, a small data set remains with little variability.
Therefore, the complex models were likely to overfit the noisy
training data [36].

All models show insufficient similarity for the lateral-medial
trajectories of the landmark location point of the tibia. This
could, for instance, be caused by a variance in the width of the
segmented part of the tibia, as shown in figure 11. Furthermore,
the study on tracking the temporomandibular joint only entailed
a large amplitude in one translatory direction and achieved a
lower tracking error than the DL models investigated in this
research. Consequently, that might indicate impairment of this
DL architecture to track displacement of the tibia’s landmark
location point instead of translation. A study on tracking liver
lesions in respiratory motion from US sequences with a CNN of
a different architecture showed similar amplitude magnitudes in
two directions and reported a mean Euclidian distance of 0.69
mm (0.67 SD) [34]. Their model was trained on 24 and tested
on 39 sequences. The duration of the US sequences ranged from
four seconds to 10 minutes. However, the frequency of the motion
is about four times lower than for the translation of the tibia’s
landmark location. They included locating the actual landmark
location in the DL approach, which could also be an improvement
to our model. Their model achieved high accuracy and their
training data set was more extensive than the set used in this
study. Hence, a larger training data set obtained from a variant
participant pool is needed to discover the full potential of this DL
architecture.

E. Recommendations

1. Human experimental procedure
It would be interesting to investigate whether a higher constraint
of the kinematic motion pattern would lead to lower standard
deviations of the mean trajectory of the tibia’s landmark location
point. Since one CPO in this study labelled the ground truth,
the appointed landmark location is still prone to human error.
Therefore, for future research, we recommend defining a stan-
dard landmark location visible in all US recordings, like a bony
landmark, that could be used to train a DL model for automated
detection of this location on the tibia.

Since we have shown that measuring the displacement of a
landmark location on the tibia in a prosthetic socket is feasible
with a semi-automated motion tracker, further studies could also
try to measure during gait. Using a second US probe could be
interesting to enable estimation of the angular range of motion of
the residual limb during gait [11].

2. Deep learning
For further research, it is essential to include a training, validation
and testing phase with the same metrics for evaluation of the

performance of the models in all stages. The optimal weights
can be retrieved when the validation loss is minimal [36]. Hy-
perparameters that influence the complexity of the models (e.g.,
dropping out layers, adjusting batch size and regularisation) can
also be tuned during this phase.

Another good starting point for future research might be to
investigate whether this DL network achieves better accuracy when
trained on a more extensive data set with a larger variety in tibial
trajectories, using k-fold cross-validation with hyperparameter
search as a training procedure [38]. To avoid deviations from the
desired point due to a variance in the shape of the segmented part
of the tibia, using deep learning to find the final landmark location
could also be an improvement for future research [34].

V. Conclusion
To conclude, a 3D U-net with an LSTM model can track the tibia’s
landmark location trajectory in the anterior-posterior direction
with a delay with respect to the semi-automatic single-point tracker.
However, the similarity of the landmark location trajectory of the
models compared to a semi-automated single point tracker did not
reach an NMCC within a sufficient margin for the lateral-medial
trajectories of the tibia’s landmark location trajectory. So, the
DL model has the potential to assist researchers in tracking the
anterior-posterior trajectory of a landmark location on the tibia.
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Appendix A: Tables

Similarity and standard deviations

Model Model 1 Model 2 Model 3

Direction
NRMSE
[%]

Delay
[step %]

NMCC
NRMSE
[%]

Delay
[step %]

NMCC
NRMSE
[%]

Delay
[step %]

NMCC

Sideways
Anterior-posterior 33,4 2,0 0,988 61,0 6,5 0,707 77,3 5,5 0,953
Lateral-medial 85,1 2,5 0,894 74,7 5,0 0,914 38,9 7,5 0,307
Forward
Anterior-posterior 27,7 1,5 0,996 68,3 6,5 0,928 67,7 7,0 0,986
Lateral-medial 90 2,5 0,966 76,9 - 0,771 53,3 7,0 0,775
Backwards
Anterior-posterior 58,4 9,5 0,912 66,2 10,5 0,897 50,6 8,5 0,998
Lateral-medial 57,1 11,0 0,219 84,9 - 0,221 64,7 13,0 0,739

Table 2. Normalised root mean square errors, delays in step percentage and normalised maximum cross-correlation for the trajectory of all three
automated models compared to the course of the landmark location on the tibia determined by the semi-automated model (for participant one, two,
and three)

Direction subject
Standard deviation
average [mm]

Interquartile
range

Model
Standard deviation
average [mm]

Interquartile
range

Anterior-posterior participant 1 0.83 [0.54, 1.13] model 1 0.84 [0.45, 1.24]

Anterior-posterior participant 2 0.97 [0.82, 1.24] model 2 1.33 [0.97, 1.74]

Anterior-posterior participant 3 0.62 [0.47, 0.72] model 3 0.50 [0.24, 0.64]

Lateral-medial participant 1 0.80 [0.66, 1.12] model 1 0.43 [0.26, 0.56]

Lateral-medial participant 2 2.34 [1.74, 3.32] model 2 2.05 [1.57, 2.53]

Lateral-medial participant 3 0.78 [0.69, 0.81] model 3 1.42 [0.96, 1.75]

Table 3. For the sideways task: The standard deviation average and interquartile range for all subjects (semi-automatically tracked) and models
(automatically tracked)

Direction subject
Standard deviation
average [mm]

Interquartile
range

Model
Standard deviation
average [mm]

Interquartile
range

Anterior-posterior participant 1 0.98 [0.77, 1.21] model 1 1.11 [0.71, 1.53]

Anterior-posterior participant 2 1.23 [0.71, 1.81] model 2 1.38 [0.83, 1.98]

Anterior-posterior participant 3 0.62 [0.33, 0.87] model 3 0.61 [0.36, 0.82]

Lateral-medial participant 1 0.58 [0.46, 0.75] model 1 0.53 [0.48, 0.66]

Lateral-medial participant 2 1.19 [0.79, 1.47] model 2 2.24 [1.64, 2.73]

Lateral-medial participant 3 0.78 [0.69, 0.93] model 3 1.57 [1.22, 1.89]

Table 4. For the forward task: The standard deviation average and interquartile range for all subjects (semi-automatically tracked) and models
(automatically tracked)

Direction subject
Standard deviation
average [mm]

Interquartile
range

Model
Standard deviation
average [mm]

Interquartile
range

Anterior-posterior participant 1 1.24 [0.98, 1.72] model 1 1.23 [0.67, 1.87]

Anterior-posterior participant 2 2.43 [1.66, 3.12] model 2 2.76 [1.95, 3.71]

Anterior-posterior participant 3 0.71 [0.54, 0.90] model 3 0.72 [0.50, 0.91]

Lateral-medial participant 1 0.61 [0.38, 0.90] model 1 1.41 [0.60, 2.18]

Lateral-medial participant 2 1.71 [1.02, 2.26] model 2 2.92 [1.79, 4.22]

Lateral-medial participant 3 0.75 [0.57, 0.92] model 3 2.10 [1.84, 2.4]

Table 5. For the backward task: The standard deviation average and interquartile range for all subjects (semi-automatically tracked) and models
(automatically tracked)
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3D U-Net and LSTM module

Hyperparameters Values
Number of layers 2

Batch size 256
Hidden size 1024
Optimizer Adam

Learning rate 0.00001
Weight decay regularization 0.0005

Sequence length 8
Number of epochs 100

Dropout probability 0.2
Activation function Softmax

Tracker results

Figure 14. Mean trajectories of the Anterior (left side of the figure) and Lateral (right side of the figure) translation of the tibia w.r.t the starting pose
in mm over the step percentage for each task, where 0% indicates stance on two feet at the start of the step and 100% indicates the return to the initial
position on two feet.
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US settings
Setting Values

Frequency 8.8 𝑀𝐻𝑧/Penetration
Frame avg 4

Dynamic range 125 𝑑𝐵

Reject level 1
Gray map 13

Multivision Low
Clearvision 3
scan area 100%

2D Image Size 90
Tissue 1500

Edge enhance 0
Focus number 1

Power 100 𝑉𝐴𝐶

US probe placement

subject Knee [mm] transducer [mm]

One 510 420

Two 555 465

Three 560 482
Table 6. Distance from the ground to the knee and US transducer
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Appendix B: Test-retest reliability

an ICC (Two-way mixed effects, mean of k measurements, absolute agreement) analysis was performed on the trajectories found for
each task per subject. The test-retest reliability of the landmark trajectories from the semi-automatic single-point tracker and the
models were compared for all steps, each movement direction (anterior-posterior or lateral-medial), and step task (sideways, forward
or backwards) per participant with the Intraclass Correlation Coefficient (ICC) defined in table 7.

Model Two-way mixed effects

Type Mean of k measurements

Definition Absolute agreement
Table 7. ICC, intraclass correlation coefficient for test-retest reliability [1]

According to the following equation:

𝐼𝐶𝐶 =
MSR − MSE

MSR + MSC−MSE
𝑛

(13)

where MSR = mean square for rows (each row represents one of 200 data points per step); MSE = mean square for error between
steps; MSC = mean square for columns (each column represents one step); n = number of participants, in this case one. ICC values
less than 0.5 indicate poor reliability, values between 0.5 and 0.75 indicate moderate reliability, values between 0.75 and 0.9 indicate
good reliability, and values greater than 0.90 indicate excellent reliability [2]. After interpolating (second order cardinal b-spline) all
landmark location points per step over 200 knots, the ICC (Two-way mixed effects, mean of k measurements, absolute agreement) was
calculated. K is the amount of steps per step task.

Test-retest reliability results

ICC(Two-way mixed effects, mean of k measurements, absolute agreement) values less than 0.5 indicate poor reliability, values
between 0.5 and 0.75 indicate moderate reliability, values between 0.75 and 0.9 indicate good reliability and values greater than 0.90
indicate excellent reliability [2]. The standard deviation median and its interquartile range of the mean tibia’s landmark location
trajectory and ICC values for the sideways, forward and backward tasks can be found in table 8, 9, and 10, respectively. The ICC
for the sideways and the forward task is generally higher in the anterior-posterior direction than the lateral-medial direction for all
participants. The ICC of the DL models is lower than the ICC of the semi-automatic single-point tracker for all participants except for
the anterior-posterior course tracked by model three during the sideways step task.

• Participant one: In the anterior-posterior direction, participant one achieves good to excellent test-retest reliability for all step
tasks. For the lateral-medial direction, the ICC is good for the sideways task, good for the forward task, and good to excellent for
the backwards task.

• Model one: The test-retest reliability of model one in the anterior-posterior direction is slightly lower than that of participant one
but still achieves a good ICC for all step tasks. However, in the lateral-medial direction, the ICC indicates poor reliability for the
backwards and forward tasks and poor to moderate reliability for the sideways task.

• Participant two: In the anterior-posterior direction, the sideways task trajectory of the tibia’s landmark location trajectory for
participant two shows moderate to good test-retest reliability; for the forward task the ICC reaches excellent score while for the
backwards task, it achieves good to excellent reliability. In the lateral medial direction, the ICC is good for the sideways task and
excellent during the forward and backwards tasks.

• Model two: In the anterior-posterior direction, the ICC for model two is poor to moderate for the sideways task, good to
excellent for the forward task and moderate for the backwards task. In lateral-medial direction, the score is moderate to good for
approximating the tibia’s landmark location trajectory of the sideways task, poor to moderate for the forward task and poor for the
backwards task.

• Participant three: In the anterior-posterior direction, the test-retest reliability of the tibia’s landmark location trajectory is
moderate to good for the sideways task, good for the forward task and excellent for the backwards task. In lateral-medial direction,
it is moderate to good for the sideways and forward task and good to excellent for the backwards task.

• Model three: Model three achieves good to excellent ICC for the anterior-posterior direction of the sideways, good for the
forward and excellent for the backwards task trajectory of the tibia’s landmark location. The lateral-medial directional sideways
task trajectory’s ICC is poor for the sideways and forward tasks and moderate to good for the backwards task.

The ICC(Two-way mixed effects, mean of k measurements, absolute agreement) was calculated to find the test-retest reliability of
the tibia’s landmark location trajectories obtained from the semi-automated single-point tracker and the three DL models. A visual
representation of the average ICC values per step task can be found in figure 15.
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Direction subject
Standard deviation
average [mm]

Interquartile
range

ICC
95% confidence
intervals

Model
Standard deviation
average [mm]

Interquartile
range

ICC
95% confidence
intervals

Anterior-posterior participant 1 0.83 [0.54, 1.13] 0.91 [0.89 0.93] model 1 0.84 [0.45, 1.24] 0.90 [0.88 0.92]

Anterior-posterior participant 2 0.97 [0.82, 1.24] 0.71 [0.62 0.78] model 2 1.33 [0.97, 1.74] 0.59 [0.38 0.72]

Anterior-posterior participant 3 0.62 [0.47, 0.72] 0.79 [0.62 0.88] model 3 0.5 [0.24, 0.64] 0.88 [0.82 0.91]

Lateral-medial participant 1 0.8 [0.66, 1.12] 0.66 [0.51 0.76] model 1 0.43 [0.26, 0.56] 0.60 [0.49 0.68]

Lateral-medial participant 2 2.34 [1.74, 3.32] 0.81 [0.75 0.86] model 2 2.05 [1.57, 2.53] 0.72 [0.61 0.79]

Lateral-medial participant 3 0.78 [0.69, 0.81] 0.71 [0.63 0.78] model 3 1.42 [0.96, 1.75] 0.37 [0.24 0.49]

Table 8. For the sideways task: The standard deviation average and interquartile range with ICC values with 95% confidence intervals for all subjects
(semi-automatically tracked) and models (automatically tracked)

Direction subject
Standard deviation
average [mm]

Interquartile
range

ICC
95% confidence
intervals

Model
Standard deviation
average [mm]

Interquartile
range

ICC
95% confidence
intervals

Anterior-posterior participant 1 0.98 [0.77, 1.21] 0.89 [0.85 0.92] model 1 1.11 [0.71, 1.53] 0.85 [0.8 0.89]

Anterior-posterior participant 2 1.23 [0.71, 1.81] 0.95 [0.93 0.96] model 2 1.38 [0.83, 1.98] 0.91 [0.88 0.93]

Anterior-posterior participant 3 0.62 [0.33, 0.87] 0.85 [0.81 0.88] model 3 0.61 [0.36, 0.82] 0.87 [0.83 0.89]

Lateral-medial participant 1 0.58 [0.46, 0.75] 0.83 [0.73 0.89] model 1 0.53 [0.48, 0.66] 0.33 [0.16 0.47]

Lateral-medial participant 2 1.19 [0.79, 1.47] 0.95 [0.93 0.96] model 2 2.24 [1.64, 2.73] 0.45 [0.32 0.57]

Lateral-medial participant 3 0.78 [0.69, 0.93] 0.70 [0.57 0.78] model 3 1.57 [1.22, 1.89] 0.63 [0.5 0.72]

Table 9. For the forward task: The standard deviation average and interquartile range with ICC values with 95% confidence intervals for all subjects
(semi-automatically tracked) and models (automatically tracked)

Direction subject
Standard deviation
average [mm]

Interquartile
range

ICC
95% confidence
intervals

Model
Standard deviation
average [mm]

Interquartile
range

ICC
95% confidence
intervals

Anterior-posterior participant 1 1.24 [0.98, 1.72] 0.89 [0.87 0.92] model 1 1.23 [0.67, 1.87] 0.88 [0.84 0.9 ]

Anterior-posterior participant 2 2.43 [1.6, 3.12] 0.88 [0.83 0.91] model 2 2.76 [1.95, 3.71] 0.74 [0.56 0.75]

Anterior-posterior participant 3 0.71 [0.54, 0.9] 0.95 [0.92 0.96] model 3 0.72 [0.50, 0.91] 0.96 [0.91 0.96]

Lateral-medial participant 1 0.61 [0.38, 0.9] 0.89 [0.86 0.91] model 1 1.41 [0.60, 2.18] 0.40 [0.28 0.52]

Lateral-medial participant 2 1.71 [1.02, 2.26] 0.95 [0.94 0.96] model 2 2.72 [1.79, 4.22] -0.26 [-0.53 -0.03]

Lateral-medial participant 3 0.75 [0.57, 0.92] 0.92 [0.89 0.94] model 3 2.10 [1.84, 2.40] 0.70 [0.51 0.81]

Table 10. For the backward task: The standard deviation average and interquartile range with ICC values for all subjects (semi-automatically tracked)
and models (automatically tracked)

Figure 15. The mean ICC for all participants (semi-automatic tracker) and models (automatic tracker) per task.

These are the qualitative scores of the true trajectories for tracking the tibia’s landmark location point;
• Excellent:

– The anterior-posterior, forward task trajectory of participant one and two and backwards task trajectory of participant three
– The lateral-medial forward task trajectory of participant three.

• Good to excellent:
– The anterior-posterior, sideways and forward task trajectory of participant one and the backwards task trajectory of participant

one and two.
– The lateral-medial, backwards task trajectory of participants one and three.

• Good:
– The anterior-posterior forward trajectory of participant three.
– The lateral-medial, sideways trajectory of participant two
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• Moderate to good:
– The anterior-posterior, sideways trajectory for participants two and three
– The lateral-medial, sideways and forward trajectories of participants one and three.

Test-retest reliability discussion
So, four of the 18 semi-automatically tracked landmark location trajectories reach excellent, and six have excellent test-retest reliability.
The ICC of the sideways task is lower than those for the backwards and forward tasks. This part is not included in the main body of
the paper since the ICC from only three participants should be taken with caution [2]. A too optimistic outcome might occur when
calculating an ICC score according to 200 points for each step, since the start, middle, and final part of each trajectory of the landmark
location point on the tibia might occur around the same values. An ICC might add more value when only focused on the part of the
step where the displacement and change in displacement of the tibia is of the highest magnitude. However, it would be interesting to
investigate whether a higher constraint of the kinematic motion pattern would lead to more excellent ICC scores in that case.

Test-retest reliability conclusion
The test-retest reliability for the true anterior-posterior trajectories of the backward and forward steps reached good to excellent scores.
However, in the lateral-medial direction, the scores were lower as well as for the DL models.
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Appendix C: Additional visualizations

Amplitude change
The amplitude changes for the true trajectories of the tibia’s landmark location point obtained with the semi-automatic motion tracker
can be found in figure 16. The gradient of the mean tibia’s landmark location trajectory is calculated by dividing the increase/decrease
in amplitude in [mm] by the difference in step % for each step task, direction and participant.

Figure 16. The amplitude changes of the mean trajectories of the Anterior (A, C, and E) and Lateral (B, D, and F) translation of the tibia w.r.t the
starting pose in [𝑚𝑚/%] over the step percentage, where 0% is the start of the step, and 100% is the end of each step. A negative amplitude change
in the anterior direction = positive amplitude change in the posterior direction, and a negative amplitude change in the lateral direction = a positive
amplitude change in the medial direction.
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Landmark location point trajectory in two dimensions with respect to the prosthetic edge
The mean total displacement of the tibia’s landmark location point relative to the prosthetic edge for each step task and participant is
shown in figure 17.

Figure 17. The mean trajectories in x- (Anterior-posterior) and y-(Lateral-medial direction all participants (semi-automatic tracker) and models
(automatic tracker) per task.
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