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Abstract. Named Entity Recognition (NER) for rare long-tail entities
as e.g., often found in domain-specific scientific publications is a challeng-
ing task, as typically the extensive training data and test data for fine-
tuning NER algorithms is lacking. Recent approaches presented promis-
ing solutions relying on training NER algorithms in an iterative weakly-
supervised fashion, thus limiting human interaction to only providing a
small set of seed terms. Such approaches heavily rely on heuristics in
order to cope with the limited training data size. As these heuristics are
prone to failure, the overall achievable performance is limited. In this
paper, we therefore introduce a collaborative approach which incremen-
tally incorporates human feedback on the relevance of extracted entities
into the training cycle of such iterative NER algorithms. This approach,
called Coner, allows to still train new domain specific rare long-tail NER
extractors with low costs, but with ever increasing performance while
the algorithm is actively used in an application.

1 Introduction

With the increasing amount of scientific publications, there is a growing need for
methods that facilitate the exploration and analysis of a given research field in a
digital library collection [9], but also for techniques which can provide effective
retrieval and search experiences. To this end, “deep meta-data” extracted from
scientific publications allows for novel exploration capabilities [10].

Domain-specific typed named entities [11] such as datasets used in a given
publication; the methods applied to the data or used in implementation are rep-
resentative examples of deep meta-data. However, extracting and typing named
entities for this scenario is hard, as most entities relevant to a specific scien-
tific domain are very rare, i.e. they are part of the entity long-tail. Most current
state-of the art Named Entity Recognition (NER) algorithms focus on high-recall
named entities (e.g., person and location) [7], as they rely on extensive manually
curated training and test data. Due to the rare nature of long-tail entity types,
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training data is scarce or non-available. Some approaches addressed this problem
by relying on bootstrapping [18] or entity expansion [3,6] techniques, achieving
promising performance. However, how to train high-performance long-tail entity
extraction and typing with minimal human supervision remains an open research
question.

Recently, TSE-NER [12] was presented, an iterative approach for entity ex-
traction in scientific publications. The approach starts with a small seed set of
known entity instances; for each type it is sufficient to have one or two domain
experts denote between 5 to 50 known entities. These sets are then heuristically
expanded and annotated to generate training data to train a new traditional
NER classifier, and heuristically filtered to remove likely false positives to create
the entity set for the next iteration. As results of experiments in [12] have shown,
this approach is hampered by the simplicity and unreliability of the heuristics
used for expanding, but especially by those used for filtering the current itera-
tion’s entity set. Nonetheless, the approach promises a lot of potential if these
heuristics can be improved by bringing intelligently human judgment in the loop.

Original Contribution. In this paper we extend TSE-NER with incremen-
tal, collaborative feedback from human contributors to support the heuristic
filters. The core goal of this paper is to further the understanding of how far
does human feedback confirm or conflict with TSE-NER heuristics and how does
incorporating human feedback into the TSE-NER filtering step improve the over-
all performance with respect to precision, recall, and F-measures. For this we
introduce Coner, an approach that allows the users of our system to continu-
ously provide easy-to-elicit low-effort feedback on the semantic fit and relevance
of extracted entities. Also, new entities may be added that they deem relevant
for a specific facet/type. This feedback is then exploited to support the heuristic
expansion and filter phases of the TSE-NER algorithm. The human-in-the-loop
approach allows us to still maintain the advantages of the initial design of TSE-
NER (i.e., training a NER algorithm cheaply, only relying on a small seed set,
and providing an immediate result to users with acceptable extraction quality),
while exploiting the human feedback into the next NER training iteration. Coner
allows the TSE-NER system to improve its performance over time by benefiting
from additional human intelligence in the training process. Coner is available as
an open-source project.1

We performed two experiments to evaluate our approach on a collection of
11,589 data science publications from ten conference series: 1) an exploratory
experiment performed on 10 papers and with 10 users showing that by utilizing
human feedback, up to 94.3% of false positives can be detected for the dataset
entity type and 57.9% for the method entity type; 2) similar to experiment (1)
but receiving only human feedback on entities with high expected information
gain in order to maximize the impact of user feedback. This resulted in an average
per-entity annotation time of just above 15 seconds and an increase of precision
of up to 4% by boosting the filtering step of TSE-NER.

1 https://github.com/vliegenthart/coner_interactive_viewer

 https://github.com/vliegenthart/coner_interactive_viewer


Coner: A Collaborative Crowdbased Approach for Long-Tail NER in Papers 3

2 TSE-NER: An Iterative Approach for Long-Tail Entity
Extraction

In this section we will summarize TSE-NER, an iterative five-step low-cost ap-
proach for training NER/NET classifiers for long-tail entity types. For more
detailed information on this approach, refer to [12]. The approach is summa-
rized in the following five steps:

1. For Training Data Extraction, a set of seed terms is determined, which are
known named entities of the desired type. The seed terms are then used to
identify a set of sentences containing the term.

2. Expansion strategies are used to automatically expand the set of seed terms
of a given type, and the training data sentences.

3. The Training Data Annotation step is used to automatically annotate the
expanded training data using the expanded seed terms.

4. A new Named Entity Recognizer (NER) will be trained using the annotated
training data for the desired type of entity.

5. The Filtering step refines the list of extracted named entities by heuristi-
cally removing those entities which are most likely false positives. The set of
remaining entities is treated as a seed set for the next iteration. This step is
the focal point of this paper.

2.1 Heuristic Filtering

In this final step of TSE-NER, which is also the focus of this work, the trained
NER model is used to annotate the whole corpus and consider all the positively
annotated terms as candidate terms for the next round of iteration. As the
training data for training the NER is noisy, the list of entities extracted by the
NER contains many items which are not specifically related to the entity type
of interest. Therefore, the goal of this last step is to filter out all terms which
are most likely not relevant using the following basic heuristics:

Wordnet + Stopwords (WS). To preserve only the domain-specific terms
and exclude the general English terms we filter out the stopwords (e.g. some-
thing) and concepts coming from “common” English language (e.g., “dataset”,
“software”) that could be found in Wordnet2.

Similar Terms (ST). The idea is to keep only the entities which are semanti-
cally similar to the seed terms of a given entity type. While there can be many
implementations for capturing semantic relatedness, word embeddings [13] have
shown to perform this task particularly well. In this step we cluster entities based
on their embedding feature using K-means clustering, and keep only the entities
that appear in the cluster that contains a seed term.

Pointwise Mutual Information (PMI). This filtering heuristic is inspired by
Hearst Patterns [14]. We measure the number of times two given keywords appear

2 http://wordnet.princeton.edu/

http://wordnet.princeton.edu/
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together in a sentence in our corpus. As an example the word SVM appears mostly
with the word Method in sentences, which is an indicator of being a method entity
type. In this step, we filter out the entities having a PMI measure lower than a
threshhold.

Knowledge Base Lookup (KBL). Excluding entities that have a reference in
the DBpedia knowledge base under the assumption that, if they are mentioned
in DBpedia, then they are not long-tail domain-specific entities.

Ensemble Majority Vote (EMV). Preserving the entities that are passed
through two out of three selected filtering strategies.

Interested readers can refer to [12] for detailed explanation. As those heuris-
tics are rather basic in their nature, we discuss in the next section if filtering can
be supported by human feedback.

3 Collaborative Crowd Feedback

As outlined in the previous section, a core design feature of TSE-NER is the
heuristic filter step in each iteration, which is designed to filter out named entities
which are most likely misrecognized (this can easily happen as the used training
data is noisy due to the strong reliance on heuristics). While it was shown in
[12] that this filter step indeed increases the precision of the overall approach,
it does also impact the recall negatively. For example, this could happen by
filtering out true positives, i.e. entities which have been correctly identified by
the newly trained NER extractor but are filtered out by the heuristic. This
could for example happen if a domain-specific named entity is part of common
English language. More importantly, the heuristic filter often does not reach its
full potential by not filtering all false positives, i.e. entities which are incorrectly
classified as being of the type of interest, and should have been filtered out by
the heuristics but were missed. Also, for the expansion phase, the heuristics often
miss relevant entities which should be added.

These shortcomings are addressed in this paper by introducing an additional
layer on top of the basic TSE-NER training cycle described in Section 2. Instead
of treating the algorithm only in isolation, we also consider the surrounding
production system and its users (in most cases, this would be a digital library
repository with search, browsing, and reading/downloading capabilities). When
the production system is set-up, a NER algorithm is trained for each entity type
of interest (e.g., datasets, methods, and algorithms for data science) using the
TSE-NER workflow until training converges towards stable extraction perfor-
mance. Then, the resulting trained NER algorithm is applied to all documents
in the repository, annotating their full-texts. Users then can interact with the
recognized entities, providing feedback.

For this, we introduce novel Coner modules:

1. Coner Document Analyser (CDA): This module serves two purposes;
analyse documents to extract ”deep metadata” and intelligently select enti-
ties for annotation. In an user experiment like the one presented in this paper,
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the CDA selects the documents and entities where user feedback would be
most effective (see Section 4). In a real-life deployed version of Coner, users
would continuously provide feedback on documents they are currently read-
ing as part of their normal consumption workflow, so no document selection
is necessary.

2. Coner Interactive Document Viewer (CIDV): Online interactive viewer
that renders PDF documents and visualises automatically annotated enti-
ties. The CIDV allows users to interact with entities by giving feedback on
existing annotations, or adding new typed named entities.

3. Coner Feedback Analyser (CFA): Analyzes the entity type labels for
each entity that received human feedback, and also decides which labels
should be considered valid and which ones are irrelevant. This feedback is
then incorporated into the iterative TSE-NER training.

3.1 Coner Document Analyser CDA

This module selects representative papers from the document corpus based on
being published at a higher-level conference, having average length, high ci-
tation counts, and an average number of distinct recognized typed entities in
their full texts. In addition we employ a heuristic smart named entity selection
(HSES) mechanism that solely selects entities with high potential knowledge
gain about the entitys relevance. A traditional approach to implement this is
to use merely active learning techniques to select the most useful examples (e.g.
based on informativeness) [15] for labeling and add the labeled example to train-
ing set to retrain the NER model. However the reliability of active learning (AL)
techniques suffers when dealing with noisy training data generated in a semi-
automatic fashion as AL techniques are heavily influenced by the quality of the
initial labeled examples. For this reason we designed the heuristic smart entity
selection mechanism specific for long-tail entities in our document collection (i.e.
where there is an overlap of semantic spaces between the different facets). HSES
exclusively selects heuristic filtered entities that were doubly classified; recog-
nised as a relevant entity and kept by the TSE-NER filter for multiple facet
NERs. Doubly classified entities clearly indicate an overlap of semantic spaces
between NERs for different facets, because in reality, it is extremely unlikely
that a single named entity describes a dataset and a method name.

3.2 Coner Interactive Document Viewer CIDV

We introduce an interactive document viewer, rendering PDF documents and
highlighting recognized named entities. The viewer is based on the NII PDFNLT
[1,2], which already included a basic viewer and a sentence annotation tool.
One of our design goals for the interactive viewer component was to impose
as little cognitive load on the users as possible, thus only very simple feedback
mechanisms have been considered. During our proof of concept testing phase,
we recruited 10 lab student of graduate or post-graduate level to stress test and
give feedback on the viewer. Based on the feedback of these users, we opted for
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Fig. 1: Coner Interactive Document Viewer with highlighted entities

a system design allowing for simple YES/NO relevance feedback for recognized
entities. Furthermore, users can add new typed entities by selecting n-grams in
the document and assigning an entity type (Figure 1). For other users, these
manually added entities are also highlighted, and additional user feedback can
be provided for them.

3.3 Coner Feedback Analyser CFA

The purpose of the feedback analyzer is to aggregate collected user feedback
on entities, and decide which new entities to finally add and which entities to
label as incorrectly typed. In the current version of the feedback analyzer, this
is realized with a simple majority vote on the user feedback.

However, like with any crowd-sourcing task, the feedback analyzer can be
further extended to cope with common crowd-sourcing problems like spam, ma-
licious indent, or incompetent users. For example, while for our prototype system
maliciousness was not an issue, we could already see that some users were signifi-
cantly more reliable than others. This also reflects in their time investment: more
reliable users took much longer to provide feedback on a document, while some
users provided feedback in a time frame which should not be sufficient for even
reading the paragraphs surrounding an entity. Here, more complex user and task
models should help to increase the reliability of aggregated user annotations. As
a minimalist step towards this, we only consider users who provided feedback on
at least 10 entities per publication, and only considered majority votes with at
least 3 votes.

As described in Section 2.1, TSE-NER filters the current set of terms every
iteration. Coner boosts this process by adding or removing entities from the iter-
ations. Filtering heuristics can be used individually or in an ensemble. Ensemble
filtering was shown to have the best, but still limited performance [12]. Coner
overwrites the filtering heuristics by ensuring that entities which were labeled
by users as irrelevant for a type are always removed during filtering, and entities
labeled as relevant are always retained.
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4 Evaluation

To evaluate the effectiveness of incorporating crowd feedback into the NER train-
ing process, we focus on the following two research questions:

RQ1 What are the properties of obtained user feedback? Especially, in how far
does human feedback confirm or conflict with TSE-NER heuristics?

RQ2 How does incorporating human feedback into the TSE-NER filtering step
improve the overall performance with respect to precision, recall, and F-
measures?

To answer these research questions we conducted two user experiments. We focus
on the two entity types dataset and method in data science publications. We had
corpus of 11,589 papers from 10 conferences on data science available (this is
the same corpus as used by [12]). We conducted the user interaction with the
Coner system in a lab setting, recruiting graduate-level / post-graduate-level
volunteers who are knowledgeable in the data science domain.

The first experiment, as described in Section 4.1, focuses on answering RQ1
by asking users to give feedback or add to unfiltered extracted entities (i.e., on the
output of TSE-NER using expansion but no filtering heuristics). By comparing
crowd-based filtering to the different filter heuristics, we can obtain insights into
their relative performance.

As we only had a limited number of volunteers available for this evaluation,
we selected papers from our corpus using the Coner Document Analyser CDA
(without the heuristic smart entity selection mechanism HSES) for which the
expected impact of additional annotations is representative for the whole collec-
tion.

Furthermore, for the second experiment in section 4.2, instead of relying on
our users to decide themselves on which entity to provide feedback, we actively
steer this process towards entities for which human feedback would have a signif-
icant expected impact and use the HSES mechanism. In particular, we focus on
entities which were classified as both dataset and method. This happened quite
often in our collection (i.e. 22% of all the detected entities in the whole corpus),
and in nearly all cases, at least one classification is incorrect. We divert the de-
cision which of the two types (if any) is correct for the entity to our system’s
users.

4.1 Experiment 1: Human Feedback on Unfiltered Entities

In this section, we look into the properties of user feedback itself, and also
evaluate how it conflicts or supports TSE-NER heuristics.

Documents and Evaluators: Ten papers were selected from multiple con-
ferences of interest using the Document Analyzer. We selected from the following
conferences: The Web Conference (3 papers), ACL (3 papers), ICWSM (2 pa-
pers) and VLDB (2 papers). The selected documents contain overall 255 distinct
recognised dataset entities before filtering, and 85 distinct recognized method en-
tities before filtering. The average number of times each selected paper has been



8 Vliegenthart et al.

Dataset (FP%) Method (FP%)

User added 25.9% 11.7%
NER extracted 94.3% 57.9%
Total 80.4% 27.4%

Table 1: Comparison of false positive rates, resulting from majority vote on
relevance of unfiltered extracted entities for both user added and NER extracted
entities

cited is 581. The 10 human evaluators are randomly and uniformly assigned to
the documents such that each document is processed by at least 3 evaluators.
Note that users could add new entities, increasing the number of distinct entities.
The evaluators showed quite varying task completion times for giving feedback
on all entities contained in a document, with an average of 7:57 minutes to pro-
vide feedback for a single document, while the fastest evaluator only needed 3:14
minutes and the slowest 19:38 minutes.

Entities and Agreement: The evaluators were not forced to rate all oc-
currences of recognized entities (the assignment was: “provide feedback on the
recognized entities as you see fit.”). The average percentage of recognized enti-
ties (highlighted in the Coner Viewer) each evaluator gave feedback on is 65.9%.
There were no discernible differences between dataset and method entities. Af-
ter the experiment we interviewed the evaluators on their reasons for skipping
feedback: First, ambiguous meanings of the same entities annotated in different
sections and contexts caused doubt about type relevance (e.g. the named entity
Microsoft can reference a dataset created by Microsoft or the actual company
itself). Second, some bigram or trigram method entities were recognized with
additional useless trailing words (e.g. question taggings have), therefore also not
receiving feedback from some evaluators.

Table 1 compares the percentage of dataset and method entities that where
considered correct by the TSE-NER classifier (i.e. without the filtering step)
or manually added by an evaluator, but judged as incorrect by the majority of
evaluators. The false positive rates in Table 1 indeed show the effectiveness of
collaborative feedback on TSE-NER. Interestingly, not all of the named entities
added by users were rated as relevant for their intended type; for user added
entities, we observe a false positives rate of 25.9% for dataset and 11.7% for
method. This means that it is crucial to also receive user feedback from evaluators
on entities other users added to ensure the quality of human feedback. Evaluators
differ in skill, expertise, and also effort they put into feedback, which clearly
influences their decision making.

We calculated the average Cohen’s Kappa between the 10 evaluators for
each entity type. On average, Cohen’s Kappa for dataset entities is 0.51, while
for method entities it is 0.63.

Comparison Filtering Techniques: Coner vs TSE-NER
Table 2 compares the performance of Coner human feedback filtering and dif-
ferent filtering heuristic setups for TSE-NER in terms of retention rate; the
percentage of unfiltered extracted entities kept by each filter. The different fil-
tering techniques were performed on the complete set of entities that received
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PMI WS ST KBL EMV FCB

Dataset 9.0% 86.9% 34.4% 90.7% 35.0% 19.5%
Method 9.4% 73.7% 69.0% 81.2% 41.6% 52.2%

Table 2: Comparison of entity retention rate between Coner and TSE-NER fil-
ter techniques (315 entities for dataset and 198 entities for method). Filtering
acronyms: Pointwise Mutual Information (PMI), Wordnet + Stopwords (WS),
Similar Terms (ST), Knowledge Base Look-up (KBL), Ensemble Majority Vote
(EMV), Filtering Coner Boost (FCB): EMV + Coner Human Filtering

PMI WS ST KBL EMV FCB

Dataset 38.7% 73.9% 79.7% 79.4% 76.7% 8.8%
Method 25.0% 28.2% 40.3% 37.7% 37.7% 3.9%

Table 3: Percentage of false positives in the remaining filtered entity sets of
TSE-NER filtered heuristics compared to Coner human filtered entities. Filtering
acronyms same as Table 2

feedback from at least three evaluators in the 10 selected papers; 315 dataset and
198 method entities. As illustrated in Table 2, the Coner Boost (FCB) filtering
technique described in this paper is more strict than Ensemble Majority Vote
originally used by TSE-NER for the dataset type, but less strict for the method
type. This can be explained by the larger percentage of user added named entities
for the method type compared to the dataset type, with user added named enti-
ties having a much lower average false positive rate compared to NER extracted
entities (Table 1).

To get a better insight into the filtering performances, we compared the
false positives rate for each filtering technique with regards to the set of entities
determined to be relevant by human evaluators (Table 3); if an entity is kept
by a filter for a type, but was voted as irrelevant for a type by the majority of
evaluators, then it is considered a false positive instance. For most of the TSE-
NER filtering setups the average false positives rate for both facets is above 50%
(only PMI has a lower false positive rate, because it is much more selective in its
retention of entities). This means there are a significant number of entities that
were recognised as irrelevant for a type by human judgement, but TSE-NER
heuristic filtering was unable to do so.

We also considered the false negatives which were excluded by the filtering
techniques but were labelled as relevant by majority of evaluators (Table 4). The
PMI filtering as explained in [12] achieved the highest precision among the TSE-
NER filtering techniques in their evaluation. Table 4 clearly indicates a major
shortcoming of the PMI filtering heuristic; it filters out on average 82.2% of Coner
viewer entities that were rated as true positives by Coner human feedback. Even
for the EMV filtering heuristic, which is regarded as most effective in terms of
F-score by [12], the average false negatives rate is 60.8%. Also, in Table 2 we see
that KBL has the highest average retention rate of named entities, which also
translates in a high false positive rate and lower false negatives rate.

Finally, Table 3 and Table 4 demonstrate that the FCB filtering approach
results in the lowest false positives and false negatives rates compared to Coner
human filtering; this is good for the quality of filtered entities, because more
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PMI WS ST KBL EMV FCB

Dataset 76.2% 3.8% 70.0% 20.0% 65.0% 0.0%
Method 88.2% 4.6% 30.9% 15.1% 56.6% 1.3%

Table 4: Percentage of false negatives in the remaining filtered entity sets of
TSE-NER filtered heuristics with regards to Coner filtered entities.

relevant named entities overlap with the Coner human filtering (regarded as true
positives), but it also means it difficult to scale this approach with a significantly
larger number of named entities.

Qualitative Entity Inspection: When there is a user consensus, Coner
removes or adds entities to the TSE-NER expansion and filter phases, effectively
overwriting the heuristics. We manually inspected some of these entities to obtain
an intuition on what entities the TSE-NER heuristics usally fail at. Table 5b
shows some randoms sample entities which have been consensually labeled as
wrong with respect to the recognized type, while table 5a shows entities which
are labeled as correct. Table 6 shows some samples which failed to obtain user
concensus and obtained a mix of positive and negative labels.

Dataset
digg, flickr,

wikipedia, datasets

Method

hybrid multimodal method,

similarity search,

reinforcement learning,

logistic regression,

acyclic subgraph

(a) Correct

Dataset
digg interfaces,

logistic regression,

acyclic subgraph

Method

digg, flickr, wikipedia,

dynamic programming,

system description

signed clustering

(b) Incorrect

Table 5: Examples of Dataset and Method entities annotated as correct or in-
correct.

For example users seem to be uncertain and fail to reach consensus when
entities are related to a type but are too generic, e.g. signed networks, news

article, news feed, data base for dataset and algorithm, decision rule

and used search algorithm for method entity type. This could be explained
by a difference in domain expertise or interpretation of what belongs to a cer-
tain type between evaluators. This shows that even for humans, reliably typing
entities is hard as there is quite some room for subjective interpretation.

Also, during our inspection, we encountered frequently entities which are clas-
sified both as method and dataset by TSE-NER like digg, flickr, wikipedia,

logistic regression, acyclic subgraph. Most of these double classifications
are wrong, and we will further investigate this double classification phenomenon
in Section 4.2.
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Dataset
signed networks, slash, data base

news article, news feed

Method
10-foldcross validation, algorithm,

decision rule, used search algorithm,

vldb, web services

Table 6: Sample of Dataset and Method annotated without clear user consensus

4.2 Experiment 2: NER Performance

We picked 28 papers from 4 conferences in our document corpus, similarly to
our document selection described in section 4.1; 13 papers from VLDB, 9 papers
from The Web Conference, 4 from SIGIR and 2 from ICWSM.

We recruited 15 graduate-level/post-graduate-level volunteers and instructed
them to focus their efforts on judging entities recognized in these papers. How-
ever, for this experiment we want to make sure that user feedback is as effective
as possible to use our human annotators time efficiently. As a heuristic we focus
on entities which have been double-classified as both dataset and method, and
thus one of the types is nearly guaranteed to be wrong. As mentioned before,
double classifications between dataset and method are quite common. This can
be explained by the relative similarity of these two types: both types appear in
similar contexts and/or sentence structures, and are much closer to each other
than typical entities types considered in NER like location and person. Thus,
distinguishing between dataset and method can be considered a very hard task
for an automatic classifier. Cases like these is when user feedback are the most
valuable.

In order to measure the effect of human feedback into the TSE-NER filtering,
we repeat the experiments described in [12] and use the same test set, measuring
the F-score, precision, and recall with and without the Coner feedback. We used
the output of the experiment and the TSE-NER to train the NER model. For
training we used 71,292 and 103,568 (i.e, dataset and method entity type) sen-
tences for TSE-NER and 25,819 and 53,200 (i.e, dataset and method entity type)
sentences for Coner and employed the SE strategy. For testing, 3149 sentences
were used for dataset and 1097 sentences for method entity type.

Table 7 compares the performance of TSE-NER with and without Coner
feedback focused on double-classified entities in terms of precision, recall and
F-score. As shown in Table 7 there is an increase in precision for both dataset
and method type classifiers when incorporating user feedback with Coner, while
recall and F-score remains stable. Naturally, providing feedback on recognized
entities as part of the filter step cannot increase recall, but only affect precision
by removing false positives. Overall, the test dataset covered 555 unique entities,
and we obtained user feedback on 29 unique entities of the test set. Nonetheless,
this shows that by focusing user feedback on parts which are in doubt, like the
double-classified entities, even a smaller number of user feedback can make a
difference, i.e. by obtaining feedback on only 0.05% of the entities in the test set
we could increase the precision by 4%. This significant increase in precision is
mainly due to the fact that user feedback improves the quality of the input data
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Dataset (P/R/F) Method (P/R/F)

TSE-NER 0.66/0.60/0.63 0.56/0.21/0.30
Coner 0.70/0.60/0.65 0.59/0.20/0.30

Table 7: Comparison of performance of TSE-NER and Coner in terms of
Precison/Recall/F-score for two type of doubly filtered entities: Dataset and
Method

for each training iteration of TSE-NER, thus the effect of each feedback is greatly
magnified. In a scenario where Coner is constantly running in the background,
we expect notable increases both for precision and recall (due to allowing users
to suggest new entities).

5 Related Work

A considerable amount of literature published in recent years addressed the deep
analysis of text such as topic modelling, domain-specific entity extraction, etc.
Common approaches for deep analysis of publications rely on techniques such
as dictionary-based [17], rule-based [4], machine-learning [16] or hybrid (com-
bination of rule-based and machine-learning) [19] techniques. Despite its high
accuracy, a major drawback of dictionary-based approaches is that they require
an exhaustive dictionary of domain terms. These dictionaries are often too ex-
pensive to create for less relevant domain-specific entity types. The same holds
for rule-based techniques, which rely on formal languages to express rules and
require comprehensive domain knowledge and time to create. The lack of large
collections of labelled training data and the high cost of data annotation for a
given domain is one of the main issues of machine-learning approaches. Many
attempts have been made to reduce annotation costs such as bootstrapping [18]
and entity set expansion [3,6] which rely only on a set of seed terms provided by
the domain expert. Unfortunately, this reliance on weak supervision just provid-
ing seed terms limited also the maximal achievable performance with respect to
precision, recall, and F-scores.

Active learning (AL) is another technique that has been proposed in the past
few years, asking users to annotate a small part of a text for various natural lan-
guage processing approaches [15,20,5] or generating patterns used to recognize
entities [8]. With active learning, the unlabelled instances are chosen intelli-
gently by the algorithm (e.g. least confidence, smallest margin, informativeness,
etc) for annotation. However the AL techniques are heavily influenced by the
quality of the previous labeled examples and its reliability suffers when dealing
with noisy training data generated in a semi-automatic fashion. Our approach
on the other hand relies on training NER algorithms for long-tail entities in a
weakly-supervised fashion which incrementally incorporates human feedback on
the relevance of extracted entities with high expected information gain into the
training cycle. In addition, in contrast to [5] where the authors just present bib-
liographic sentences to Amazon Mechanical Turk annotators for labelling, our
work focuses on the annotation of long-tail entities which relies on the occur-
rence context for easier annotation. We incorporate collaborative user feedback
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on type relevance of classified entities and annotation of new entities to contin-
uously support the sentence expansion and entity filtering steps of the iterative
TSE-NER algorithm [12]. Newly annotated relevant domain specific entities are
added to the seed set in the expansion step, to fetch additional relevant training
sentences and terms to increase the number of true positive occurrences in the
training data. Furthermore, we allow to filter out irrelevant entities in the fil-
tering step, to reduce the number of false positives detected by the noisy NER.

6 Conclusion and Future Work

In this work we focused on augmenting the filter step of TSE-NER by incorpo-
rating user feedback into the NER training process. Our lab experiments showed
that 94.3% for dataset and 57.9% for method of entities detected by partial TSE-
NER without heuristic filtering were indeed false positives. We observed that by
using different filtering heuristics we can reduce the number of false positives up
to 38.7% for dataset and 25% for method (i.e. using the PMI filtering heuristic)
which also results in higher false negatives rate as shown in Table 4. In order to
reduce the number of false positives as well as false negatives we proposed incor-
porating user feedback into filtering which resulted in the lowest false positives
(i.e. 8.8% for dataset and 3.9% for method) and false negatives (i.e. 0.0% for
dataset and 1.3% for method). Furthermore we showed that by obtaining feed-
back on only 0.05% of the entities in the test set (and others outside the set),
we could increase the precision by 4% while keeping recall and f-score stable.

For future work, we can leverage Coner’s full potential by integrating it into
an existing production system, like a large scale digital library. In this case we
can receive continuous feedback from the system’s users on a number of papers
magnitudes bigger than our private lab experiment conducted so far and improve
the performance of the NER models over time. Likely, user feedback techniques
usable for term expansion will require a heavier toll, and thus need further inves-
tigation. To a certain extend, this could be offset using appropriate incentivation
techniques: by motivating user to be willing to contribute feedback (for example
by means of gamification), even more elaborate feedback mechanisms could be
employed without degrading user satisfaction.
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