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Abstract

The appearance of severe signal drop-outs in abdominal Magnetic Resonance
Imaging at 3 Tesla arises primarily from areas of very low magnetic flux
density B1 of the transmit field in the body, and is problematic in both
obese as well as very thin subjects. In this study, we show how thin patient-
friendly pads containing new high permittivity materials can be designed and
optimized, and when placed around the subject increase substantially the
B1 uniformity and the image quality. Results from nine healthy volunteers
show that inclusion of these dielectric pads results in statistically significant
decreases in the coefficient of variance of the B1 field, with stronger and more
uniform fields being produced. In addition there are statistically significant
decreases in time-averaged power required for scanning. These differences are
present in both quadrature-mode operation (coefficient of variance decrease,
P < 0.0001, mean 25.4± 10%: power decrease, P = 0.005, mean 14± 14%)
and also for the RF-shimmed case (coefficient of variance decrease, P = 0.01,
mean 16 ± 13%: power decrease, P = 0.005, mean 22 ± 11%) of a dual-
transmit system.
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Chapter 1

Introduction

1.1 Problem statement

The appearance of so-called signal voids in abdominal MRI at 3 tesla (3 T)
has been noted by many researchers [1, 2, 3, 4, 5, 6] and is one of the reasons
why a large part of clinical MRI is almost always still studied at 1.5 T
[5, 6]. Signals voids are the result of a spatially varying B+

1 field. To obtain
MRI images with an even contrast and minimal signals voids, the B+

1 field
should be as homogeneous as possible. However, for MRI scanners operating
at 3 tesla and above, solving this problem is far from trivial. As pointed
out by Bernstein [1] “Image shading and uneven contrast resulting from
spatial variation in the transmit B+

1 field remains one of the biggest unsolved
problems for routine clinical 3 T imaging today.”

The clinical, and implicitly financial, importance of this situation is em-
phasized by the recent commercial introduction of dual-transmit RF systems
at 3 T, in which the quadrature body coil is effectively split into two linear
coils, each of which can be driven with an independently controlled magni-
tude and phase. The two degrees of freedom (relative amplitudes and relative
phases of the two channels) compared to only one (absolute amplitude) for
a conventional single transmit system can produce considerable increases in
RF transmit homogeneity [7, 8], as has long been known theoretically and
investigated extensively for imaging at 7 T [9, 10]. However, experiments
carried out at the Gorter Centre of the LUMC and elsewhere indicates that,
despite improved performance, dual-channel 3 T systems do not consistently
solve the problem of image inhomogeneities. Experimental and simulation
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1 Introduction 2

work has suggested that there are still further improvements using an eight
channel transmit body coil [11, 12], but such a setup is not currently commer-
cially available. The dual transmit solution is not available for all hospitals
because of the high costs of such a system which are estimated to be about 1
million dollar. A second approach to address the issues of RF inhomogeneity
in 3 T abdominal imaging is the use of ”dielectric pads” [13, 14, 15, 16]. Typ-
ically these pads are made from ultrasound gel with dissolved paramagnetics
such as manganese chloride to give a short T2 and hence low background MR
signal. There are several problems with this approach as currently imple-
mented. From a practical point-of-view the pad is 3-cm thick and therefore
somewhat patient-unfriendly. In the usual implementation, a single pad is
placed centrally on top of the patient irrespective of the patient size: the
large thickness makes it impractical to place a second one underneath the
patient to improve the transmit field in the posterior regions. Perhaps most
importantly, presently it is not clear how to optimize a pad (by changing its
size, shape, thickness, placement, or relative permittivity) in a systematic
way.

1.2 Project goal

In this report, we study the effects of various pad properties on the homo-
geneity of the B+

1 field. The shape, the placement, its conductivity and the
permittivity of a pad are all considered. Furthermore, we present both elec-
tromagnetic (EM) simulations and experimental (in-vivo) data using thin
pads with high permittivity materials based upon aqueous suspensions of
metal titanates [17, 18] which have a relative permittivity of 300. The imag-
ing performance both with and without dielectric pads is compared experi-
mentally to that of a dual-channel RF system in quadrature mode, as well
as the combined approach using both the dielectric pads and RF shimming.
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1.3 Thesis outline

The outline of this thesis is as follows:

Chapter 2: Basic electromagnetic equations

In Chapter 2, we present the basic equations that govern electromag-
netic wave phenomena. From the local form of Maxwell’s equations
we derive a pair of coupled integral equations from which the field in
inhomogeneous media can be evaluated.

Chapter 3: Basics Magnetic Resonance Imaging

Chapter 3 gives a brief overview of Magnetic Resonance Imaging. The
parts of an MRI scanner are described and the basic physical principles
of MRI are discussed as well.

Chapter 4: Simplified pad model

In Chapter 4 we study the effects of the shape and conductvity of the
pads on the homogeneity of the B+

1 field. The field patterns produced
by high permittivity pads are studied as well.

Chapter 5: Numerical simulations and results

Chapter 5 describes how the pads have been optimized in size, place-
ment and material properties for realistic male and female models using
the FDTD method.

Chapter 6: In-Vivo results

Chapter 6 shows the in-vivo results of the MRI scans with and without
pads and gives a statistical analysis of these results.

Chapter 7: Discussion and conclusion

The conclusions and recommendations are presented in Chapter 7.



Chapter 2

Basic electromagnetic equations

2.1 Time domain Maxwell’s equations

To describe the behaviour of electromagnetic waves in vacuum we can use
the macroscopic version of Maxwell’s equations. In vector notation, these
equations are given by

−∇×H+ ε0∂tE = −Jmat, (2.1.1)

∇× E+ µ0∂tH = −Kmat, (2.1.2)

where E (V/m) is the electric field strength, H (A/m) is the magnetic field
strength, and the permittivity and permeability of vacuum are given by ε0
and µ0, respectively. Furthermore, Jmat is the volume density of electric
current (A/m2) and the volume density of magnetic current is given by
Kmat (V/m2). The latter two quantities take the presence of matter into
account and vanish in a vacuum domain. Writing these currents as a super-
position of induced and external currents, we have

Jmat = Jind + Jext (2.1.3)

and

Kmat = Kind +Kext, (2.1.4)

where Jind and Kind are the induced field-dependent current densities, while
Jext and Kext are the external field-independent current densities. The ex-
ternal currents describe the action of the sources that generate the electro-
magnetic field. The induced currents describe the reaction of matter to the
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2 Basic electromagnetic equations 5

presence of an electromagnetic field. To describe this reaction, it is customary
to write the induced currents as

Jind = J+ ∂tP (2.1.5)

and

Kind = µ0∂tM, (2.1.6)

where J is the conduction current (A/m2), P is the electric polarization (C/m2),
and M is the magnetization (A/m). For most materials, we have J = J(E),
P = P(E), and M = M(H), that is, the conduction current and polarization
depend only on the electric field strength, while the magnetization depends
only on the magnetic field strength.

With the introduction of all these field quantities, Maxwell’s equations
become

−∇×H+ ∂t
(

ε0E+P
)

+ J = −Jext, (2.1.7)

∇× E+ ∂tµ0

(

H+M
)

= −Kext. (2.1.8)

Finally, introducing the electric flux density D (C/m2) and the magnetic flux
density B (T) as

D = ε0E+P (2.1.9)

and

B = µ0

(

H+M
)

, (2.1.10)

we arrive at

−∇×H+ ∂tD+ J = −Jext, (2.1.11)

∇× E+ ∂tB = −Kext. (2.1.12)

The SI units of all the field quantities that we have introduced are summa-
rized in Table 2.1.
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Symbol Unit Quantity
E V/m electric field strength
H A/m magnetic field strength
D C/m2 electric flux density
B T magnetic flux density
J A/m2 electric current density
K V/m2 magnetic current density
P C/m2 electric polarization
M A/m magnetization
σ S/m conductivity
ε F/m permittivity
µ H/m permeability

Table 2.1: Electromagnetic field quantities and their SI-units

2.1.1 Compatibility relations

Supplementary relations are obtained when we apply the divergence operator
(∇·) to Eqs. (2.1.11) and (2.1.12). This yields the time domain compatibility
relations

∂t∇ ·D+∇ · J = −∇ · Jext (2.1.13)

and

∂t∇ ·B = −∇ ·Kext. (2.1.14)

Eq. (2.1.13) expresses conservation of charge and with Kext = 0 it follows
from Eq. (2.1.14) that the magnetic flux density is divergence-free.

2.1.2 Constitutive relations

The constitutive relations describe the macroscopic reaction of matter to
an electromagnetic field and relate the electric conduction current and the
electric and magnetic flux densities to the fields. In this report, we restrict
ourselves to media with constitutive relations

J = σE and D = εE, (2.1.15)
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where σ is the conductivity of the material (S/m) and ε is the permittiv-
ity (F/m). For common materials (tissue) placed in an MRI scanner, the
constitutive relation connecting the magnetization M to the magnetic flux
density B is not so simple as the constitutive relations given above. Specifi-
cally, the connection between B and M is given by the Bloch equations [19].
In their most simple form (neglecting relaxation effects), these equations are
given by

∂tM = γ(M×B),

where γ is the so-called gyromagnetic ratio (rad s−1T−1). The fundamentals
of MRI can be classically explained using the Bloch equations and a brief
overview is presented in Chapter 3. In vacuum, however, the constitutive
relation is very simple and is given by

B = µ0H. (2.1.16)

The medium parameters that we have introduced are summarized in Ta-
ble 2.1.

2.1.3 The boundary conditions

Across the interfaces where the constitutive parameters show a jump disconti-
nuity, the tangential components of the electric and magnetic field strengths
are to be continuous. To be more precise, let S denote a source-free and
time-invariant interface and assume that S has everywhere a unique tangent
plane. Further, let n denote the unit vector along the normal to S such that
upon traversing S in the direction of n, we pass from the domain D2 to the
domain D1, D1 and D2 being located at either side of S (see Fig. 1).Then at
the boundary S we have the following boundary conditions:

n×E is continuous across S, (2.1.17)

and

n×H is continuous across S. (2.1.18)

2.2 Frequency domain Maxwell’s equations

Maxwell’s equations in the time domain can be simplified with no (or mini-
mal) loss of generality using analytical techniques. In most problems, one is
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S
D1

D2❳
❳

❳❳②

n

Figure 2.1: Interface between two media with different electromagnetic prop-
erties.

interested in the behaviour of a time-invariant configuration with linear and
causal media. In these cases, one can advantageously describe the problem
via its Laplace domain representation, which is obtained by applying the
Laplace transform with respect to time. From this representation, we can
easily go to the frequency domain representation of Maxwell’s equations.

2.2.1 Maxwell’s equations in the Laplace domain and

in steady-state

In the Laplace domain representation, the dependence on the time coordinate
is transformed into a dependence on the Laplace parameter s. In addition,
temporal differentiation is transformed into multiplication by s, and convo-
lution in the time domain turns into multiplication in the Fourier domain.

Take the electric field strength E(x, t) as an example of an electromagnetic
quantity that is causally related to a source which is switched on at instant
t = t0. The Laplace transform with respect to time of E(x, t) is then defined
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as

Ê(x, s) = Lt{E(x, t)} =

∫ ∞

t0

E(x, t) exp(−st)dt for Re{s} > s0 ≥ 0,

(2.2.1)
where s denotes the complex Laplace transform parameter and Ê is an ana-
lytic function, i.e. differentiable with respect to s, in the right half of the com-
plex s-plane Re{s} > s0 ≥ 0. Applying the Laplace transform to Maxwell’s
equations, we obtain

−∇× Ĥ+ Ĵ+ sD̂ = −Ĵext (2.2.2)

and

∇× Ê+ sB̂ = −K̂ext. (2.2.3)

Steady-State Analysis

In a steady-state analysis, all electromagnetic field quantities are taken to
depend sinusoidally on time with a common angular frequency ω. To each
purely real space-time field quantity f(x, t) we can then associate a complex
phasor f̂(x, jω) and a common time factor exp(jωt). The phasor f̂ and the
corresponding original space-time function f are related by

f(x, t) = Re
[

f̂(x, jω) exp(jωt)
]

and substitution of these representations for the electromagnetic field quan-
tities leads to

−∇× Ĥ+ Ĵ+ jωD̂ = −Ĵext (2.2.4)

and

∇× Ê+ jωB̂ = −K̂ext. (2.2.5)

Comparing these equations with Eqs. (2.2.2) and (2.2.3), we conclude that
a steady-state analysis can be interpreted as the limiting case of a Laplace
transform analysis with s = limδ↓0(δ + jω).
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Finally, using the constitutive relations of Eqs. (2.1.15) and (2.1.16) in
the above equations, we end up with

−∇× Ĥ++σÊ+ jωεÊ = −Ĵext (2.2.6)

and

∇× Ê+ jωµ0Ĥ = −K̂ext. (2.2.7)

These equations will serve as a starting point in the analysis that follows in
subsequent chapters.

2.3 Time Fourier-transform domain field reci-

procity theorem

In this section the time Fourier-transform domain reciprocity theorem or
Lorentz’s reciprocity theorem [20] is discussed. A reciprocity relation inter-
relates in a specific manner the field quantities of two non-identical physical
states that can occur in one and the same (bounded) domain in space. Let
this domain be denoted by D with an enclosing surface ∂D. The unit vector
along the normal to ∂D is denoted by n and points away from D. The com-
plement of D ∪ ∂D in IR

3 is denoted by D′. The two electromagnetic states
that can occur in the domain D are referred to as states A and B Table 2.2.

State A State B

Field state {ÊA, ĤA}(x, jω) {ÊB, ĤB}(x, jω)

Material state {σA, εA,µA} {σB, εB,µB}

Source state {ĴA, K̂A}(x, jω) {ĴB, K̂B}(x, jω)

Table 2.2: The two electromagnetic states in the domain D in the time
Laplace transform domain reciprocity theorem.
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Since we want to apply the Lorentz reciprocity theorem to electromagnetic
fields in a MRI environment, we assume the conductivity and permeability
to be scalars, while the permeability consists of an anisotropic tensorial form
at the location of the RF-excited magnetic moments that degenerates to a
scalar form outside the illuminated region. Neither the media nor the sources
present in the two states need be the same. State A is characterized by the
electromagnetic field

{Ê, Ĥ}(x, jω) = {ÊA, ĤA}(x, jω), (2.3.1)

together with the constitutive parameters

{σ, ε,µ}(x) = {σA, εA,µA}(x), (2.3.2)

and the volume source distributions

{Ĵ, K̂}(x, jω) = {ĴA, K̂A}(x, jω). (2.3.3)

The time Fourier-transform domain electromagnetic field of state A satisfies
the partial differential equations

−∇× ĤA + σAÊA + jωεAÊA = −ĴA, (2.3.4)

∇× ÊA + jωµAĤA = −K̂A. (2.3.5)

Similarly, state B is characterized by the electromagnetic field

{Ê, Ĥ}(x, jω) = {ÊB, ĤB}(x, jω), (2.3.6)

together with the constitutive parameters

{σ, ε,µ}(x) = {σB, εB,µB}(x), (2.3.7)

and the volume source distributions

{Ĵ, K̂}(x, jω) = {ĴB, K̂B}(x, jω). (2.3.8)

The time Fourier-transform domain electromagnetic field of state B satisfies
the partial differential equations

−∇× ĤB + σBÊB + jωεBÊB = −ĴB, (2.3.9)

∇× ÊB + jωµBĤB = −K̂B. (2.3.10)
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The fundamental interaction quantity between the two states to be consid-
ered is the divergence of the vectorial quantity ∇ · (ÊA × ĤB − ÊB × ĤA).
Which can be written as

∇ · (ÊA × ĤB − ÊB × ĤA) = −ĤB · (∇× ÊA) + ÊA · (∇× ĤB)

+ĤA · (∇× ÊB)− ÊB · (∇× ĤA).

(2.3.11)

The four terms on the right hand side of Eq. (2.3.11) can be rewritten using

the differential equations (2.3.4), (2.3.5), (2.3.9) and (2.3.10) for the two
different states. By collecting the results, we end up with the local form of
the time Fourier-transform domain reciprocity theorem for the fields of State
A and State B as

∇ · (ÊA × ĤB − ÊB × ĤA) = jω(ĤB · µAĤA − ĤA · µBĤB)

−jω(εA − εB)ÊB · ÊA − (σA − σB)ÊB · ÊA

+ÊA · ĴB − ÊB · ĴA − ĤA · K̂B + ĤA · K̂A. (2.3.12)

Integration of Eq. (2.3.12) over the domain D with boundary ∂D and the
use of Gauss’ integral theorem in the resulting left-hand side leads to

∫∫

x∈∂D

n · (ÊA × ĤB − ÊB × ĤA) dA =

∫∫∫

x∈D

[

jω(ĤB · µAĤA − ĤA · µBĤB)− jω(εA − εB)ÊB · ÊA

−(σA − σB)ÊB · ÊA
]

dV +

∫∫∫

x∈D

[

ÊA · ĴB − ÊB · ĴA

−ĤA · K̂B + ĤB · K̂A
]

dV, (2.3.13)

which is the global form of the time Fourier-transform domain reciprocity
theorem. It is noted that the first three terms on the right-hand side of
Eq. (2.3.12), as well as the first integral on the right-hand side of Eq. (2.3.13),
vanish in case the media in the two states are chosen such that σA = σB,
εA = εB and µA = (µB)T . If in addition the source distributions vanish in
some domain, the corresponding local and global interactions are zero in that
domain.



Chapter 3

Basic Magnetic Resonance

Imaging

After our short review of basic electromagnetic theory, we now focus on the
MRI scanner itself. A complete description of such a scanner is obviously
outside the scope of this thesis. We therefore only consider some main aspects
of Magnetic Resonance Imaging.

3.1 Antennas in an MRI system

Presently, MRI is a diagnostics tool of great importance and it is becoming
more and more popular, since it uses nonionizing radiation that is much safer
than, for example, X-ray radiation used in X-ray tomography.

Loosely speaking, an MRI machine has three major components, namely,
a superconducting magnet, a set of three gradient coils, and a set of RF
transmit/receiver coils (see Fig. 3.1).

The superconducting coil generates the strong background field used in
MRI. At 3 tesla, it is roughly 60000 times stronger than the Earth’s magnetic
field. If a piece of matter is placed inside the background field, the protons
start to precess at a frequency that is linearly related to the magnitude of
the background field. This frequency is called the Larmor frequency and is
equal to 128 MHz at three tesla.

The gradient coils also produce a magnetic field, but this field is much
smaller than the one produced by the superconducting coil. The gradient
coils make it possible to spatially vary the magnetic field strength, and thus

13
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the precession speed, and consequently we can select a certain region for
imaging. Finally, an RF antenna operating at the Larmor frequency is used
to excite the proton spins and after this antenna has been switched off, a
receiving antenna measures the electromagnetic signals that are transmitted
as the protons return to equilibrium.

Figure 3.1: Overview of the main components of an MRI scanner

3.2 Effects of the external magnetic fields on

protons

As mentioned earlier, there is a strong magnetic field inside the MRI scanner.
This magnetic field will interact with the protons in the body. The protons
are charged particles and rotate around an internal axis a thus have an an-
gular momentum and a magnetic moment. Under normal circumstances, the
protons are randomly distributed as illustrated in Fig. 3.2, left. Because the
spins are all randomly distributed, the resulting magnetic moment of the
whole body will be zero. When the protons are placed in a strong magnetic
field, however, two important phenomena occur.

First, the protons start to align as shown on the right-hand side of Fig. 3.2.
This alignment can occur in two ways, namely, parallel and anti-parallel to
the applied magnetic field.
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+ + +

+ + +

B
0

Figure 3.2: The normal randomly distributed protons are alligned by apply-
ing a magnetic field, the allignment can be parallel or anti-parallel

The number of protons in parallel and anti-parallel is dependent on the
strength of the applied magnetic field. Protons in the anti-parallel state will
have a higher energy level than protons in the parallel state. The energy
difference between the two states is given by [21]

∆E =
γhB0

2π
, (3.2.1)

where h is Plank’s constant (6.63 · 10−34 Js) and B0 is the magnitude of
the applied background field. Furthermore, the ratio of the number of anti-
parallel and parallel protons is

Nanti-parallel

Nparallel
= exp

(

−
∆E

kT

)

= exp

(

−
γhB0

2πkT

)

, (3.2.2)

where k is the Boltzmann’s constant (1.38 · 10−23 J/K) and T is the tem-
perature in Kelvin. Because the argument of the exponent is very small, we
have exp(−x) ≈ 1− x and the above simplifies to

Nanti-parallel

Nparallel
= 1−

γhB0

2πkT
. (3.2.3)

The total signal that is received by the MRI scanner is dependent on the
difference of population of the two energy levels. Specifically, we have

Nparallel −Nanti parallel = Ntotal
γhB0

4πkT
, (3.2.4)
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where Ntotal is the total number of protons. Note that the received signal is
only dependent on the difference between the number of parallel and anti-
parallel protons and not on the total number of protons.

The second phenomenon that occurs is that the angular momentum will
also change according to the strength of the magnetic field that is applied.
The angular momentum (rotation around its own axis) is dependent on the
imposed magnetic field through the gyromagnetic ratio γ. For protons, the
gyromagnetic ratio is about 267.54 · 106 rad s−1T−1.

As can be seen in Fig. 3.2, the center axes of the protons are under an
angle compared to the magnetic field. This angle is constant and approxi-
mately 54.7◦. Since the proton is rotating around its own axis, it induces
another rotation. This is a rotation of the proton around the axis of the
magnetic field. This can be visualized best by thinking of a spinning top
(see Fig. 3.3). The proton rotates about its own axis, but before it “falls” it
starts to rotate around the vertical axis.

B
0

Figure 3.3: Spinning top with two rotations, one around its own axis and a
precession around a vertical axis.

The frequency of the rotation around the direction of the magnetic field
is called the precession or Larmor frequency. This frequency is dependent
on how fast the protons are spinning around their own axis. This makes the
precession frequency also dependent on the magnetic field. For a three tesla
background field, the precession frequency is

f 3T =
ω

2π
=

γB0

2π
=

267.54 · 106 · 3

2π
= 127.7 MHz. (3.2.5)

The cumulative effect of all the parallel and anti-parallel spinning protons
can be taken into account macroscopically through a magnetization vector M
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as illustrated in Fig. 3.4. Part of the parallel spins will be cancelled out by
the anti-parallel spins, but since there is a larger amount of parallel spins, a
net magnetization results in the direction of the magnetic field. Taking the
z-direction to be the direction of the background magnetic field, we have

Mz = M0 = V −1

Ntotal
∑

n=1

µz,n =
γh

4π
(Nparallel −Nanti-parallel) =

γ2h2B0Ntotal

16π2kT
,

(3.2.6)

where V is a volume small enough that external fields are constant over V .

B
0

M
0

Figure 3.4: Formation of the macroscopic magnetization. Part of the parallel
and anti-parallel spins cancel out. Since the number of protons with a parallel
spin is larger than the number of anti-parallel spins, a net magnetization
vector Mz = M0 results in the parallel direction.

The radio frequency pulse

To change the magnetization, energy has to be transferred from an electro-
magnetic energy source (antenna) to the protons. This can be realized by
transmitting a radio frequency pulse. Energy transfer is only possible when
the protons and the radio frequency pulse have the same frequency. This
means that for 3 tesla the RF pulse must have a frequency of 127.7 MHz or
else little to no energy transfer is possible. If the protons and the RF pulse
have the same frequency they are in ”resonance”.

By applying the RF pulse the magnetization can be flipped. The RF
magnetic field is called the B1 field, and this field produces a torque that
flips the magnetization into the transverse plane.
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This field can be divided in two rotating components called the B+
1 and

the B−
1 . The B

+
1 is rotating in the clockwise direction and the B−

1 is rotating
in the anti-clockwise direction and are defined as

B̂+
1 =

B̂1;x + jB̂1;y

2
, (3.2.7)

B̂−
1 =

B̂1;x − jB̂1;y

2
. (3.2.8)

The B̂−
1 component of the magnetic field strength describes the behaviour

of the magnetic field in the receiving state of the MRI scanner, while the B̂+
1

component can interact effectively with the spins of the protons and may
push the magnetization into the transverse plane during the exiting state of
the scanner. How much the magnetization is tipped into the transverse plane
is determined by the so-called flip angle

α = γ|B̂1|τB1
, (3.2.9)

where τB1
is the duration of the RF pulse. When the magnetization is tipped

90◦ down there is no magnetization left in the B0 direction and the magne-
tization is completely located in the transverse plane.

Signal detection

When the magnetization is flipped, the protons want to return to equilibrium
with a magnetization in the direction of the B0 field. This process, called
relaxation, is described by the so-called Bloch equations [19] and consists of
essentially two relaxation phenomena. The first influences magnetization in
the z-direction only and is called T1 or spin-lattice relaxation time, while the
second is called T2 relaxation or spin-spin relaxation relaxation time which
relates to the decay of magnetization in the transverse plane after excitation
with a RF pulse (only Mx and My are affected).

From the Bloch equations it follows that for T1 relaxation, the z-component
of the magnetization is given by

Mz(t) = M0 cosα + (M0 −M0 cosα)

[

1− exp

(

−
t

T1

)]

, (3.2.10)
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where M0 is the magnitude of the equilibrium static magnetization due to
the static magnetic field B0. The behaviour of this T1 relaxation function is
shown in Fig. 3.5 and is called the T1 curve.

63%

25%

T1

Signal

Time

z

y

100%

Figure 3.5: T1 relaxation of the magnetization in the direction of the applied
magnetic field.

The T1 time is defined as the point on the curve where the magnetization
is restored to 63% of the relaxed value.

For T2 relaxation, we have for the y-component of the magnetization

My(t) = M0 sinα exp

(

−
t

T2

)

(3.2.11)

The behaviour of T2 relaxation is shown in Fig. 3.6 and is called the T2 curve.
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Signa l

37

Figure 3.6: T2 relaxation of the magnetization in the transverse plane com-
paired with the direction of the applied magnetic field.

The T2 time is defined as the point on the curve where 37% magnetization
of the maximum value is left.

3.3 B field description

For electromagnetic fields present in MRI we have at the location of induced
Magnetic Resonance due to the externally imposed RF field radiating at the
Larmor frequency ω0 according to Ibrahim [22] for the tensorial permeability

B̂(x, jω0) = µ





1− jγM0T2/2 −γM0T2/2 0
γM0T2/2 1− jγM0T2/2 0

0 0 1



 Ĥ(x, jω0). (3.3.1)

Outside the region of induced Magnetic resonance when ω 6= ω0 the tensorial
permeability µ reduces to the scalar permeability µ as the matrix in Eq.
(3.3.1) changes into the unit matrix, which yields

B̂(x, jω) = µĤ(x, jω), when ω 6= ω0. (3.3.2)

3.3.1 The electromagnetic RF field in the excitation

state

In this section we consider the electromagnetic field with frequency ω0 that
excites the magnetic contrast sources due to the tensorial permeability de-
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fined in Eq. (3.3.1). We will employ Lorentz’s reciprocity theorem as defined
in Eq. (2.3.13) in order to obtain representations for the electromagnetic field
inside the human body when the body is illuminated by an electromagnetic
field operating at the Larmor frequency ω0, we distinguish two different states
in Lorentz’s reciprocity theorem. The excitation state is the state where the
generated electromagnetic fields {Êe, Ĥe} in the entire domain IR are excited
by a current source distribution Ĵe inside a domain S (i.e. the domain of the
exciting RF birdcage antenna) that illuminates the body that has a certain
permittivity, conductivity and permeability distribution. While, the other
state with electromagnetic fields {Êb, Ĥb} is the field that is present in a
homogeneous background medium and is generated by an electric current
source or an magnetic current source. We can refer to this state as a Green’s
state. When we use an electric current point source in this Green’s state, we
will obtain in Lorentz’s reciprocity theorem an integral equation representa-
tion for the electric field Êe. On the other hand when we use a magnetic
current point source in this Green’s state, we will obtain in Lorentz’s reci-
procity theorem an integral equation representation for the magnetic field
Ĥe.

Since in the excitation state we want to know the magnetic field at the
location of the induced magnetic resonance, we choose for the Green’s state
an excitation by an unit magnetic current point source located in a homo-
geneous medium with permittivity εb, conductivity σb and permeability µb.
For the two states in the excitation state we then have in Lorentz’s reciprocity
theorem (2.3.13),

{ÊA, ĤA} = {Êe, Ĥe} (3.3.3)

{ĴA, K̂A} = {Ĵe, 0}, when x ∈ S (3.3.4)

εA = εe(x) (3.3.5)

σA = σe(x) (3.3.6)

µ̂A = µ̂e(x, jω0), (3.3.7)

in which µ̂e(x, jω0) is defined by Eq. (3.3.1), which reduces to a scalar
permeability µe(x) when ω 6= ω0. The Green’s state for a unit magnetic
current point source K̂B = δ(x− x′)u, where δ(x− x′) represents the three-
dimensional unit impulse (Dirac distribution) operative at x = x′ and u

represents the unit amplitude vector with u1 = u2 = u3 = 1. The unit
magnetic source is located inside the homogeneous domain with permittivity
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εb, conductivity σb and permeability µb, which yields for state B

{ÊB, ĤB} = {ÊK;b, ĤK;b}(x,x′, jω) (3.3.8)

= {Ĝ
EK

, Ĝ
HK

}(x,x′, jω)u

{ĴB, K̂B} = {0, δ(x− x′)u} (3.3.9)

εB = εb (3.3.10)

σB = σb (3.3.11)

µB = µbI, (3.3.12)

where Ĝ
EK

represents the electric-field/magnetic-current Green’s tensor, Ĝ
HK

represents the magnetic-field/magnetic-current Green’s tensor. Similarly, the

Green’s tensor Ĝ
EJ

represents the electric-field/electric-current Green’s ten-

sor and Ĝ
HJ

represents the magnetic-field/electric-current Green’s tensor.
Finally, I represents the unit tensor and all tensors are of rank 3.

Application of Lorentz’s reciprocity theorem Eq. (2.3.13) in which we let
∂D extend to infinity (unbounded domain) yields,

∫∫∫

x∈D

[jω(ĤB · µ̂AĤA − ĤA · µBĤB)− jω(εA − εB)ÊB · ÊA

− (σA − σB)ÊB · ÊA + ÊA · ĴB − ÊB · ĴA

− ĤA · K̂B + ĤB · K̂A] dV = 0 (3.3.13)

since according to the radiation condition of the electromagnetic fields at
infinity, the contribution of the surface integral vanishes.

Substitution of the fields and sources of the corresponding states in Eq.
(3.3.13), using the fact that for a general field/source vector F̂

Ĝ
EK

(x,x′, jω)u · F̂ = u · (Ĝ
EK

)T (x′,x, jω)F̂ = −u · (Ĝ
HJ

)T (x′,x, jω)F̂,
(3.3.14)

and

Ĝ
HK

(x,x′, jω)u · F̂ = u · (Ĝ
HK

)T (x′,x, jω)F̂, (3.3.15)

holds, we obtain

Ĥe(x′) =

∫∫∫

x∈V

jω(Ĝ
HK

)T (x′,x, jω)(µ̂e(x)− µbI)Ĥ
e(x)

+[jω(εe(x)− εb) + (σe(x)− σb)](Ĝ
HJ

)T (x′,x, jω)Êe(x) dV

+

∫∫∫

x∈S

(Ĝ
HJ

)T (x′,x, jω)Ĵe(x) dV, for x′ ∈ IR
3, (3.3.16)
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in which the domain V is the domain that contains the illuminated human
body and the domain S is the domain that contains the illuminating RF an-
tenna. The first expression of Eq. (3.3.16) is the contribution to the exciting
magnetic field that is related to the energy transfer to the protons, the sec-
ond expression is due to the electric contrast of the body (and pads) which
cause the inhomogeneities in the transmitted magnetic field by loading the
domain with the body and the third expression is the field generated by the
antenna. Note that the second expression of the equation is proof why the
dielectric pads that only have a electric contrast still influence the magnetic
field.

3.3.2 The electromagnetic RF field in the receiving

state

In this section we consider the electromagnetic field with frequency ω0 that
is received by receiving antennas and is excited by the magnetic contrast
sources due to the tensorial permeability defined in Eq. (3.3.1). We will
employ Lorentz’s reciprocity theorem as defined in Eq. (2.3.13) in order
to obtain representations for the electromagnetic field at the receiving an-
tennas. Again we distinguish two different states in Lorentz’s reciprocity
theorem. The receiving state is the state where the emitted electromagnetic
fields {Êe, Ĥe} in the entire domain IR are excited by the magnetic contrast
source distribution K̂r inside a domain K (i.e. the domain that contains the
slice of excited magnetic contrast sources or magnetic moments with Larmor
frequency (ω0) obtained from the excitation state in the previous section,

K̂r(x) = jω(µe(x)− µbI)Ĥ
e(x), with x ∈ K. (3.3.17)

While, the other state with electromagnetic fields {Êb, Ĥb} is the field that
is present in a homogeneous background medium and is generated by an
electric current source or an magnetic current source. We can refer to this
state as a Green’s state.

Since in the receiving state we want to know the magnetic field at the lo-
cation of the receiving antennas, we choose for the Green’s state an excitation
by an unit magnetic current point source located in a homogeneous medium
with permittivity εb, conductivity σb and permeability µb. For the two states
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in the receiving state we then have in Lorentz’s reciprocity theorem (2.3.13),

{ÊA, ĤA} = {Êr, Ĥr} (3.3.18)

{ĴA, K̂A} = {0, K̂r}, when x ∈ K (3.3.19)

εA = εr(x) (3.3.20)

σA = σr(x) (3.3.21)

µA = µbI. (3.3.22)

The Green’s state for a unit magnetic current point source K̂B = δ(x −
x′)u, where δ(x − x′) represents the three-dimensional unit impulse (Dirac
distribution) operative at x = x′ and u represents the unit amplitude vector
with u1 = u2 = u3 = 1. The unit magnetic source is located inside the
homogeneous domain with permittivity εb, conductivity σb and permeability
µb, which yields for state B

{ÊB, ĤB} = {ÊK;b, ĤK;b}(x,x′, jω) (3.3.23)

= {Ĝ
EK

, Ĝ
HK

}(x,x′, jω)u

{ĴB, K̂B} = {0, δ(x− x′)u} (3.3.24)

εB = εb (3.3.25)

σB = σb (3.3.26)

µB = µbI. (3.3.27)

Substitution of the fields and sources of the corresponding states in Eq.
(3.3.13), using the properties for a general field/source vector described in
Eqs. (3.3.14) and (3.3.15) results in the following expression for the magnetic
field.

Ĥr(x′) =

∫∫∫

x∈V

Êr(x)(Ĝ
HK

)T (x′,x, jω)
(

jω(εr(x)− εb) + (σr(x) + σb)
)

dV

+

∫∫∫

x∈K

Ĝ
HK

(x′,x, jω)K̂r(x) dV, for x′ ∈ IR
3, (3.3.28)

in which the domain V is the domain outside the human body and the do-
main S is the domain that contains the body that is acting as a transmitter.
In equation Eq. (3.3.28) the first expression is the contribution due to the
induced electric field in the body (and pads), that can be seen as an intro-
duction of noise on the received magnetic field, and the second expression is
due to the magnetic field in the exciting state that now is a magnetic source
and is defined trough Eq. (3.3.17)



Chapter 4

Simplified pad model

In this chapter we study some properties of the high permittivity pads. We
first study the influence of the conductivity of a pad on the spatial variation
of the B+

1 field. We show that lossless pads have the best performance and
produce the smallest spatial variations in the B+

1 field. Second, the influence
of the geometry of an object is studied. Sled and Pike [23] have shown that
the field distribution is greatly affected by the shape of the object under
test. To obtain a better understanding of these geometrical effects, we use
a phantom model and study the field patterns for different phantom shapes.
Finally, the field patterns of the dielectric pads are studied and we demon-
strate that the fields induced by the pads can be described using the so-called
thin-sheet approximation.

4.1 Conductivity effects

To investigate how the conductivity of a pad influences the homogeneity
of the B+

1 field, we consider the experimental setup shown in Fig. 4.1. A
birdcage operates at a frequency of f = 128 MHz and is loaded with a
phantom model and high permittivity pads located symmetrically on either
side of the phantom. The relative permittivity of the phantom is εr = 63.5
and a conductivity of σ = 0.72 which are the material properties of muscle.
The pads have a relative permittivity εr;pad = 300. We use the so-called
coefficient of variation

Cv =
Standard Deviation

Mean
(4.1.1)

25
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as a measure for the spatial variation of the B+
1 field.

Figure 4.1: Birdcage coil with a phantom, with the tissue properties of mus-
cle, as a load. Two pads (blue and green) are placed on both sides of the
phantom and can be varied in conductivity.

In our first set of experiments, we take three different values for the
conductivity of the pads, namely, σ = 0.01 S/m, σ = 0.26 S/m, and σ =
0.56 S/m. The magnitude of the corresponding B+

1 fields is shown in Fig. 4.2.
As can be seen from the figure, the conductivity has a dramatic influence on
the homogeneity of the B+

1 field. We observe that the inhomogeneity of the
B+

1 field increases with the conductivity of the pads.
To investigate this issue further, we carried out a parameter sweep and

computed the coefficient of variation for pad conductivity values ranging from
σ = 0.001 S/m to σ = 0.56 S/m. Fig. 4.3 shows the result of this experiment.
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Figure 4.2: B+
1 maps three different conductivity values for the pads. In

figure a the conductivity is 0.01 (S/m), in figure b the coductivity is 0.26
(S/m) and for figure c a conductivity of 0.56 (S/m) is chosen
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Figure 4.3: Conductivity grid search with the corresponding coefficients of
variation

Surprisingly, the coefficient of variation depends linearly on the conductivity
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of the pads and increases for increasing conductivity values. From these re-
sults we conclude that the best performance is obtained with low conductivity
or lossless pads. (1)

4.2 Shape Differences

In [23], it is demonstrated that the shape of an object can have a large in-
fluence on the B+

1 field distribution. Let us verify this claim by gradually
changing the shape of the phantom model. The medium parameters of the
phantom are again equal to the tissue parameters of muscle at 128 MHz. The
various phantom shapes (ranging from elliptical to spherical) are shown in
Figs. 4.4 and 4.5 along with the corresponding magnitudes of the B+

1 field
and the electric field strength. From these figures, we observe that the fields
indeed do change significantly if the shape of the phantom is changed. Com-
paring the coefficient of variation within the different phantoms, we observe
that the phantom with a circular cross section is not the most optimal one
as might be expected. The B+

1 field exhibits strong inhomogeneities inside
the circular phantom leading to a relatively large coefficient of variation.

1For completeness, we mention that we arrived at similar conclusions by solving a
simple one-dimensional multi-layer problem using a Matlab code provided by Rob Remis.
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Figure 4.4: The B+
1 field in the z-direction for varying shapes (roundness) of

the phantom with the tisue properties of muscle
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Figure 4.5: The electric field in the z-direction for varying shapes (roundness)
of the phantom with the tisue properties of muscle

From these result it can be concluded that the shape (roundness) of an
object has a big impact as mentions earlier by [23]. Further it is interesting
to note that a perfect circular object does not have the greatest homogeneity
in the B+

1 field.
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4.3 Scattering formalism for a phantom-pad

model

In this section, we study the structure of the electromagnetic field as gener-
ated by a so-called birdcage. The birdcage occupies the source domain D

src

and is loaded with a phantom and dielectric pads (see Fig. 4.1). The phan-
tom occupies the domain D

phan and is characterized by a position dependent
conductivity σ(x) and permittivity ε(x). High-permittivity pads are placed
on both sides of the phantom. The pads occupy the domain D

pad and the
conductivity and permittivity of the pads are given by σpad(x) and εpad(x),
respectively. The surrounding medium consists of air with a permittivity
ε0. The complete configuration shows no contrast in the permeability and
therefore µ = µ0 everywhere. To describe the electromagnetic wave field
inside this configuration, we make use of the linearity of Maxwell’s equations
and setup a scattering formalism. In particular, we write the electromag-
netic field as a superposition of a field that would be present if the phantom
was absent, and a field that takes the presence of the phantom into ac-
count. We refer to the former field as the background field and denote it by
{Êb(x, jω), Ĥb(x, jω)}, while the latter field is called the scattered field and
is denoted by {Êphan(x, jω), Ĥphan(x, jω)}. To summarize, the total field in
our configuration is written as

{Ê, Ĥ} = {Êb + Êphan, Ĥb + Ĥphan}, (4.3.1)

and in this section we discuss the equations that are satisfied by these fields.
Let us start with the background field. Introducing the background con-

ductivity and permittivity as

σb(x) =

{

0 for x /∈ D
pad,

σpad(x) for x ∈ D
pad,

(4.3.2)

and

εb(x) =

{

ε0 for x /∈ D
pad,

εpad(x) for x ∈ D
pad,

(4.3.3)

respectively, the background field satisfies the equations

−∇× Ĥb + (σb + jωεb)Ê
b = −Ĵext, (4.3.4)

∇× Êb + jωµ0Ĥ
b = 0, (4.3.5)
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for x /∈ D
phan, and

−∇× Ĥb + (σb + jωεb)Ê
b = 0, (4.3.6)

∇× Êb + jωµ0H
b = 0, (4.3.7)

for x ∈ D
phan. Equations (4.3.4) – (4.3.7) govern the behaviour of the elec-

tromagnetic background field.
To take the presence of the phantom into account, we first consider the

total electromagnetic field. This field satisfies

−∇× Ĥ+ (σb + jωεb)Ê = −Ĵext, (4.3.8)

∇× Ê+ jωµ0Ĥ = 0, (4.3.9)

for x /∈ D
phan, and

−∇× Ĥ+ (σ + jωε)Ê = 0, (4.3.10)

∇× Ê+ jωµ0Ĥ = 0, (4.3.11)

for x ∈ D
phan. Rewriting Eq. (4.3.10) as

−∇× Ĥ+ (σb + jωεb)Ê = −[σ − σb + jω(ε− εb)]Ê, (4.3.12)

the equations for the total field inside the phantom can be written as

−∇× Ĥ+ (σb + jωεb)Ê = −[σ − σb + jω(ε− εb)]Ê, (4.3.13)

∇× Ê+ jωµ0Ĥ = 0, (4.3.14)

with x ∈ D
phan. Subtracting now Eqs. (4.3.4) and (4.3.5) from Eqs. (4.3.8)

and (4.3.9), respectively, we obtain

−∇ × Ĥphan + (σb + jωεb)Ê
phan = 0, (4.3.15)

∇× Êphan + jωµ0Ĥ
phan = 0, (4.3.16)

for x /∈ D
phan. Similarly, subtracting Eqs. (4.3.6) and (4.3.7) from Eqs. (4.3.13)

and (4.3.14), respectively, results in

−∇× Ĥphan + (σb + jωεb)Ê
phan = −[σ − σb + jω(ε− εb)]Ê, (4.3.17)

∇× Êphan + jωµ0Ĥ
phan = 0, (4.3.18)
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with x ∈ D
phan. Introducing the scattering source Ĵphan as

Ĵphan(x) =

{

0 for x /∈ D
phan,

[σ − σb + jω(ε− εb)]Ê for x ∈ D
phan,

(4.3.19)

we can write Eqs. (4.3.15) – (4.3.18) more compactly as

−∇× Ĥphan + (σb + jωεb)Ê
phan = −Ĵphan, (4.3.20)

∇× Êphan + jωµ0Ĥ
phan = 0, (4.3.21)

for x ∈ R
3. These are the equations for the scattered field.

To summarize, the equations for the background field {Êb, Ĥb} are

−∇× Ĥb + (σb + jωεb)Ê
b = −Ĵext, (4.3.22)

∇× Êb + jωµ0Ĥ
b = 0, (4.3.23)

x ∈ R
3, while the equations for the scattered field {Êphan, Ĥphan} are

−∇× Ĥphan + (σb + jωεb)Ê
phan = −Ĵphan, (4.3.24)

∇× Êphan + jωµ0Ĥ
phan = 0, (4.3.25)

for x ∈ R
3.

The Background Electromagnetic Field

To get some insight into the behaviour of the background electromagnetic
field, we again follow a scattering formalism. Recall that the background
field is the field with dielectric pads included, but in absence of the human
phantom. This field satisfies Eqs. (4.3.22) and (4.3.23).

Now let the incident field be the field that is present if the birdcage is
empty. We denote this field by {Êi, Ĥi} and it satisfies the equations

−∇× Ĥi + jωε0Ê
i = −Ĵext, (4.3.26)

∇× Êi + jωµ0Ĥ
i = 0, (4.3.27)

for x ∈ R
3. Introducing the scattered field due to the presence of the pad as

{Êsc, Ĥsc} = {Êb − Êi, Ĥb − Ĥi}, (4.3.28)
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and following a similar procedure as above, we find that the scattered field
satisfies the equations

−∇× Ĥsc + jωε0Ê
sc = −Ĵsc, (4.3.29)

∇× Êsc + jωµ0Ĥ
sc = 0, (4.3.30)

for x ∈ R
3, where we have introduced the scattering source due to the pad

as

Ĵsc(x) =

{

0 if x /∈ D
pad,

[σpad + jω(εpad − ε0)]Ê
b if x ∈ D

pad.
(4.3.31)

With this result, we have all the basic equations available and all the different
electromagnetic fields can be in principle be determined.

4.3.1 The simulated incident field

To identify the contributions from the various fields defined in the previous
section, let us start with the incident field {Êi, Ĥi} that is present when the
birdcage is unloaded. The birdcage operates at a frequency of f = 128 MHz
and simulations were carried out using FDTD. Figures 4.6 (a) and (b) show
the magnitude of the B+

1 field and electric field strength, respectively. We
observe that the B+

1 field is very homogeneous when the birdcage is unloaded.
The magnitude of the electric field strength has a zero in the middle of the
coil because all the contributions of the individual birdcage rungs cancel each
other out.
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Figure 4.6: Empty birdcage coil at a frequency of 128 MHz. Magnitude
of the B+

1 field (a) and magnitude of the z-component of the electric field
strength (b).
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4.3.2 The simulated background field

Let us now load the birdcage with two dielectric pads. The pads are homo-
geneous and are taken to be lossless. The location of the pads is indicated
in Fig. 4.1. The resulting electromagnetic field is the background field and
in Fig. 4.7 we show the magnitude of certain components of this field. In
particular, in Fig. 4.7 (c) the magnitude of the z-component of the electric
field strength is shown, while the magnitude of the x- and y-components of
the magnetic field strength are shown in Figs. 4.7 (a) and (b). From these
figures, we observe that Hb

x shows an approximate odd symmetry across the
pad, while Eb

z and Hb
y show an even symmetry. These symmetry properties

can be explained using the so-called thin-sheet approximation [24]. Loosely
speaking, this approximation can be applied if the scattering object is thin
(compared with the wavelength) and its medium parameters are large. The
pad obviously satisfies these requirements.
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Figure 4.7: Field magnitudes for the birdcage with pads but without the
phantom. Magnitude of the magnetic field in the x-direction (a), magnitude
of the magnetic field in the y-direction (b), and magnitude of the electric
field in the z-direction (c).

To be more precise, consider the pad shown in Fig. 4.8 which occupies the
domain D

pad = {(x, z) ∈ A,−a/2 < y < a/2}, where a is the thickness of the
pad and A ⊂ R

2. The pad is assumed to be lossless and homogeneous and
has a constant permittivity εpad. For such a pad, the thin-sheet boundary
conditions for the scattered field are [25]

iy × Êsc(x, a/2, z, jω)− iy × Êsc(x,−a/2, z, jω) = O(a) (4.3.32)
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and

iy × Ĥsc(x, a/2, z, jω)− iy × Ĥsc(x,−a/2, z, jω) = Ĵpad +O(a), (4.3.33)

for (x, z) ∈ A as a ↓ 0. In the above equation,

Ĵpad = jωCpadÊb(x, 0, z, jω) (4.3.34)

y

x ε
pad

a/2

-a/2

Figure 4.8: Pad with a thickness a, in the domain D
pad.

is the induced current inside the pad, where Cpad = εpada. Taking the inner

product of Eq. (4.3.33) with iy, we find iy · Ĵpad = 0 showing that there is

no induced current in the y-direction. Consequently, we know that Êsc
x , Ĥ

sc
y ,

and Êsc
z show even symmetry with respect to the plane y = 0, while Ĥsc

x ,
Êsc

y , and Ĥsc
z are odd with respect to this plane [26]. The numerical results

confirm this behaviour as can be seen from Figs. 4.7 (a), (b), and (c).
In Fig. 4.9 we show the magnitude of the B+

1 field and the electric field
strength. It is noticeable that the scale of the B+

1 field has changed dras-
tically. From the three situations it is clear that the relative permittivity
εr;pad of the pad has a significant impact on the distribution of the field. This
property can be used to shape the fields of a fully loaded birdcage (phantom
and pads) and to obtain a homogeneous distribution of the B+

1 field.
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Figure 4.9: Birdcage coil with pads floating in free space. Magnitude of
the B+

1 field (a) and magnitude of the z-component of the electric field
strength (b).

4.3.3 The simulated total field

In this final configuration, we consider a fully loaded birdcage with pads and
phantom included. The magnitudes of the B+

1 field and the z-component of
the electric field are shown in Fig. 4.10. Clearly, the B+

1 field changes dras-
tically if a phantom is included. Furthermore, the electric field has changed
in amplitude and distribution. The signal voids in the B+

1 field at the front-
and backside of the phantom should be countered.
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Figure 4.10: Birdcage coil with pads on top of the phantom. Magnitude
of the B+

1 field (a) and magnitude of the z-component of the electric field
strength (b).
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Finally, the same field components as in the previous subsection were
computed to see how the field patterns get perturbed if the phantom is
included. The magnitude of the relevant field components are shown in
Fig. 4.7. We observe that due to the coupling between the pads and the
phantom, the field patterns have been perturbed in such a way that the
odd/even symmetry is less pronounced.
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Figure 4.11: Birdcage coil with pads on top of the phantom. Magnitude of
the magnetic field in the x-direction (a), magnitude of the magnetic field in
the y-direction (b), and magnitude of the electric field in the z-direction (c).



Chapter 5

Numerical simulations and

results

Chapters 5, 6 and 7 are published in (1)

Having studied the pad properties and pad behaviour in different scenar-
ios, we now design pads for two realistic models (one male and one female)
and demonstrate their performance. We carried out many different simula-
tions to optimize the placement and material properties of the pads. This
chapter gives a description of these simulations.

5.1 Electromagnetic simulations

A commercial package based on a Finite Difference Time Domain method
(xFDTD, Remcom, PA) was used for all simulations. The RF coil was mod-
elled as a 16 rung high pass birdcage coil with a diameter of 61 cm, length 56
cm, driven in quadrature mode by 32 ideal current sources with an impedance
of 50 Ω. In Fig. 5.1 the birdcage coil is shown.

1Increasing signal homogeneity and image quality in abdominal imaging at 3 T with

very high permittivity materials ; de Heer P, Brink WM, Kooij BJ, Webb AG; Magnetic
Resonance in Medicine, July 2012; DOI 10.1002/mrm.24438.
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Figure 5.1: Bird cage coil tuned at the Larmor frequency for 3T field strength
(128 MHz)

This corresponds to a dual transmit system being operated in the con-
ventional quadrature or fixed phase mode, in which the phase relationship
between the two channels is fixed at 90. One male (Duke, body mass in-
dex 23) or one female (Ella, body mass index 22) model from the virtual
family [27] was placed in the center of the coil. An isotropic grid cell size
of 2.5 mm was used with a seven-layer perfectly matched absorbing bound-
ary. A sinusoidal current was applied at 128 MHz, with a time=step of 4.8
ps. A criterion of 50 dB was set for convergence of the steady-state fields,
and typical simulation times were 30 min using a graphics processing unit.
The transmit magnetic field (B+

1 ), electric (E) field, and Specific Absorption
Rate (SAR) were simulated for each configuration: normalization was set to
1 W dissipated power in tissue. To determine the optimal pad permittiv-
ity, a grid search was used in which the relative permittivity values of two
pads (one anterior, one posterior), each of thickness 1 cm, were varied from
1 to 650 in steps of 50. For comparison, a 3-cm thick commercially available
water pad [13] and [14] was included in the simulations. The coefficient of
variation (Cv), defined in Chapter 4, of the B+

1 field across the simulated
B+

1 map (transverse orientation) was evaluated in MATLAB (Mathworks,
Natick, MA). In the transverse slices, the value of Cv is calculated through-
out the entire cross-section (not considering the arms). For coronal slices, a
rectangular region of interest is assigned through the thorax and abdominal
region of the body.

Fig. 5.2 shows a schematic of the simulation set-up with bags on both the
anterior as well as the posterior side of the model.
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Figure 5.2: Schematic of the setup for the electromagnetic simulations with a
dielectric pad (red) with thickness 1 cm placed on the abdomen. A identically
shaped pad (green) is placed on the back, in the same position.

Fig. 5.3 shows simulation results of the B+
1 field in the male Duke model.

The grid search gave an optimum configuration with relative permittivities of
400 for the anterior pad and 500 for the posterior pad for a pad thickness of 1
cm. In practice, the highest permittivity that could be achieved was 300 us-
ing essentially a saturated suspension of barium titanate powder in water. In
Fig 5.3, the values of Cv are given for the situations of no pads, the commer-
cial pad (3-cm thick, water-based, εr = 80), the optimum configuration of the
two pads placed anterior and posterior, and the practical configuration of two
pads with relative permittivities of 300. As mentioned above, in the trans-
verse slice, the value of Cv is calculated throughout the entire cross-section
(not considering the arms), and for the coronal slice through the thorax and
abdominal region of the body. There are considerable improvements in the
B+

1 homogeneity for the anterior/posterior high permittivity pads compared
to both the situation with no pads, and also the asymmetric placement of
the commercial pad on only the anterior side of the subject. It should be
noted that, since optimization was performed on the transverse slice due to
the much more defined region-of-interest (essentially the entire slice without
the arms), the value of Cv in the coronal plane can actually be slightly lower
for the εr = 300 case than the ”optimum” permittivity value case.
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Figure 5.3: Electromagnetic simulations of the B+
1 field in the ”Duke” model.

(a) – (d) transverse slice through the centre of the liver, (e) – (h) correspond-
ing coronal slices. (a) and (e) no dielectric pads, (b) and (f) a 3 cm thick
”commercial” water-based pad, (c) and (g) the optimum solution for two
1 cm thick pads with εr = 400 for the anterior pad and εr = 500 for the
posterior pad, (d) and (h) the practically realizable situation with two 1
cm pads each with εr = 300. The coefficient of variation is shown for each
configuration.

Fig. 5.4 shows corresponding plots for the female Ella model. In this case,
the optimum configuration was found to correspond to relative permittivities
of 300 for the front and back.
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Figure 5.4: Electromagnetic simulations of the B+
1 field in the ”Ella” model.

(a) – (c) transverse slice through the centre of the liver, (d) – (f) correspond-
ing coronal slices. (a) and (d) no dielectric pads, (b) and (e) a 3 cm thick
”commercial” water-based pad, (c) and (f) the optimum solution for two
1 cm thick pads with εr = 300 for the anterior pad and εr = 300 for the
posterior pad.

The dependence of the value of Cv on the permittivities of the two pads
for both the Duke and Ella model is shown in Fig. 5.5. As can be seen, there
is a relatively smooth minimum for values around 300 – 500, but the increase
is quite severe for values below about 300 or above 500. These results confirm
the simulation results in Fig. 5.3 which demonstrate that there is a very small
increase in Cv when operating with pads with permittivity of 300 compared
to the optimum values of 400/500.
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Figure 5.5: Plots of coefficient of variation (vertical axis) vs. the permittiv-
ities of both the anterior and posterior pads. (left) Duke and (right) Ella
model.

To determine whether the high permittivity pads increase either the local
or global SAR values, Fig. 5.6 shows transverse and coronal plots of the
local (1 g tissue average) SAR values for the Duke model generated by the
quadrature-driven body coil. The highest values are generally found in the
arms (since they are in the region of the highest electric field of the RF
coil), and all values in the body are at least a factor-of-two lower. There
are negligible differences introduced by either the commercial or new high
permittivity pads. Very similar results were found for Ella (data not shown).
These results correspond to the conventional quadrature-driven body coil,
but it is anticipated that similar effects occur in the RF-shimmed case.
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Figure 5.6: Electromagnetic simulations of the 1-g averaged SAR in the
”Duke” model. (a)–(d) transverse slice through the centre of the liver, (e)–
(h) corresponding coronal slices. (a) and (e) no dielectric pads, (b) and (f) a
3 cm thick ”commercial” water-based pad, (c) and (g) the optimum solution
for two 1 cm thick pads with εr = 400 for the anterior pad and εr = 500 for
the posterior pad, (d) and (h) the practically realizable situation with two 1
cm pads each with εr = 300.

5.1.1 The polarization effect

The reason for the B+
1 low signal intensities can be found in several properties

like the amplitude of the field or the polarization of the field. To get the
maximum signal we want a high amplitude and a circular polarization. This
happens when the tip of the B1 field vector traces out a circular locus in
space. This is the case when the real and complex components of the B+

1

have the same size and are shifted 90 degrees in phase. The polarization can



5 Numerical simulations and results 45

also be described as a single number with the formula given in [28]

ξ =
|B+

1 |

|B+
1 |+ |B−

1 |
(5.1.1)

where,

ξ = 1, circular polarization

ξ = 0.5, linear polarization

1 > ξ > 0.5, eliptical polarization

0.5 > ξ > 0, eliptical anti-quad polarization

So in short we want all the signal in the B+
1 and no signal in the B−

1

because this will make the signal less circular. This was also checked by
measuring the B−

1 polarization of an empty birdcage and comparing that to
the amplitude of the B−

1 . From this we could see that in the unloaded case
the B−

1 is zero and the polarization perfectly circular.
When we look at the B+

1 maps in Fig. 5.3 for the case with and without
pads we can clearly see low signal intensity regions if the pads are absent.
These signal intensities increase by applying the optimized pads. We there-
fore check the polarizations in these regions. Several points in this area of
low signal intensity were selected and the polarization number was calcu-
lated. The result of these values have been plotted over the B+

1 map and can
be seen in Fig. 5.8.
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Figure 5.7: The B+
1 map of Duke without pads. The low signal intensities

can be seen at the anterior and posterior side of the torso. At the spot with
low signal intensity anti-quad elliptical polarization is present.
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Figure 5.8: The B+
1 map of Duke with optimized pads (εr;front = 450, εr;back =

550). The low signal intensities have been alleviated to create a much more
homogeneous field distribution. The polarization has been changed more to
an elliptical one.
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From the images we can see that the case where no pads are used the
polarization at the low spot is elliptical anti-quad polarization. When the
pads are applied it is clear that at the location of low signal intensity the po-
larization goes to a more elliptical polarization and thus resulting in a higher
B+

1 amplitude at that location.

From this we can conclude that you can affect the polaration strongly
by applying the pads. When the pads are well chosen the polarization will
become more cirular, at the location of low signal intensity, and thus resulting
in higher effective B+

1 .



Chapter 6

In-Vivo results

After the successful simulations with the pads the goal is now to replicate
and validate these results In-Vivo. This was done with a Philips 3T scanner
at the Leiden University Medical Center.

6.1 Production of high permittivity pads

High permittivity pads were produced based on the approach described pre-
viously [18]. Briefly, barium titanate (BaTiO3) powder (Alfa Aesar GmbH)
was mixed with water until a saturated suspension was reached since the
aim was to produce as high a permittivity as possible. Approximately, a 4:1
weight/weight ratio of barium titanate powder to water was used. The di-
electric constant was measured using a dielectric probe kit (85070E, Agilent
Technologies, Santa Clara, CA) and a network analyzer, and had a value of
300. This is substantially higher than reported in a previous publication [17],
and emphasizes the fact that the permittivity that can be reached is critically
dependent upon the surface properties and size of the barium titanate powder
used. Two pads, each 1-cm thick, of the suspension were heat-sealed within
polypropylene pads, with dimensions 28 x 22 cm2 (left/right and head/foot
dimensions, respectively). The weight of these pads was approximately 2
kg, significantly less both in thickness and weight compared to a commercial
water-based pad (3 cm thick and 3.2 kg weight).

48
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6.2 MRI protocols

All experiments were approved by the Leiden University Medical Center
Committee for Medical Ethics, and performed on a dual-transmit 3 T Philips
Achieva. Nine volunteers (seven male, two female), with ages between 25 and
50, and body mass indices (BMI’s) between 18 and 38, were imaged. The
transmit coil was the inbuilt body resonator, and a six-element ”cardiac ar-
ray” was used for signal reception: this consisted of three elements anterior
and three elements posterior to the patient. All experiments were performed
first with the pads in place, the pads were then removed with as little subject
motion as possible, and rescanning without the pads was performed. Fig. 6.1
shows a schematic of the a photograph of the positioning of the thin pad on
the anterior side of the volunteer.

Figure 6.1: Positioning of the thin pad on the anterior side of the volunteer.

The transmit field of the body coil was mapped using the method of
Yarnykh [29] at 2.5 mm isotropic resolution with a target angle of 45◦ to
avoid ambiguity for any actual tip angle close to or greater than 90◦. Imaging
parameters: three-dimensional gradient echo sequence: echo time = 20 ms,
TR1 = 100 ms, TR2 = 250 ms, nominal flip angle 50, 64 x 64 data matrix,
transverse slice thickness 10 mm, 1 mm slice gap, field-of-view 250 x 450 x
120 mm3 with slight variations dependent upon subject size. Tip angle maps
were generated from the ratio of the signal intensities obtained with the two
different pulse repetition time values. Tip angle maps were then converted to
transmit sensitivity (B+

1 per square root of power) for direct comparison with
EM simulations. Coefficient of variation values were calculated as described
in the previous chapter. For assessment of image quality, T1-weighted turbo
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gradient echo sequences were run with the following parameters: echo time
= 2.3 ms, pulse repetition time = 10 ms, tip angle = 15◦, 252 x 149 data
matrix, slice thickness = 7 mm, 1 mm slice gap, field-of-view = 297 x 375
x 77, acquisition time = 13.5 s for six slices, linear phase encoding, scan
percentage 75 %, turbo echo factor 149, no flow compensation. Images were
acquired during breath-hold (exhalation). Four different settings were used to
investigate the separate effects of RF shimming and the dielectric pads. First,
RF shimming was turned off forcing the conventional quadrature relationship
between the two separate transmit channels. Second, RF shimming was
enabled, in which a rapid grid search is performed by the Philips system
with a free range of relative amplitudes and phase difference between the
two channels. RF shimming was performed separately for the cases with
and without the dielectric pads in place. Measurements of the time-averaged
power during the imaging sequence are recorded in the log file of the scanner.
These measurements are performed directly at the amplifier, and measure
both the forward and reflected powers, the difference between the two being
the power delivered to the system (losses in cables and connectors between
the RF amplifiers and the RF coil may be up to 15 %, but this percentage
does not vary significantly with absolute power).

6.3 Experimental results

Fig. 6.2 shows transverse slices acquired for five of the nine volunteers (for
clarity) for all four configurations of with/without RF shimming and with/without
high permittivity pads. Clear improvements in image homogeneity are evi-
dent with the addition of the pads.
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Figure 6.2: Comparison of T1-weighted turbo-spin echo images acquired from
five volunteers with BMI values between 18 and 24 for four different configu-
rations of quadrature/RF-shimmed drive and without/with dielectric pads.
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Fig. 6.3 demonstrated the B+
1 maps acquired without and with the dielec-

tric pads in place for the same volunteers and the same conditions as shown
in Fig. 6.2. From the figures it can be seen that there is good agreement with
the simulated results presented in Fig. 5.3.

Figure 6.3: Measured B+
1 maps from the same volunteers as in Fig. 6.2 for

the same four configurations.
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6.4 Statistical Analysis

Statistical analysis was performed using Graphpad Prism (La Jolla, CA).
Paired two-sided Students t-tests were performed for conditions of with/without
dielectric pads for data acquired with and without the dielectric pads. Fig. 6.4
shows a plot of the Cv for all nine volunteers for the four different imaging
conditions. For the quadrature drive, the Cv decreased in all cases, and of-
ten by a substantial amount (mean 25.4 ± 10%), with the addition of the
dielectric pads. In the RF shimmed case, a decrease (mean 16± 13%) in Cv

for all but one case was achieved using the pads. Statistical analysis showed
a significant decrease (P < 0.0001) in Cv between quadrature mode without
and with the dielectric pads, and also in the RF shimmed case without and
with the pads (P = 0.005).

Figure 6.4: Plot of coefficient of variation for all nine volunteers. Statistically
significant decreases are shown for both quadrature driven and RF-shimmed
cases when introducing the dielectric pads.

In terms of the RF power required for image acquisition, there were also
statistically significant reductions in both the peak power and time-averaged
power using the dielectric pads. As with most power optimization algorithms
on commercial systems, the average flip angle across the central transverse
slice is calibrated. In the case of an inhomogeneous B+

1 distribution, this
causes overtipping in areas of high transmit efficiency, and undertipping in
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areas of low efficiency. Fig. 6.5 shows the time-averaged power needed for
the T1-weighted turbo gradient echo sequence used to produce the images
in Fig. 6.2 these powers were read from the log file that was stored on the
scanner, with the powers being measured at the output of the RF amplifier
as described above. The power demands were in all but one case lower with
pads than without pads. Statistical analysis showed a significant decrease in
average power when the high permittivity pads were in place for both the
quadrature-driven mode (P = 0.01) and RF shimmed mode (P = 0.0004).

Figure 6.5: Plot of time averaged power measured for the images acquired in
Fig. 6.2 for all nine volunteers. Statistically significant decreases are shown
for both quadrature-driven and RF-shimmed cases when introducing the di-
electric pads.



Chapter 7

Discussion and conclusion

The intrinsic inhomogeneity introduced by imaging an elliptical object with
a quadrature RF coil is well known [23]. The recent commercial introduc-
tion of dual-transmit systems has shown substantial improvement in image
quality, but does not yet represent a complete solution to the problem. This
”solution” has also a big financial impact with prices of such a system ranging
around $1.000.000.

7.1 Discussion

The ability of high permittivity materials [30] to increase the homogeneity
of the transmit magnetic field has been shown primarily for neuroimaging
at high field either with water bags [31] or materials formed from metal ti-
tanates [17, 18, 32]. Recently, improvements for neuroimaging at 3 T have
also been reported using large water pads [33]. The lower the magnetic field,
the higher the permittivity must be to compensate for B1 inhomogeneities
since displacement currents are proportional to the operating frequency. In
the current work, we have demonstrated that statistically significant im-
provements in transmit efficiency (ratio between the power transmitted and
the resulting effective magnetic field in the body) for abdominal imaging at
3 T can be achieved using thin, high permittivity pads placed anterior and
posterior to the subject. The geometry which we studied, and where these
results where acquired with, is relatively simple, consisting only of two pads
of 1-cm thickness. It certainly can be anticipated that further improvements
may result from optimized geometries including more pads in a more com-
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plex geometry. Another refinement would be to optimize the coefficient of
variance over the entire three-dimensional imaging volume, rather than just
a central slice as in this work. Higher permittivity materials should bring
further increases in image quality, as well as reduction in the thickness of the
required pads, particularly in the case of patients with higher body mass in-
dex values than in healthy volunteers studied here. In this work no increases
in global SAR (assuming body loss dominance) were evident, and indeed a
reduction in local SAR was simulated for the quadrature-driven body coil.
This was experimentally demonstrated by measuring substantial reductions
in average power levels on the MR system both for the quadrature-driven
mode, and also the RF-shimmed mode.

7.2 Conclusion

The proposed solution in this work, for homogenizing the transmit field in
the body, allows to avoid the usage of expensive dual-transmit systems men-
tioned above while achieving similar results. When such a dual transmit
system is available the image quality will still benefit by using the pads in
combination with shimming.

The size of the rectangle pads was optimized and we can take as a rule
of thumb that the pad should be as wide (left-right direction) as the area
of low signal intensity. The length (head-feet direction) of the pad should
be as long as the area of interest in that direction. The effect of changing
the thickness of the pad is almost similar to changing the permittivity, e.g.
by doubling the pad thickness and halving the permittivity you will get a
similar B1 distribution.

The placement of the pad should be as close to the body as possible and
the center of the pad should be on top of the center of low signal intensity.

We have shown that the conductivity of the pad strongly influences the
homogeneity of the B1 field. In general we can conclude that the conductiv-
ity of the pads should be as low as possible.

From the permittivity optimization we can conclude that there are large
measured improvements in homogeneity by using the pads when operating
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the system in quadrature mode, which corresponds to the vast majority of
single channel 3 T systems currently available in the world. Results from
the statistical analyses showed that the coefficient went from 22% to 16%.
These results were in most cases not possible by only using RF shimming.

Even when operating in dual transmit mode with RF shimming on a
state-of-the-art multichannel system, the dielectric pads provided a statisti-
cally significant increase in image homogeneity.

It has been shown that the power necessary to make the T1 image de-
creases by applying the pads, in the quadrature and RF shimmed case, which
translates to a reduction in the total power absorbed by the body.

After this study we can say now that by applying the optimized dielectric
pads we can significantly increase the image quality of abdominal imaging at 3
T. These pads cost approximately one thousand dollars and can compete (and
in several cases outperform) a dual transmit system of one million dollars.
This study lays down the foundations of high permittivity material usage in
improving MRI image quality and will probably trigger a number of follow-
up research, which will greatly improve quality of MRI imaging in the future
without significantly increasing the costs.
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