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Abstract

With the ever-increasing demand for a more efficient production process, the thickness of silicon wafers for
the solar cell industry has shown a decreasing trend over the years. This makes the substrates more and more
fragile, with an increasing breakage rate as a result. The breakage is caused by mechanical contact during the
handling of the thin wafers. Research at the TU Delft has been done on contactless handling, using air bear-
ings and actuators. A suitable and integrated sensor in the air bearings would complete the package of actu-
ator and sensor. This would make it more attractive for manufacturers to switch to the contactless handling
principle. In Fig. 1, the principle of an integrated sensor in an air bearing transport system is schematically
drawn.
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Figure 1: Possible placement and integration of a sensor in an air bearing. Thickness of the air layer not in scale.

Such a sensor has to be distributed across the plane of the air bearing actuator, to track the motion of
objects flying above it. Previous work on such a distributed sensor has been done where for example pho-
todiodes, but also camera vision sensors were looked at. Regular camera vision sensors require a direct line
of sight onto the plane it needs to measure. A proposed method to distribute the vision of a camera sensor
was with the use of optical fibers placed in a grid in the measurement plane. This proved to be a promising
concept, but the vision of an optical fiber is very narrow, limiting the measurement reach of each optical fiber.

In the previously designed sensor concepts, only two possible outputs of the optical fiber were measured,
namely ’on’ and ’off’. Where ’on’ indicated that the object was above the optical fiber and ’off’ indicated that
the object was not above the optical fiber. This research focusses on increasing the vision, and thus the mea-
surement reach, of an individual optical fiber. It will be investigated if a transition between the ’on’ and ’off’
can be achieved.

A theoretical analysis is done on increasing the measurement reach of an optical fiber. The vision of an
optical fiber itself can be easily increased using an optical lens. It is however found that the vision of the opti-
cal fiber of a specific source of light is always limited to its own diameter. A light diffuser spreads out the light
coming from a light source across its surface, acting as an infinite amount of light sources. This avoids the
limitation that the vision of an optical fiber of a light source is limited to its own diameter.

The effects of a light diffuser on the vision of an optical fiber is experimentally tested. A test setup is
designed that can simulate the motion of a moving rectangular object that resembles a solar cell. The trans-
mission of the light source into the optical fiber is simulated and measured. The simulation is performed by
taking pictures with a camera of the created light spot through the diffuser by the light source. An optical
fiber can then be simulated by combining the intensity values of a few pixels, which combined are the same
size as the optical fiber. This way, an infinite amount of optical fibers and their optimal position with respect
to the light source can be simulated. The optimal position was found to be 9.2mm from the light source but
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Abstract ii

this is dependant on the size of the created light spot. The received transmission signal from the simulation
is compared with the received transmission of an actual optical fiber and showed similar behaviour. In Fig. 2,
the experimentally received transmission trends for three different angles of motion of the object can be seen.
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Figure 2: The experimental transmission into a receiving optical fiber for three angles of motion of the object. The drawn lines are the
averages of the eleven measurements done, where the one-sigma uncertainty for each point is indicated by the size of the marker.

From the figure it can be clearly seen that there are two main intensity levels, these are the ’on’ and ’off’
signals as found in previous research. The two intensity levels are however connected by a transition going
from low to high and from high to low intensity. This already shows that the measurement reach of the optical
fiber has been increased. It can also be seen that the transition between the two intensity levels is different
for each angle of motion, allowing to also measure the angle of motion of the object, besides only the position
of the object.

The transmission trends from Fig. 2 for the three angles of motion can be extrapolated to all 360 degrees
angles of motion. The result is the surface plot seen in Fig. 3. In this plot, a slice can be made at any angle of
motion resulting in the transmission trend line for that specific angle of motion.
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Figure 3: Surface plot of all the possible transmission trends received by the optical fiber. Every possible intensity level received by the
receiving optical fiber can be traced back to object edge position and angle of motion.
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To finalize and validate the concept of the distributed sensor, the experimentally received transmission of
the optical fiber is given as input into the inverse data-matrix that can be made out of the surface seen in Fig.
3. Any range of subsequent points of intensity received by the optical fiber is successfully calculated back to
object position and direction of motion, only making use of one set of light source and receiving optical fiber.
The measurement reach of a single optical fiber lies between 2.25mm and 7.2mm, depending on the angle
of motion of the object. The one-sigma uncertainty in determining the angle of motion is found to be on
average 4.8 degrees across all angles of motion of the object. The one-sigma uncertainty in position is found
to be anywhere between 0.06mm and 1.2mm, depending on the motion direction of the object.

In conclusion, the measurement reach of an optical fiber has been successfully increased resulting in
a measurable transition between the low and high intensity levels. The sensor concept has been validated
by feeding the observed intensity levels back as input and traced this back to object position and motion
direction. This thesis only looked at one set of light source and receiving optical fiber, a so called ’building
block’ of the full sensor system. The actual sensor would consist of many building blocks, which all would
have a positive impact on the total accuracy of the measurement system.
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1
Introduction

When thinking of optical fibers, people often limit themselves to the use of large cables across oceans for our
internet connection, as seen in Fig. 1.1a, and other data transfer such as fast internet to their house. Optical
fibers can however also be used as a strain, pressure and temperature sensor, for example along large sections
of a pipeline transporting oil and gas, like in Fig. 1.1b [18, 37]. A novel use of optical fibers as described in
this thesis is in a distributed sensor for edge detection, which can be integrated into a contactless handling
system. A possible application would be in an air bearing transport or positioning system for handling thin
substrates such as solar cell wafers and flat panel displays.

In this introductory chapter, the motivation for such a novel sensor is discussed. Other possible and
existing methods for planar object detection are investigated. A starting point for this research is given. This
chapter is concluded by stating the research objective and the focus of this thesis.

(a) Fiber optic cables across the oceans [43]

(b) Optical fiber on an oil pipeline [14]

Figure 1.1: Uses of fiber optics

1.1. Motivation
With the increasing energy consumption in the world and the ambition set by the United Nations to be
carbon-neutral in 2050, the demand for clean energy is rising. Solar energy using photovoltaic (PV) solar
cells is one of the ways to produce clean energy.

Silicon wafers used for the production of solar cells are thinner than wafers used for the production of
microchips, with solar cells having a thickness of around 180 µm. Thinner silicon wafers would reduce the
production cost due to the material requirements and would increase the efficiency of the solar cell. Accord-
ing to a recent study by Liu et al. [27] an optimum thickness of the silicon wafer would be 50µm. With current
optimized manufacturing methods, the breakage rate of 160 µm thick wafers is around 1.5 % [13]. With the
desired decrease in thickness, the breakage rate significantly increases, as seen in Fig. 1.2a, up to above 20
% with a thickness of 80 µm. This increased breakage rate is one of the reasons the wafer thickness used for
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solar cells has not decreased since 2009 [1]. In Fig. 1.2b, it can be seen that in each yearly report of the Inter-
national Technology Roadmap for Photovoltaic, the predicted future thickness of the wafers is increased due
to this problem not being resolved, even in the most recent report [2].

(a) Increase in breakage rate with decreasing wafer thickness [13] (b) Increase in the predicted wafer thickness of the years [1]

Figure 1.2

The problem of the high breakage rate of the silicon wafer is caused during the handling of the solar cells
[5, 49]. The handling of the wafers is mostly done by a pick and place machine and a conveyor belt. Both of
these methods of transportation have a chance of breaking the wafer and adding impurities to the wafer, re-
sulting in a possible malfunction of the printed devices [6]. Advances in decreasing the thickness of the wafer
are limited by the handling of the wafers. Manual reconstruction of broken solar panels is done to decrease
the loss rate as seen in Fig. 1.3.

Figure 1.3: Broken solar panel reconstruction [38]

A possible solution to reduce the breakage of the substrates is the use of an air bearing system that levitates
the to be transported object. Work has been done in the PhD research by Wesselingh [50] and Vuong [48] and
in the Master’s thesis projects by Voorrips [47], Vagher [46] and Snieder [40] on air bearings for the levitation
of substrates. Several prototypes have shown successfully that this is a feasible solution for the transportation
of thin silicon wafers.

1.2. Integrated sensor
Just an air bearing is however not the solution. A suitable sensor is needed to transform an air bearing system
into an air transport system, for example for the transportation and placement of solar cell silicon wafers. It is
desired to have a continuous sensor system that can track wafers coming from an operating station to the next
operating station in the assembly steps of the solar cell. There are several options where the sensor can be
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placed to view the wafer, namely to the side of the wafer, to the top of the wafer and to the bottom of the wafer.

In Fig. 1.4 a schematic representation of an air bearing can be seen. The blue object is floating on a thin
layer of air that comes out of the air actuator indicated by the dashed grey blocks. A sensor system from the
sides of the transportation system is not feasible due to the thinness of the wafer and especially the solar cell.
With a thickness of around 100 to 200 µm a small offset of the air bearing could lead to the wafer not being
detected.

Air flow

Object

Possible location 
 for sensors

Figure 1.4: Possible placement and integration of a sensor system in an air bearing. Thickness of the air layer not in scale.

A camera system tracking the wafer position from the top of the transportation system could be possible.
Cameras with image recognition can be used to track the wafer position and orientation. Free space above
the wafer would be needed for a clear vision of the cameras. This limits the application of production facili-
ties on the top surface of the wafer. Moving robot arms or any other type of obstruction could interfere with
the image recognition, resulting in a wrongly detected wafer. Another drawback of topside image recognition
using cameras is the speed at which the image recognition script can be processed. In the master thesis of
Vagher [46] the achieved bandwidth was 60 Hz.

This leaves a sensor from the bottom as a promising solution worth investigating. In Fig. 1.4, possible
sensors are placed inside the schematic representation of the air bearing. If a sensor could be integrated into
the air bearing actuation system, a contactless handler is achieved, instead of a contactless actuator requiring
a separate sensor system. In the master thesis of Voorrips [47], Linear Sensor Arrays were used to sense the
position and height of the wafer. This project was continued by three groups of bachelor students using
optical fibers to transport the signal to a sensor where multiple fibers were read out in a grid [8, 16, 23]. The
prototype of the third bachelor group can be seen in Fig. 1.5. The concept of optical fiber bundles on a CMOS
or CCD sensor proved to be promising.

1.3. Review on bottom side sensors
This section explains the possible types of sensors that can be used from the bottom side of the system to
keep track of the wafer position. A limiting factor is that the working distance of the sensor location to the to
be sensed object is very small, in the same order as the levitation height of the air jets of approximately 10µm.
A lot of possible principles can be used, like capacitive sensors, ultrasonic distance sensors, pressure sensors
and various optical sensors. The current design choice is the use of an optical vision sensor looking through
optical fibers. In the following subsections, some possible sensor solutions are analysed. More solutions are
possible however, the use of a vision sensor in combination with optical fibers that distribute the vision has
not been done before and the focus will be on this choice.

1.3.1. Ultrasonic sensors
Ultrasonic sensors can be used to detect an upcoming object. The working principle would be similar to
that of in cars, namely that a sound transmission is sent which bounces off an object back into the reception
sensor. The time of flight can be determined to calculate the distance of the object [19, 33, 39]. It is thus
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Figure 1.5: The prototype of the third bachelor group [8]

possible to sense the fly height of the silicon wafer. The downside is the low resolution in x-y plane, an object
distance is received which can be in any direction. A proposed method by Shin et al. [39] improves the
efficiency of the ultrasonic sensors by using modulation of the sound pulses. This principle of modulating a
source could be used for other types of sensors, for instance in optical sensors.

1.3.2. Optical sensors
There is a large variety of optical sensors, not all are useful for the intended application. Position sensing
detectors (PSD) for example are used to detect the position of a light spot on the sensor [36]. This would thus
require a laser beam to get an accurate reading, while for example, a photodiode would not. Photodiodes,
like the previous explained ultrasonic, would require a large number of sensors to cover a certain area. An
Optical vision sensor is an alternative that would require fewer sensors to cover the same area. The discussed
optical sensors all require a light source for their function. The light source will be discussed first followed by
the optical sensors themselves.

Light source
The light source can be either from the topside or the bottom side of the solar cell. A bottom side light source
would make use of the reflectivity of the wafer surface to reflect light back into a receiving sensor. When the
source is from the topside, the sensor would be "on" (light fall into the sensor) and "off" when the light is
blocked by the solar cell. With a bottom side source, the receiving sensor is always "off" and goes "on" when
the light is reflected by the solar cell into the sensor. For choosing where the light source needs to be placed,
the same argument can be used from section 1.2 for the position of the sensor, namely that the top side above
the wafer would be preferred to be free. Moving objects like robot arms for the production process would
cause a shadow if the light source is on the top side of the wafer. This could lead to a wrongly detected wafer.
A bottom side light source would not suffer from this problem.

An option for a bottom side light source could be an array of small LEDs directly into the object plane,
lighting only small sections. A variation of this would be to couple light coming out of the LEDs into the opti-
cal fiber and place the other end of the optical fiber in the measurement plane. Another option could be only
a small amount of LEDs placed further away from the object plane covering larger sections per LED.

Photodiodes
An option that was investigated in a previous master project by Voorrips [47] was the use of photodiodes.
Photodiodes generate an electric current based on the incoming light. This does mean that there needs to be
a light source that produces light. Berlin et al. [3] designed a paper mover using air jets, with photodiodes as
the sensor to locate the paper edges. In Fig. 1.6 such a module can be seen, where the black lines are Selfoc
lens arrays with photodiode sensors beneath them.
The price of a photodiode can vary from a few cents to a euro per piece, depending on the quality and size,
making them not too expensive. Printed circuit boards, like an Arduino, are used to connect the photodiodes.
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Figure 1.6: An actuation module with integrated sensor system using photodiodes [3]

CCD/CMOS Vision Sensor
Optical vision sensors, or cameras, can be used in combination with image recognition to track the position

of an object. A big advantage of using a single camera sensor instead of large arrays of photodiodes is that
only one sensor can be used to cover a large area. This eliminates the need for complex and complicated
connector schemes for a large number of sensors.

A camera could be used to look directly at the measurement plane to track the position of the solar cell.
Holz and Baudisch [15] made a touchscreen that can recognise the fingerprints of the persons touching the
screen. It makes use of a fiber optic plate, a plate made out of millions of small optical fibers. The ridges of a
finger will appear as dark due to the light being blocked, while at no ridge the light gets reflected back through
the fiber and thus creates a bright spot. In Fig. 1.7, the setup can be seen. An interesting point is that the light
source is at the side, but gets reflected by a mirror onto the measurement plane. The high-resolution camera
senses the fingerprint and by the use of image processing, the fingerprint is compared to known fingerprints.

Figure 1.7: Fiberio setup of the touchscreen with fingerprint recognition [15]

A downside of looking with the camera directly at the measurement plane is that the vision of the camera is
limited by the distance from the camera to the measurement plane. A larger view can be achieved with the
use of a wide-angle lens, or by moving the camera further away from the measurement plane.

Displaced and distributed vision sensor
A newly looked at method is a displaced and distributed vision sensor, as done previously at the TU Delft
[8, 23]. With displaced it is meant that the camera does not look directly at the to be measured object, but
the vision is displaced via the use of optical fibers, requiring less room inside the actuator plane. Placing the
optical fibers in a grid, in the air actuator, a distributed vision is obtained, with a minimum footprint on the
air actuator. Optical fibers are chosen to displace and distribute the vision of the camera as the fibers offer
the most freedom in distributing the vision of the camera sensor over for example a mirror.
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A start in the development of this principle has been done by three groups of bachelor students. The ex-
perimental setup of the last bachelor group was already shown in Fig. 1.5. The working principle of the system
is schematically shown in Fig. 1.8. The blue object is moving from right to left and covers the LED light source
and optical fibers along its way. If the object is not above the optical fibers, no red light from the LEDs gets
reflected into them and the other end of the fiber remains neutral. With the object above the optical fibers,
the red light from the LEDs gets reflected by the object into the optical fibers, resulting in an output of red
light. In Fig. 1.8a, a square section can be seen containing eight optical fibers. The four on the left are not cov-
ered by the object and the four on the right are. The output of the optical fibers is schematically shown in Fig.
1.8b, where the four fibers on the left are not covered and the four fibers on the right are and give a red output.

= LED = Optical fiber = Object motion

(a) Schematic of an object moving from right to left. The object reflect the light from the LEDs into the optical fibers.

= Object not above optical fiber

= Object above optical fiber

(b) Output of the optical fibers
within the transparent square
from (a). It can be seen that 4
of the eight optical fibers are
covered by the object.

Figure 1.8: Working principle of the setup of third bachelor group.

The free ends of the optical fibers were bundled together, with a camera collecting all the outputs. This
allowed a single camera to cover a large area while minimizing the footprint of the sensor on the air bearing
system.

1.3.3. Conclusion sensor type
In this section, possible sensor types that could be used as bottom side sensors were discussed. Ultrasonic
sensors have a low resolution in the position sensing, making them less suitable. Photodiodes work on incom-
ing light. A bottom side light source is required, along with the photodiodes. Electronic boards are needed
for the photodiodes, which can be very complicated when a large amount of sensors is used.

A solution to this is using one sensor to cover a large area. A camera vision sensor could cover a large area
with only one sensor. The view of the camera sensor is still limited by the direct line of sight and the distance
to the measurement plane. With its line of sight distributed by optical fibers placed in the air actuator, one
sensor could cover a larger area, not limited by the line of sight of the camera. Low-resolution pixelated infor-
mation is then seen by the camera. Light has to come from the bottom side, either by LEDs, or optical fibers
if the actuator layer is not transparent. Reflection of the light on the wafer surface into the optical fibers gives
a certain intensity seen by the camera.

The concept of using a set of optical fibers as a discrete sensor system, like the prototype demonstrator
of the third bachelor group is deemed interesting enough to investigate this more thoroughly. The bachelor
group only measured two intensity levels, namely high and low intensity. A lot more information on the object
position could be gathered from one optical fiber if more intensity levels could be found. In Fig. 1.9, this is
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schematically shown. The different intensities red would give an indication of how far the edge of the object
would be from that specific optical fiber.

= Object not above optical fiber

= Object above optical fiber

= Edge of object near optical fiber

Figure 1.9: An example of how figure 1.8b could be improved, where the shaded colours of red would indicate how far the object is from
that specific optical fiber.

1.4. Research Objective
In this thesis, a design concept for a new type of planar sensor will be made. With a working concept shown
in Fig. 1.5 as the starting point, steps are made to optimize the view of a single optical fiber. The numerical
aperture of an optical fiber is limited, with an increased measurement reach of a singular optical fiber, fewer
fibers per area are needed to detect an object. Thus, an optimized view of a single optical fiber is desired to
minimize the footprint of the sensor when it is implemented in, for instance, an air bearing transport system.
To be suitable for use in an air bearing transport system, the surface does need to be flat and smooth.

A motion system simulating the movement of an object over an optical fiber will be needed. Image recog-
nition software needs to translate intensity differences, caused by the overhead movement seen by the optical
fiber, back to the position of the object. The design concept must be compact and portable, suitable for ex-
periments at home. A complete sensor system will not be the objective; instead, one building block of a light
source and a measurement fiber that can be expanded to a complete system will be the goal. Furthermore, a
dark environment sealed from ambient light is highly desired to avoid the need for filtering out the ambient
light.

The research objective is thus stated as follows:

"Design and experimental validation of a design base concept for an edge detection sensing surface with the
use of optical fibers."

1.5. Thesis Outline
In this Chapter, the motivation for the research objective was given. In Chapter 2 the working principle of
optical fibers is investigated. Possible suggestions on how the vision of the optical fibers can be improved are
given. The next step is a theoretical analysis of the points that could improve the vision of the optical fibers.
This is done in Chapter 3. In Chapter 4, the design and results of a first experimental model are given that
investigates the use of diffusers as vision expander for optical fibers. A second experimental model is designed
in Chapter 5 that also looks at the light transmission from a light source into an optical fiber by a reflective
object. Several steps of image analysis are required on the obtained images of the second experimental model
and are done in Chapter 6. In Chapter 7, data analysis is done to track the different received intensities back to
a position and a movement direction of the object. The conclusion of this thesis is given Chapter 8, followed
by the recommendations for further research in Chapter 9. In Appendix A, the most important MATLAB codes
developed in this thesis can be found.



2
System Overview and Literature Research

This chapter discusses the points of interest on the prototype demonstrator from the third bachelor group
as well the knowledge needed to improve upon them or to make it suitable to form a sensor system. This
chapter will start with an overview of the working principle of optical fibers, followed by the fiber choice for
use in this thesis. One of the aims of this thesis is to increase the view of the optical fibers, thus increasing
their detection range. Two methods to achieve this, namely with the use of lenses and with light diffusers, are
discussed based on examples found in the literature. The chapter ends with ways to optimize the readout of
a bundle of optical fibers by a vision camera.

2.1. Background on Optical fibers
A key component in the design of the planar sensor system will be the optical fibers. They will transport and
distribute the vision of a camera to and across the measurement surface.

Optical fibers are wires consisting of a core with a refractive index of n1 and an outer cladding with a
different refractive index of n2. The refractive index is the ratio between the speed of light in a vacuum and
in another medium. It determines how a beam of light is bent when it encounters a different medium. The
transmittance of light through a fiber can occur due to the differences in the index of refraction of the two
materials, which causes total internal reflection of light rays. Snell’s law, as in equation 2.1 and visualized in
Fig. 2.1, describes the relation between the angle of incidence and the angle of refraction. In this equation,
n1 and n2 are the indexes of refraction of the first and second medium and θ1 is the angle of incidence and θ2

the outgoing angle of refraction.

n1 sin(θ1) = n2 sin(θ2) (2.1)

Light travelling in the optical fiber is trapped when the angle of incidence of a light ray on the wall of the
fiber core is equal to or greater than the critical angle θc , as shown in Fig. 2.2. The critical angle is defined
when in equation 2.1, θ2 = 90◦. The following equation 2.2 is received:

θc = arcsin(
n2

n1
) (2.2)

The cone of acceptance of the optical fiber, for which rays entering the fiber within the cone will be trans-
mitted through the optical fiber can be found by using Snell’s law again on the air-fiber interface, with the
angle of refraction being 90◦−θc . This gives the Numerical Aperture (NA) of the fiber.

N A = sin(α) =
√

n2
1 −n2

2 (2.3)

2.1.1. Fiber types
Although the principle of fiber optics is the same, multiple types of optical fibers exist. The main differences
are the material of the fiber and the mode type of the light going through the fiber.
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Figure 2.1: Schematic of Snell’s law. The incoming ray has a certain angle and is bend at the interface between the two mediums,
depending on Snell’s law.

Figure 2.2: Working principle of an optical fiber [29]

The core material can be either from glass or plastic (polymers). Glass Optical Fibers (GOF) have lower
losses than Plastic Optical Fibers (POF) due to higher material purity and lower power absorption. Glass fibers
are however more expensive than POF and are much more difficult to handle than POF since GOF cannot be
cut to size on the spot while POF can be cut on the spot. Additionally, POF are flexible while GOF break very
easily and thus have to be protected against bending.

Glass Optical fibers can come in either multimode or single-mode form, whereas Plastic Optical fibers are
always multimode due to their larger core size. Single-mode fibers can only transmit one mode type, namely
the axial mode, while multimode fibers can transmit multiple modes due to their larger core size. In Fig. 2.3
the different modes are schematically shown. Modal dispersion limits the maximum propagation length of
the multimode fiber due to the losses it causes of around 1 dB/km [22]. Modal dispersion is the difference in
propagation time that signals get because the path that goes straight down the middle is shorter than the path
that gets continuously reflected during its propagation along the fiber. This phenomenon can also be seen in
Fig. 2.3. A new type of fiber has been recently developed, namely Graded-Index optical fibers. These differ
from the step-index optical fibers as described above in that their index of refraction of the core is varying
along its radius. This causes the propagation speed of light to increase along the radius of the optical fiber, so
there is minimal to none modal dispersion, significantly decreasing the losses [22].

The type of fiber needed depends on the intended use and the distance the signal needs to travel. For high
bandwidth, large distance transmission, for instance across oceans, single-mode fiber cables are used be-
cause of their very low signal loss of around 0.2 dB/km [32]. For shorter distances and even higher bandwidth,
multimode glass fibers are chosen. Plastic optical fibers are for instance used when the travelled distance is
small since their signal loss is around two orders of magnitude higher than multimode GOF [20, 31, 45]. An
example of the use of POFs is for instance in vehicle applications and fast home and industrial networks.
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Axial-mode (Shortest path)

High-order mode (Longest path)

Lower-order mode (Shorter path)

Unaccepted mode
Modal dispersion

Figure 2.3: Schematic drawing of the different mode types that an optical fiber can transmit along its axis. Modal dispersion is indicated
by the black arrows.

The main advantage of plastic optical fibers is their ease of use. As said, a POF can be cut on the spot and
allows some bending of the wire. Next to this, due to its larger core size and high numerical aperture, low-cost
LEDs can be used as the light source instead of higher-cost lasers and expensive laser to fiber couplers.

2.1.2. Fiber choice
For this intended application, the optical fibers are not used for data transmission, but instead just used to
transport the light from one end of the optical fiber to the other end. The fibers will need to allow bending, as
well as be able to cut the fiber on the spot without specialized tools and to be suitable for use with LEDs. This
excludes glass optical fibers as both their bending and cutting is very restricted. The length of the fibers will
be within the centimetre range, the higher loss rate of the plastic optical fibers is thus not an issue. A higher
numerical aperture fiber would be desired, since this would allow for easier coupling from LED to fiber, and
increases the range of which an object can be detected.

2.2. Microlenses
This section explains the possible lenses that can be used on the ends of the fiber. There are of course two
ends of the fiber: namely one end mounted in the measurement plane, where the to be detected object is
moving and the other end pointed at the camera. In order to get the most amount of information out of a
single fiber, it might be desirable to have a large field of view on the end mounted in the measurement plane,
so the substrate can be seen from a larger distance away compared to when no lens is used. The lenses are
thus used to increase the numerical aperture of the fibers.

2.2.1. Microlens Array
The microlens arrays are mostly very compact, with little unused space between the microlenses. This is be-
cause most of the applications for such arrays, as sold by for example Thorlabs [44], is for concentrating more
light into photodiodes in CCD sensors.

For the intended application in the air-bearing system, a microlens array could be an interesting option.
Several other applications for microlens arrays in combination with optical fibers have been found in liter-
ature [4, 10–12]. Fukushima [10] uses a combination of a microlens array with a GRIN-rod lens as a fiber
multiplexer to focus the output of several fibers into a single fiber. In the articles of Hahn and Brown et al.
[4, 11, 12], a free-space optical communication technique is described. A microlens array is used to focus
light into a fiber bundle, where each microlens focusses to seven fibers in a bundle.

All of the found microlens arrays have the lenses close to each other, an example is seen in Fig. 2.4 from
SQS Vláknová optika [41]. The optical fibers might want to be spaced further apart in some areas of the
transportation system, depending on the needed resolution. Existing arrays have not been found for that
type of application.

2.2.2. Individual lenses
The most common use of a dedicated lens for a single fiber is fiber collimators. These are mounting pieces
for optical fibers, consisting of single or multiple lenses in a lens holder. Fiber collimators are used to couple
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Figure 2.4: Microlens array [41]

laser light into a fiber or to focus the light coming out of the fiber into another fiber or camera sensor. Fiber
collimators are relatively large and very expensive to use in large numbers, with a price between 150 to 250
euros per piece. This would make them not suitable to be used in a large array with optical fibers.

Other types of fiber couplers exist, that instead of collimating the light beam just focusses more light
into the fiber. Lens assemblies as used in collimators and endoscopes are not suitable for large scale use
due to their complexity and cost. A simple single interface lens would be cost-efficient, an example would
be a curved surface just before the optical fiber. The microlens arrays as described in the section above are
designed this way. A curved surface for a wider light input can be created for each fiber separately, by for
instance heating and melting the tip of the optical fiber itself. Reshaping the tip of the plastic optical fiber
is possible when slightly heated, as the material of which the fiber is made, PMMA, is thermoplastic. This
means that the material softens when heated and becomes moldable.

2.3. Light Diffuser
Where lenses are used to direct the light into a specific beam pattern, diffusers spread the light in any direc-
tion. Diffusers are often used in the lighting industry in LED panels to smooth out each individual light dot
of the LEDs, as seen in Fig. 2.5. This could be implemented in the sensor system by placing a diffusing layer
over the optical fibers placed in the measurement plane. It could possibly increase the vision of the optical
fibers, with a downside of receiving a blurred image. There are two main types of diffusers to be distinguished,
namely surface diffusers and volumetric diffusers.

Figure 2.5: Diffusion of LED light [7]

2.3.1. Surface diffuser
Surface diffusers scatter the light based on their surface textures. The usually very small microtextures cause
light to refract along a different angle at the interfaces, just like with lenses. The difference with lenses is that
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a lens is designed and works from a specific point along its optical axis, while a surface filled with microstruc-
tures does not have a specific optical axis and works when the beam of light covers multiple structures. An
example of a possible surface type diffuser can be seen in Fig. 2.6a.

The microstructures can vary from simple scratches made into glass or plastic to complicated and spe-
cialized surface textures. Diffusing effects of glass grounded by abrasive particles of different sizes has been
investigated by Middleton [28]. He reported that the scratches made into the glass did cause the light to be dif-
fused slightly, where finer grinds are less effective than coarser grinds, although it is far from a perfect diffuser.

A greater diffusion can be accomplished with imprinted microstructures onto the surface of for instance
PMMA sheets. Lin et al. [25] imprinted micropyramids with a base width of 30µm with various angles of the
sides of the pyramids onto PMMA sheets. Their research showed that the micropyramids diffuse the light
to various widths depending on the angles of the pyramids. Different types of microstructures give different
types of scattering in different directions, as done in [26] by Liu and Huang. An obvious downside for the
use of surface type diffusers in an air bearing application is that their surface is not flat. The surface textures
could cause leakage of pressurised air, this is something to consider in the design of the sensor system.

2.3.2. Volumetric diffusers
Volumetric diffusers, or also called particle diffusing type diffusers, relies on transparent particles or fillers in-
side the plastic mixture of the diffuser sheet to scatter light. Unlike the surface diffusers, where the scattering
effect is caused at the surfaces, volumetric diffusers scatter the light inside its volume.

When light enters the diffuser, it will encounter several particles which have a different index of refraction
than the base material. This will change the direction and sometimes split the incoming light ray. In Fig.
2.6b it can be seen that four rays enter the light diffuser film, which contains hollow nanoparticles, and the
outgoing light gets distributed across the width of the diffuser with various angles.

A combination of surface and volumetric diffusers also exist. Where surface diffusers have a higher light
transmission, volume diffusers have an enhanced haze. Both Park and Khang [30] and Huang et al. [17] report
that combining both types of diffusers gives the advantages of both types.

(a) A double sided surface diffuser [26]
(b) Volumetric diffuser with hollow nanoparticles [42]

Figure 2.6: Two types of diffusers: surface (a) and volumetric/particle (b) diffusers.

2.4. Fiber bundle readout
Two possible solutions to increase the view for one end of the fiber, looking at the object side, has been given,
namely lenses and diffusers. For the other end of the fiber it is important that the camera can get a good view
of the ends of the fibers. The camera sensor will capture an image that contains the intensity values of each
fiber. A clear picture of the fiber bundle is needed to differentiate the intensities of each individual fiber.

2.4.1. Coupling to sensor
The readout of a fiber bundle can be done efficiently with a CCD or CMOS sensor. There does need to be a
good connection between the sensor and the ends of the fiber bundle. It is desired to have enough spacing
available to arrange the fiber bundle in a matrix for the readout. However, a larger size of the matrix will re-
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quire the camera sensor to be larger, or a lens has to be used to place the camera further away, with sufficient
resolution.

A disadvantage of the use of a lens is that the camera needs to be at a distance away from its objective,
increasing the size of the system. An alternative to a lens is a fiber optic taper as in Fig. 2.7. The fiber optic
taper can be directly glued to a CCD or CMOS sensor and the ends of the fiber bundle to the taper. This leaves
more space for the fiber bundles to be organized in a matrix.

Figure 2.7: A fiber optic taper connected to a CCD sensor[21].

The tapers can vary in size and magnification, depending on the manufacturer a size up to 150 mm in
diameter with magnification is possible. Prices vary greatly, from €1000,- for a small taper (Edmund Optics)
to US$900,- for a larger taper (Alibaba). Due to the cost and complexity of coupling the taper directly to the
camera sensor, a regular camera with a lens is used.

2.4.2. Camera sensor
Various types of camera sensors are available that would be suitable for the readout of the bundle of optical
fibers. To directly read out and process the camera images, a USB connection from the camera to the com-
puter is required. This gives the advantage that the camera settings can be controller from the computer,
given consistent images. Consumer DSLR cameras provide high-quality images however, they are large in
size, costly and require special software to function as a direct USB camera.

USB camera’s for various applications exist. From webcams for video call purposes to camera surveillance
webcams and high quality, high speed and high priced scientific cameras.

For a complete design of a planar object detection sensor as proposed, a high frame rate camera would be
needed to reach high bandwidths. This thesis only focusses on the optimization of the view of a single fiber
and the experimental validation of the concept of planar object detection through the use of optical fibers.
Specialized cameras will not be needed, it will however be important that the camera can be controlled and
set from a computer to give consistent images. The previous bachelor group bought a webcam from ELP that
is capable of capturing video’s in 60 frames per seconds in 720p HD and 30 frames per seconds in 1080p full
HD. This webcam will be used in this thesis as well.

2.4.3. Image processing
The received images by the camera will need to be processed in order to translate intensity differences of the
fiber ends to object position. The image received by the camera would be similar to that as seen in Fig. 2.8
by the third bachelor group. The first processing steps are to eliminate the background noise and to translate
the image into greyscale.

Depending on how differentiating the received greyscales are, different methods can be used. A process-
ing step to a binary image can be done if the received greyscales are not differentiating enough from each
other. This is done in the earlier discussed system by Holz and Baudisch [15] to recognize fingerprints in
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Figure 2.8: Image received by the third bachelor group [8]

section 1.3.2. This will give a clear on/off signal with an "on" if the object if covering a receiving fiber. The
position of the object can then be determined by coupling the active fibers to their known position in the
measurement plane.

If the greyscales differ sufficiently from each other, the greyscale of each fiber can be used to get extra
information on object position. The brighter the spot of a fiber end is, the closer the object edge is to that
receiving fiber. A fully covered fiber on the measurement plane will give the brightest spot, while a totally
uncovered fiber will give the darkest spot. An experiment is required to couple the intensity to the distance
between the object edge and the receiving fiber. When this is known, image recognition can be done on the
entire grid of the fibers with the greyscale of each fiber as extra information on object position.

2.5. Conclusion
In this chapter the working principle of optical fibers is explained. The related physics regarding light trans-
mission through a fiber is discussed. The type of fiber used in this thesis is given, namely plastic optical fibers
due to their ease of handling. Optical fibers have however a limited view and microlenses and diffusers have
the possibility to enhance that view. A more in-depth analysis of these two methods is needed. This covered
one end of the optical fibers. The other ends of the optical fibers will be read out by a camera with a direct
connection to a computer. The last step needed to complete the synthesis of the new sensor system is to do
image processing on the received pictures.



3
Theoretical analysis

In this chapter, the modelling of a light source and an optical fiber receiving the light from the light source
is done. Parameters that have an effect on the field of view of an optical fiber will be investigated. With an
increased view, a larger area can be scanned with a single fiber, decreasing the number of fibers needed for
a specific area. First, it is explained which type of optical domain is best suited for modelling this problem.
Then, the effects of fiber placement and lenses are modelled, first in an analytic approximation, then com-
pared with the results of simulations done in COMSOL Multiphysics. After that, the alternative to lenses is
discussed, namely diffusers.

3.1. Field of study
For modelling the propagation of light, different methods can be used, namely geometrical ray optics, wave
optics and quantum optics. These different methods vary in complexity with ray optics being the most sim-
plified and quantum optics the most complex.

Geometrical optics describes the light as rays coming from a light source travelling in straight lines. The
rays change direction at interfaces between two different media, according to the laws of refraction and re-
flection. The main equation is Snell’s law (eq. 2.1), as explained in section 2.1 and visualized in Fig. 2.1.
Geometrical optics cannot describe diffraction or interference of light waves. In general, geometrical optics
holds if the smallest feature size of the to be modelled object is much larger than the wavelength of the light.

In wave optics, the light propagates as a wave. The propagation is described by Maxwell’s equations of
electromagnetic waves. The electric and magnetic fields are varying. Wave optics can describe the phe-
nomenons of diffraction and interference, which geometrical optics can not. These effects need to be taken
into account when the smallest feature size of the to be modelled object is in the same order as the wavelength
of the light.

Quantum optics also describes the propagation of light as a wave; however, that it consists of small parti-
cles, namely photons. Lasers are an application of the field of quantum optics.

The smallest feature size in this study is far greater than the wavelength of the light of around 600nm.
The effects of diffraction and interference will be assumed to be of negligible impact and not worth the extra
computational time, thus this study will be in the geometrical optics domain.

3.2. Analytical model without lenses or diffuser
Various models will be analysed, in this section without lenses to see how much light is transmitted from a
light source to a receiving fiber, placed at various distances from each other and from the measurement plane.
For the light source, a duplicate fiber is modelled with equal specifications as the receiving fiber in which light
is travelling that is within the accepted modes of the optical fiber. The duplicate fiber is used as a source of
light in the measurement plane instead of a LED placed there because it will visualize the cone of acceptance
of both optical fibers. The fiber guiding light to the measurement plane will be called the transmitting fiber.
The created spot of light coming out of the transmitting fiber will be the same size as what the receiving fiber

15



3.2. Analytical model without lenses or diffuser 16

can maximally receive.

In Fig. 3.1, the first model can be seen. It is a 2D model consisting of two optical fibers, a PMMA plate in
which the fibers are pushed into, an object which acts as a mirror, reflecting the light into the receiving fiber
and an air gap between the object and the PMMA plate. The air gap represents the 10µm layer of pressurised
air of an air bearing. The object represents a reflective object, similarly to thin wafers, solar cells and other
thin flat objects. The starting point of the light rays is a light source at the transmitting fiber. A standard type
of plastic optical fiber is chosen with a diameter of 1mm. The specifications of the fibers can be seen in Table
3.1. The distance between the fibers and the measurement plane is h, the distance between the fibers is t and
the indexes of refraction of the PMMA plate and the surrounding air are nmater i al and nai r respectively.

Measurement plane

Transmitting fiber

Light source

Receiving fiber

Air gap

Floating object 

h
t

nmaterial

nair

Figure 3.1: A visualization of the two-dimensional analytical model. In red, a possible light ray is drawn that is transmitted through the
transmitting fiber, reflected by the floating object and received by the receiving fiber. The air gap is enlarged for visibility.

Core Cladding
Material PMMA Fluoropolymer
Diameter [mm] 0.98 0.01
Index of refraction 1.492 1.405

Table 3.1: Plastic optical fiber specifications [24]

3.2.1. Light spot size
The size of the light spot the transmitting fiber can create is dependant on the distance between the end
of the fiber and the measurement plane h, the refractive index of the material after leaving the optical fiber
nmater i al and the shape of the material interfaces (lenses). A bigger spot size of the light coming out of the
transmitting fiber would mean that a single optical fiber could cover a larger area to measure. This section
will focus on the influence on the distance and the refractive indexes, lenses will be covered in the next sec-
tion. The light spot is a two-dimensional circle on a surface. In this analytical model, the size of the light spot
is calculated and shown by its diameter.

Influence of distance
The influence of the distance between the fiber end and the measurement plane can be easily calculated
using the tangent function. The light coming out of the fiber will have a maximum angle, αmax , depending
on the index of refraction of the material. The diameter of the light spot can then be calculated as follows:

Spot size = 2h · tan(αmax )+Diameter Fiber (3.1)
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In equation 3.1, αmax , is dependant on the refractive index of the medium at the fiber exit. If that medium
is PMMA, which is currently used in developed air bearings, then there is no material discontinuity since the
core of the optical fiber is of the same material and thus there is no change of angle. The maximum angle
follows from the numerical aperture of the optical fiber, as in equation 2.3, with the specifications from Table
3.1. In this situation, αmax = 30◦ with respect to the vertical, the same angle as the maximum propagation
angle in the optical fiber. This gives a diameter of the light spot of 2.15mm if the distance between the fiber
end and the measurement plane is h = 1mm. The greater this distance, the larger the size of the light spot;
however, the light intensity will also be more spread out. In Fig. 3.2, the diameter of the light spot (yellow) can
be seen for this situation. The light coming out of the transmitting fiber will all fall between the two maximal
rays, seen in red.

Measurement plane

Transmitting fiber

Light source

Receiving fiber

Air gap

Floating object 

h 

t 

nmaterial

nair

Spot size

Figure 3.2: The analytical model with the diameter of the light spot (yellow) visualized. The red arrows coming out of the transmitting
fiber indicate the maximum angles it can transmit.

Influence of refractive index
A medium with a lower refractive index compared to the refractive index of the PMMA of the fiber core would
have a diverging impact on the rays. This would increase the size of the light spot at the measurement plane.
Air (or vacuum) has the lowest refractive index of nai r = 1 and any material with a higher refractive index
than PMMA would make the light spot smaller. Snell’s law from equation 2.1 can be used to calculate the
maximum output of the transmitting fiber in other media. Substituting equation 2.1 into equation 3.1, with
media 1 being the optical fiber core:

Spot size = 2h · tan(sin−1(
n1

n2
sin(αmax )))+Diameter Fiber (3.2)

The equation indicates that the lower the index of refraction of the other media, the larger the spot size will be.
Purely air as the other media is not possible since the optical fibers will need to be placed in the air bearings.
Setting the other media to air will give an indication of the maximum spot size achievable with the same
distance h = 1mm. The angle of the light coming out of the fiber will then be 48◦, resulting in a diameter of
the light spot of 3.2mm.

3.2.2. Transmittance
The amount of light that can be received by the receiving fiber is dependant on the overlap of the spot of both
fibers and the angle of the rays in the overlapping area. The overlapping area can be approximated as follows,
assuming the fiber is placed in a PMMA plate:

Overlap = 2h · tan(αmax )−2t (3.3)
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This approximation makes the assumption that the light spot is a line on a surface. It is however a circle on a
surface and the overlapping area would be in the shape of an ellipse. Equation 3.3 thus calculates the semi-
minor axis of the ellipse. The actual overlapping area would be less than what is calculated.

Light rays in the overlapping area must have an angle so that it travels to the receiving fiber. The further
away from the receiving fiber, the higher the angle of a light ray has to be, to be captured by the receiving
fiber. In the case that both fibers are half a millimetre from each other, t = 0.5mm and the distance h = 1mm,
the overlap percentage of the light spot of the transmitting fiber would be 7.2%, namely 0.15mm overlap of
the total spot of 2.15mm. This situation can be seen Fig. 3.3, where the spot size is indicated in yellow and
an equal area indicated in green for the receiving fiber. The light blue lines at the top of the receiving fiber
indicate the maximum ray angles that the fiber can accept. The overlap between the two areas is indicated in
purple.

Measurement plane

Transmitting fiber

Light source

Receiving fiber

Air gap

Floating object 

h 

t 

nmaterial

nair

Spot size Overlap Receiving area

Figure 3.3: The analytical model with the spot size of the transmitting fiber (yellow), the cone of acceptance of the receiving fiber (green)
and the overlap between them (purple) visualized. Light rays coming out of the transmitting fiber, hitting the overlapping area and have
a correct angle can thus be received by the receiving fiber.

The amount of light rays in the overlapping area that will be received by the receiving fiber can be approx-
imated to have a triangular distribution, with 0% of the light transmitted to the receiving fiber at the edges
of the overlap and 50% of the light transmitted in the middle of the overlapping area (light ray angles 0◦ to
30◦), with an average of transmission of 25%. Thus the maximum transmittance of the light coming out of the
transmitting fiber into the receiving fiber is:

Transmittance = Overlap

Spot size
·Average fiber angle

= 2tan(αmax ) ·h −2t

2tan(αmax ) ·h +Diameter Fiber
·Average ray angle

(3.4)

In the case of h = 1mm and t = 0.5mm, the overlapping percentage is 53%, which would lead to a transmit-
tance of 1.8%.

From the equation it can be seen that an increase in the distance h will lead to a higher transmittance and
an increase of the overlap. There is however a limitation caused by the angles of the light rays. The more you
increase the distance h for a bigger spot size and overlap, the fewer rays that will be captured by the receiving
fiber. For a high distance h, and a small fiber to fiber distance t , only rays with a small angle with respect to
the horizontal will be captured, as any ray with a larger angle will move past the fiber. Similarly, with a larger
distance t , only rays with a larger angle will be captured and other rays lost.
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To visualize the limitation caused by the angles of the light rays, the model as in Fig. 3.1 is changed. In-
stead of mirroring the light rays when the object is reached, the geometry is mirrored so that the light ray
can be seen as a straight line. In Fig. 3.4a, the situation is shown where the overlap is smaller than the fiber
diameter, with h = 1mm and t = 0.5mm. It can be seen that the maximum ray coming out of the transmitting
fiber of 30

◦
will be captured by the receiving fiber. In Fig. 3.4b, only the distance h is increased to h = 2mm.

The overlap increases, however light rays beyond the thickness of the optical fiber will not be received by the
receiving fiber. A vision on the light source, broader than the actual diameter of the fiber is thus not possi-
ble with changing the distance h or changing the material with different indexes of refraction at the fiber ends.

Transmitting fiber

Light source

Receiving fiber

nmaterial

nair

h = 1mm

t = 0.5mm 

Overlap

(a) Situation with h = 1mm and t = 0.5mm. Light coming out of the transmitting
fiber can be accepted by the receiving fiber, depending on the light ray angles.

Transmitting fiber

Light source

Receiving fiber

nmaterial

nair

h = 2mm 

t = 0.5mm

Overlap

(b) Situation with h = 2mm and t = 0.5mm. The light rays passing
through the overlapping area, but beyond the diameter of the
receiving fiber will move past the receiving fiber.

Figure 3.4: The analytic model from Fig. 3.1 is changed to show the limitations of the receivable spot area by the receiving fiber. The
geometry next to the transmitting fiber is mirrored instead of mirroring the light rays at the measurement plane.

3.3. COMSOL simulation
The COMSOL model can be seen in Fig. 3.5. It is similar to the analytical model explained in section 3.2 and
seen in Fig. 3.1, with a change in how the light source is modelled. The light source is modelled as a boundary
condition on the bottom of the transmitting fiber, indicated in blue in Fig. 3.5. They are released from the
boundary with angles within the allowed modes of the chosen optical fiber, namely between −30◦ and 30◦
with respect to the vertical.

3.3.1. Light spot size
In the analytic model, the polarization state of the light was left out for simplicity and Snell’s law is used at
interfaces between two materials. A more complete model would take the polarization state of the light into
account, resulting in secondary reflected and refracted rays, according to the Fresnel equations 3.5, 3.6, 3.7
and 3.8:

rs = n1 cosθ−n2 cosφ

n2 cosθ+n2 cosφ
(3.5)

rp = n1 cosφ−n2 cosθ

n1 cosφ+n2 cosθ
(3.6)
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Transmitting fiber

Receiving fiber

PMMA plate

Air gap

 
Object

Measurement plane

nmaterial

nair

h
t

Figure 3.5: The model as used in the COMSOL simulations, with the starting point of the light rays at the blue line.

ts = 2n1 cosθ

n1 cosθ+n2 cosφ
(3.7)

tp = 2n1 cosθ

n1 cosφ+n2 cosθ
(3.8)

In these equations, r is the transmission coefficient and t is the transmission coefficient, with the subscript s
for s-polarized light and subscript p for p-polarized light.

Without taking these secondary rays into account, the diameter of the produced light spot can be seen in
Fig. 3.6. The material at the fiber end is the PMMA plate seen from Fig. 3.1. The distance h = 1mm is kept the
same as in the analytical approximation. At the point of ray release, the beam has been given a power of 1 W
per unit thickness, Pst ar t = 1[W /m]. 10 rays are released at 10 equally distributed points along the boundary
for a total of 100 rays, giving an initial ray power of 0.01[W ] per ray, as indicated in the colour bar on the
graph. From the figure, it can also be seen that there is some leakage into the cladding of the optical fiber,
which leaks out of the optical fiber when the surrounding material goes from air to PMMA. The diameter of
the light spot including the leaked rays is roughly 3mm; however, there are far fewer rays on the outer part of
the spot. The diameter of the light spot without these leaked rays is around 1.6mm.

Taking the secondary rays produced according to the Fresnel equations into account, the size of the pro-
duced light spot can be seen in Fig. 3.7. It can be seen that the secondary rays are at least one order lower
in power, compared to the originally released rays. The secondary rays are produced at nearly every material
discontinuity. For visibility purposes, a maximum of 100 secondary rays is produced. The spot size including
the secondary rays is much larger; however, the seen intensity at the measurement plane is much lower.

The influence of the refractive index has been simulated by setting the index of refraction of the exiting
material nmater i al to n = 1. The result can be seen in Fig. 3.8, without secondary rays. The maximum angles
of the light are larger as expected, but the diameter of the light spot is again slightly smaller compared to the
analytical model with a total of 1.9mm.
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Figure 3.6: Size of the light spot with without secondary rays. Each light ray has an initial power of 0.01[W ], as indicated by the colour
bar. Light rays that are not fully internally reflected lose some of their initial power at each reflection, this can be seen by the light blue
and yellow colours of the light rays.

Figure 3.7: Size of the light spot taking the secondary rays produced according to the Fresnel equations into account. The secondary rays
have significantly reduced power, as indicated by their colour.

3.3.2. Transmittance
In the COMSOL simulation for the transmittance, the settings are set the same as in section 3.2.2, with the dis-
tances set equal as for the analytical approximation of the transmittance, namely h = 1mm and t = 0.5mm.
The COMSOL model makes the same approximation as the analytical model in that the overlap is simulated
as a line segment. A more complete model 3D model would simulate the overlap of the two circles as en
ellipse.
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Figure 3.8: Size of the light spot without secondary rays, exiting the fiber in air.

In the result of the COMSOL simulation in Fig. 3.9, it can be seen that most of the light rays are not cap-
tured by the receiving fiber. In this figure, the secondary rays have been turned off for visibility and rays that
will not end up at the end of the receiving fiber are stopped at boundaries.

Figure 3.9: Reflectance into the receiving fiber, without secondary rays. 2 light rays out of a 100 are captured, resulting in a transmittance
of 2%.

The transmittance can be seen in Fig. 3.10, wherein Fig. 3.10a, the secondary rays have been turned off
and in Fig. 3.10b, the secondary rays are added. It can be seen that there is only a small increase in transmit-
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tance when secondary rays are taken into account, namely from 1.83% to 2.03%.

The limitation of transmittance caused by the angles of the light rays can also be visualised with COMSOL.
The geometry is again mirrored at the position of the measurement plane. In Fig. 3.11a, it can be seen that
only light rays with a specific angle, dependant on the distance t between the two fibers, can be received by
the receiving fiber, even though the lost light rays are in the overlapping area of both fibers.

(a) Transmittance into the receiving fiber, without secondary rays. (b) Transmittance into the receiving fiber, with secondary rays.

Figure 3.10: Transmittance of the transmitting fiber into the receiving fiber.

(a) Situation with h = 1mm and t = 0.5mm. The light ray coming out of the transmitting
fiber, with the maximum angle of 30 degrees is captured by the receiving fiber.

(b) Situation with h = 2mm and t = 0.5mm. The light ray coming out of the
transmitting fiber, with the maximum angle of 30 degrees and moving through
the overlapping are is not captured by the receiving fiber.

Figure 3.11: Results of the altered model with the geometry instead of the light rays mirrored at the measurement plane.

3.4. Analysis of a lens
In the previous sections, it was concluded that the size of the light spot of the optical fiber can be increased,
even without the use of lenses. However, when the light is transmitted from a source to the receiving fiber,
the vision of the receiving fiber is always limited to its own diameter. This is because the light rays outside the
fiber diameter will simply go past the optical fiber, as was shown in Fig. 3.4.

The placement of a lens would be a problem since a flat surface is required on the top surface of the air
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bearing, a lens would not be suited there. Since the optical fibers will be pushed in a flat plate, for example in
a PMMA plate, limited space is available to create a lens directly on the optical fibers. Some rays that would
go past the optical fiber without a lens, might be directed into the optical fiber, however other rays will be
rejected that would go into the optical fiber without the lens. In Fig. 3.12, a possible lens is shown. Two rays
are drawn, one ray that is directed into the fiber due to the lens and another ray that is rejected due to the
lens. The actual vision of the optical fiber will still be limited by its diameter and the diameter of the lens.

Figure 3.12: In the mirrored model, half a ball lens is created just before the tip of the receiving fiber. Between the lens shape and the
receiving fiber is an air gap. Two light rays are simulated, showing that a lens can both capture rays otherwise missed, but can also reject
rays otherwise received by the transmitting fiber.

3.5. Analysis of diffusers
To counter the problem of the vision of the optical fiber being limited to its diameter, diffusers can be used.
Surface diffusers are not suited for an air bearing where a flat surface is required. Volumetric diffusers, as
explained in section 2.3.2, diffuse the light inside the volume of the diffuser. This means that the light coming
out of the diffuser could have any random angle, at all positions along its length. The intensity of the light
will drop down the further it is from the light source. A diffuser avoids the problem that the light rays coming
from the light source will move past the optical fiber. This is because the light source is spread out across the
diffuser surface, virtually creating an infinite amount of light sources. If the diffuser would be placed on top
of the optical fibers, the diffusing effect would be doubled: namely when the light goes from the transmitting
fiber to the measurement surface and when the light gets reflected by the moving object back into the diffuser.

Simulating a volumetric diffuser would be difficult and complicated due to the very small, large amount
of nanoparticles. Designing the most optimal diffuser for this problem is out of the scope of this thesis, thus
various types of diffusers will be experimentally tested.

3.6. Conclusion
In this chapter, an analytical model and a simulation model was made to find how the vision of an optical
fiber can be increased and how the transmission from a light source into an optical fiber can be increased.
A model was made with a transmitting fiber and a receiving fiber, where the transmitting fiber acts as the
light source in the measurement plane and the receiving fiber acts as the receiver of the light reflected by
the floating object. Both the analytical model and the COMSOL simulation showed that the light spot can be
increased by changing various parameters. The transmittance could also be increased; however, the vision of
the receiving fiber towards the light source is limited by the receiving fiber diameter. Lenses for the receiving
fiber will not break away from this limitation. Light diffusers randomize the light ray angles and thus avoid
the limitation that a direct view of the light source is needed.



4
Experimental setup 1: Top side vision

In this chapter, the design and the results of the first setup are discussed. This setup will focus on testing
various diffusers and comparing the size of the light spot received with a light spot without a diffuser. The
cutting of the plastic optical fibers is discussed and the camera type and the different exposure settings are
explained. Lastly, the light spots with and without a diffuser are measured in their size in pixels and average
pixel intensity.

4.1. Requirements and wishes
At the time of designing this setup, the COVID-19 coronavirus outbreak was declared a pandemic and the
first "intelligent" lockdown in the Netherlands was in effect. This has some influence on the design of the
experimental setup, mostly that the experiments should be suitable to do at home. This gives the requirement
that the setup should be compact, portable and adjustable. A consequence of this is that this thesis will
only look at one building block of the complete measurement system: one set of receiving fiber(s) with one
transmitting fiber. Next to this, there are some wishes:

• An environment completely sealed from ambient light
• The camera should write the pictures directly to a laptop for analysis
• The camera settings should be adjustable through the computer
• Re-use the materials and devices of the last bachelor group
• The diffusers should be easy to cut
• The setup should be cost-efficient

4.2. Design overview
In this section the design of the first setup will be shown, taking the requirements and wishes into account. In
this setup the camera is placed above the transmitting fiber, looking down onto the light spot. This setup will
not yet look into the transmittance into the receiving fiber, but only the size of the light spot the transmitting
fiber can create. In Fig. 4.1 the complete setup can be seen. It is designed with two possible uses in mind.
The setup shown in Fig. 4.1a is designed to test multiple diffusers placed on the PMMA plate containing the
transmitting fiber (in red). The setup shown in Fig. 4.1b is designed to visualize the light spot without any dif-
fusers. Two metal strips with a thickness of 20µm replicate the double thickness of the air layer and a PMMA
plate (green) is placed on the strips with two brackets (in purple) to push the green PMMA plate downwards
with the weight of the camera.

The realised setup can be seen in Fig. 4.2a with the two variations of the inside shown in Fig. 4.2b and
4.2c. All the PMMA plates are laser-cut and the other objects are 3D-printed. To counter reflections of the
light, the printed parts are spray-painted with a matt black finish. The optical fiber is placed in an 8mm thick
clear PMMA plate with one end pointed towards the camera and the other end placed closely above the LED.
This creates a cheap and easy LED to fiber coupler. The LEDs themselves are standard red 12V LED strips,
cut to the desired size, leftover by the last bachelor group. The camera holder is placed over the other objects
and seals the light coming out of the transmitting fiber from the ambient light, avoiding the need for filtering

25
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(a) SolidWorks model of the setup, without any diffuser
placed on top. The blue part is made transparent to
make the optical fiber visual.

(b) SolidWorks model of the setup, with the spacers
and the scratched PMMA plate and brackets.

Figure 4.1: SolidWorks model of the setup, the holder for the camera is the outer transparent object. The red object is the PMMA plate
with the optical fiber pressed into it. The blue part is the holder for the PMMA plates. The grey object at the bottom holds the LED. The
green part is a PMMA plate used to visualize the light spot without a diffuser, the light blue stripes are the thin 20µm metal stripes and
the purple brackets pushes the green plate towards the red plate.

(a) The first setup with the camera mount completely isolat-
ing the measurement area from the ambient light.

(b) The 3D-printed block, containing the PMMA plate with the transmitting fiber,
placed in a holder for the LED.

(c) The same 3D-printed block as in figure (b) above, with the 20µm spacers and
an extra PMMA plate placed on top.

Figure 4.2: The realised first setup, showing the camera viewing the light spot from the top.
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the ambient light. The camera holder is also used as a weight to push the top PMMA plate down with the
brackets, as shown in Fig. 4.1b and 4.2c, to create a defined 20µm layer between the end of the optical fiber
and a one-sided finely scratched PMMA plate. In the following subsections, some details of the setup will be
discussed more thoroughly.

4.2.1. Optical fiber choice and handling
As mentioned in section 2.1.2, plastic optical fibers will be used for their ease of use and low cost. The last
bachelor group had a few meters left of a plastic optical fiber cable. The fiber has a 980µm core of PMMA with
a 10µm cladding of fluoropolymer resulting in a diameter of 1mm. The cable is protected by a 0.6mm thick
layer of polyethylene, brining the total diameter of the plastic optical fiber to 2.2mm. The used optical fiber
can be seen in Fig. 4.3.

Figure 4.3: The used plastic optical fiber, with the protective layer [24].

Fiber handling
It was found that when the protective was removed, the exposed optical fiber could be scratched and dam-
aged easily, leading to leakage of the light. To prevent leakage of the light, the protective layer was left on the
fibers. A benefit of leaving the outer sheath on was that it could be used to press the fibers in position in the
PMMA plates.

Fiber cutting
Plastic optical fibers can be cut on the spot with a sharp razor blade, cutting pliers, or specialized tools. Cut-
ting them with simple tools does however not give the best results. A sharp razor blade gives a smoother result
compared to cutting pliers; however, the cut is still somewhat rough, as seen in Fig. 4.4a, which could lead
to coupling losses in the input and intensity differences in the output due to the non-uniform shape. Tools
specialized for crimping and cutting plastic optical fibers are available, however at extremely high costs. A
complete set of tools would cost around $700 and only the finishing tool around $325 [9], which is deemed
too much.

A way to produce a smooth finish on the plastic optical cable was to cut it as smooth as possible with a
sharp razor blade, followed by grinding the end of the fiber on very fine grinding paper under some water.
The fiber ends can be inspected by directly looking at fiber ends with the camera, completely isolated from
the ambient light, as seen in Fig. 4.4c. The result of grinding the fiber ends with 2000 grit sandpaper can be
seen in Fig. 4.4b. The fine scratches do not give a polished result; however, the light does come out uniformly.

(a) Plastic optical fiber cut with a razor
blade.

(b) Plastic optical fiber, ground with
2000 grit sandpaper after cutting with
a razor blade.

(c) Optical fiber inspection setup.

Figure 4.4: Process of finishing the ends of the plastic optical fibers.



4.2. Design overview 28

4.2.2. Diffuser types
Simulating the effects of a diffuser proved to be too difficult and time-consuming, thus various types of dif-
fusers will be experimentally tested. The diffusers are bought at PyraSied Xtreme Acrylic, a company focused
on acrylics and also light diffusers for the lighting industry. The light diffusers are classified based on their
light transmission, diffusion and efficiency.

The retailer of the diffusers defines the light transmission as the amount of light that is measured at the
other side of the diffuser then where the source of light is. There are always some losses due to reflections
inside the diffuser and at the material interfaces of the diffuser.

The diffusers that the retailer sells are aimed at the lighting industry. The most important use of the dif-
fusers is to cancel individual LED-dots from a LED-strip so that the surface at the other side of the diffuser
looks uniformly lit. The diffusivity is defined as the distance needed between the LED-strip and the diffuser to
get a uniform light distribution. A diffusivity of 90% means that if the individual LEDs are placed 9cm apart,

the distance between the LED-strip and the diffuser needs to be
9cm

90%
= 10cm.

Lastly, the efficiency of the diffusers is defined as their light transmission multiplied by their diffusivity.
The full documentation on the diffusers sold by this particular retailer can be found on their website [35].

Several diffusers were chosen with high efficiency: both good light transmission as well as good transmis-
sion. A limitation was set on their thickness of 2mm. The chosen diffusers can be seen Table 4.1.

Diffuser type Light transmission Diffusivity Efficiency Thickness [mm]
PRIMO® XT N381 71% 56% 40% 2
PyraLed® YT275 81% 67% 54% 1.8
PyraLed® YT575 71% 68% 48% 1.5

Table 4.1: Several diffusers from PyraSied Xtreme Acrylic [34]

Several surface diffusers were also bought. Their surface textures were however too large to be suitable
for an air bearing.

In Fig. 4.5, a diffuser can be seen that is placed on top of the transmitting fiber from Fig. 4.2b. All, except
YT575 (polystyrene), of the bought diffusers were made from acrylic (PMMA). This means they could be cut
to shape using the laser cutter available at the TU Delft.

Figure 4.5: The N381 diffuser placed on top of the transmitting fiber.

4.2.3. Camera
The wish for the camera was that it should write pictures directly to a laptop for analysis and that the settings
of the camera could be controlled from the laptop. This leaves two options:

1. A regular (DSLR/mirrorless) camera connected to the laptop using specialized software to directly write
to the laptop
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2. An USB webcam

A regular camera might provide higher quality images; however, they are much larger than USB webcams and
require a workaround with software to write directly to a laptop using for instance MATLAB. USB webcams
are usually lower in picture quality but are very easy to be used with MATLAB. MATLAB can be programmed
to take a snapshot with filenames specified in the code.

The last bachelor group bought a USB webcam for this similar reason. Their choice was an ELP-USBFHD01M-
BFV, which will also be used in this thesis, it can be seen in Fig. 4.2a. It captures images in maximally 1080p
resolution, although at low frames per second. The frames per second of the webcam are not important for
the use in this thesis, since only single-frame images will be taken. Due to the small size of the camera, it can
be easily integrated into the setup.

The ELP-USBFHD01M-BFV webcam came with a varifocal 2.8mm to 12mm lens. This allows for a short
distance between object and image sensor and thus a compact setup, due to the wide view of the lens. A
downside of this wide view lens is the image distortion it causes. In this first setup, the distortion is not
important and ignored, but will be addressed in the next chapter.

4.3. Received images
The received pictures and the achieved size of the light spot highly depend on the exposure setting of the
camera. The camera adjusts its exposure setting by altering the framerate. At high exposure settings, the
framerate is thus lower than with lower exposure settings. Every exposure setting for the three different dif-
fusers can be seen in Fig. 4.6, 4.7 and 4.8 and without a diffuser, directly looking into the transmitting fiber in
Fig. 4.9. The highest exposure setting is clearly overexposed since the centre of the spot is at the maximum
pixel intensity value of 255 in all channels (red, green, blue). At lower exposures, the light spot is barely visible
and thus underexposed.

Figure 4.6: 13 images of the spot size of diffuser N381, with all possible exposure settings. The highest exposure is the top left image,
counting down from left to right and from top to bottom.

4.3.1. Blooming
To find the correct exposures, a metal strip blocking the light is placed partly over the light spot. The metal
strip should be completely dark, as the light coming out of the diffuser beneath it is reflected downwards.
The pixel intensity values are tracked along a horizontal line and the intensity values should thus drop down
to zero when the metal strip is reached. In Fig. 4.10 for exposure setting -1 and diffuser N381, it can be seen
that the pixels values are not completely at zero when the metal strip is reached. When the exposure is set to
below -5, as seen in Fig. 4.10b for exposure -5, the intensity values drop to around zero; however, some noise
can be seen. It can also be seen that there is some blooming effect at the centre of the light spot. This also
occurs at even lower exposure settings, this is however unavoidable since this setup looks directly into the
light source. To avoid both over and underexposure, every picture is taken in both exposures setting -5 and
-6.
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Figure 4.7: 13 images of the spot size of diffuser YT275, with all possible exposure settings. The highest exposure is the top left image,
counting down from left to right and from top to bottom.

Figure 4.8: 13 images of the spot size of diffuser YT575, with all possible exposure settings. The highest exposure is the top left image,
counting down from left to right and from top to bottom.

Figure 4.9: 13 images of the spot size directly looking into the transmitting fiber, without a diffuser, with all possible exposure settings.
The highest exposure is the top left image, counting down from left to right and from top to bottom.
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Diffuser N381, exposure setting -1
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(a) Intensity values for camera exposure setting -1.

Diffuser N381, exposure setting -5
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(b) Intensity values for camera exposure setting -5.

Figure 4.10: Partly blocked light spot with diffuser N381. The pixel intensity values are tracked along the green line and shown for all
colour channels: red, green and blue.

4.3.2. Camera noise
In the previous section, shown in Fig. 4.10, some noise was found on the pixel intensities. The noise is investi-
gated by taking images with the camera lens fully blocked off. In Fig. 4.11, two different pictures can be seen.
The noise is different in both images and varies in intensity and noise type. Sometimes the noise is varying,
like in Fig. 4.11a and other times it is constant, like in Fig. 4.11b. Since the noise can not be predicted, no
steps are taken to control it.
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(a) White noise like signal, at a completely black image.
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(b) Constant noise, at a completely black image.

Figure 4.11: Different types of received noise on the images, with the camera lens completely blocked. The shown pixel intensities are
tracked along the horizontal green line.

Another effect caused by the camera is random bad pictures. When this occurs, it looks like the intensity
of the image jumps from one level to another, while it should be a fluent transition. Every picture taken on
the exposure setting -3 will give this results and it is not known why or when this happens for other exposure
settings. In Fig. 4.12a, such a bad picture can be seen, next to a normal and good quality picture in Fig. 4.12b.

4.3.3. Light spot measurements
To compare the received size of each light spot caused by the different diffusers, an intensity threshold is set.
A threshold can only be set for one colour channel or the average of all channels and since red is the dominant
colour due to the LED light being red, the threshold is set for the red channel. In Fig. 4.13, the spot sizes can
be seen for the three tested diffusers with the threshold set to 50 out of 255. In Table 4.2, the results can be
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(a) Image with intensity jumps (b) Image with fluent intensity change

Figure 4.12: An example of a picture with intensity jumps and one without.

seen for both exposure setting -5 and -6.

(a) Spot for diffuser N381 (b) Spot for diffuser YT275 (c) Spot for diffuser YT575

Figure 4.13: Images of the light spot, with a threshold set at intensity level 50 out of 255.

Exposure -5 Exposure -6
Diffuser type Spot size [pixels] Average intensity Spot size [pixels] Average intensity
PRIMO® XT N381 241690 125 155752 117
PyraLed® YT275 154022 109 82166 104
PyraLed® YT575 228996 115 135122 107

Table 4.2: Spot size in pixels and average pixel intensity level for both exposure setting -5 and -6 with the threshold set at 50 out of 255.

From the results, it can be observed that the N381 diffuser has both the highest light transmission as well
as the highest diffusivity. According to the data of the retailer, as was given in Table 4.1, the YT575 diffuser
should have both a higher transmission and diffusivity. The difference in results could be caused by the way
the measurement was done. The retailer defines the diffusivity as the distance needed to diffuse a range of
separate light sources (LED-strip) to a uniform lit surface, as was explained in section 4.2.2. In this thesis, the
diffusers are placed directly on top of the light source (the transmitting fiber) and the diffusivity is measured
as the area of the created light spot.

4.3.4. Spot size without a diffuser
To get an indication of how much the diffusers have increased the vision of the optical fibers, the spot size
without a diffuser is also measured. The setup shown in Fig. 4.2c and 4.1b with the 20µm spacers is used.
However, since the light is not diffused, the centre of the spot is even brighter than without a diffuser, causing
more blooming and requiring a lower exposure setting of the camera. The same method as in section 4.3.1 is
used by covering half of the light spot. At exposure setting -7, the covered part was almost at zero intensity
and thus this exposure setting is used to calculate the size of the light spot without a diffuser. In Fig. 4.14a,
the effect of the covered section is barely visible due to the small size of the light spot.
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In Fig. 4.14b, the full light spot can be seen without a diffuser. The threshold is again set at intensity level
50 out of 255. The light spot is significantly smaller than with any of the diffusers. In table 4.3, the size of the
light spot in pixels and average pixel intensity can be seen. The same method as in section 4.3.3 is used. From
the results is can be seen that diffusers caused an increase in the spot size of almost 2 orders in magnitude.

No diffuser partly covered, exposure setting -7
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(a) Spot size without a diffuser, covered halfway to determine correct exposure setting.

(b) Full light spot without a diffuser, with an intensity threshold set to 50 out
of 255.

Figure 4.14

Diffuser type Spot size [pixels] Average intensity
No diffuser 2581 136

Table 4.3: Several diffusers from PyraSied Xtreme Acrylic [34]

4.4. Conclusion
In this chapter, the first experimental setup is designed for testing various types of diffusers. It is a simple
setup where a camera looks from a short distance downwards directly to the light spot. A method is found to
get a smooth cut of the plastic optical fibers by grinding the fiber ends after cutting with 2000 grit sandpaper.
Several types of diffusers are tested; however, looking directly into the light source gave some issues since
significant blooming of the light source occurred. An exposure setting with minimal blooming, but also not
underexposed, is found by blocking a part of the light spot with an opaque object. With the camera exposure
set to either -5 or -6, the spot size of the diffusers in pixels is between 82000 and 240000, with the diffuser
PRIMO® XT N381 being the most diffuse. Therefore, this diffuser type has been used in the remainder of the
research. Comparing the spot size of this diffuser to a spot size without a diffuser of 2581 pixels, a significant
increase is achieved.



5
Experimental setup 2: Fiber to fiber

transmission

In this chapter, a new setup is designed and its results are discussed. This setup will look into the light trans-
mission of the transmitting fiber into the receiving fiber, using a diffuser placed above the fiber ends. First,
the updates on this new setup are discussed and a motion system, with a reference object, is designed. Fac-
tors leading to possible inaccuracies in the setup are discussed and the distortion of the images is corrected.
Lastly, the accuracy of the motion system is measured and the settings for both cameras are given.

5.1. Design updates
In this section, the design of the updated experimental setup investigating the receiving fiber will be shown.
The requirements and wishes as given in section 4.1 are still valid. In this setup only the most diffusing dif-
fuser, the PRIMO® XT N381 type diffuser, will be used. Some results might vary with the other diffusers;
however, the principle will remain the same. The same optical fibers as from the previous setup will also be
used and the objects are sprayed with matt black paint to limit reflections. The three main differences of this
updated setup compared to the setup as shown in Chapter 4 are the following:

1. The updated setup will not look directly into the light source to avoid blooming.
2. A motion system is added to simulate the movement of a rectangular object in the measurement plane. The object

will reflect light back to the diffuser, creating a region of more intensity along with its motion.
3. The received signal by the receiving fiber is investigated.

A consequence of point 1 is that the placement of the camera will need to be changed. Instead of looking with
the camera from the top down onto the light spot, the camera will be placed below the light spot, looking up-
wards. The design for the part looking at the created light spot can be seen in Fig. 5.1a. The optical fibers
can go through the green camera holder to the PMMA plate (blue). The fibers are bend doing this, but the
bending radius is below the maximum allowable bending radius of 10mm of the used plastic optical fibers
[24]. The transmitting and receiving fibers are now directly placed in the vision of the camera, this does partly
obstruct the vision of the camera on the light spot. An object can be moved over the measurement plane with
two parts sealing the light spot from the ambient light. In Fig. 5.1b, the object coupling the receiving fibers to
a second camera is shown. The receiving fibers will guide the received light from in the measurement plane
to its other end, where it can be read out by the second camera. In Fig. 5.1c, the LED to fiber coupler can be
seen. The same LEDs from the previous setup in chapter 4 are used.

The realised setup can be seen in Fig. 5.2a. In the figure each part is labelled. Since the camera looking at
the light spot is placed looking upwards, the USB-cable has to come out of the bottom of the camera holder. If
the cable of the camera would come out at an angle, due to the rigidity of the cable, the camera would also be
at that angle. Thus, the setup will need to be placed at the edge of a table with the USB-cable hanging freely.
A clamp is used to ensure that the setup does not fall over. In Fig. 5.2b, the placement of the diffuser can be
seen, with the slider containing the moving object above it. In Fig. 5.2c the setup is closed from ambient light
with the light covers in place. In the following subsections, the motion system, the second camera and the
receiving fiber placement will be discussed in more detail.

34
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(a) The measurement block for the light spot. The green part is hollow from
the inside, with the camera placed in it looking upwards towards the light
spot. The PMMA plate (blue) is placed on a ledge inside the hollow section
of the green part. The optical fibers are guided through the green part to
the PMMA plate. The red and purple parts are for the motion system and
fixed to the green stationary part and the grey slider respectively. The trans-
parent parts are the covers to seal the light spot from the ambient light.

(b) The readout block where one end of the
receiving fibers are placed. A second camera
looking at the fiber ends will seal the fiber ends
from the ambient light.

(c) The LED to fiber coupler. The same block from the first
setup (Fig. 4.2b) is used, with a small segment of the transmit-
ting fiber shown in orange.

Figure 5.1: SolidWorks models of the updated setup, showing the measurement block for the light spot (a), the block for the receiving
fibers (b) and the LED to fiber coupler (c).

Test ObjectSlider

Light coversCamera wire

Holder for the camera,
PMMA and diffuser plates

and the optical fibers

PMMA plate with
optical fibers

LED to fiber couplerDiffuser

Second camera with
the receiving fibers

Clamp 

(a) The realised updated setup, with each part of the setup labelled in the figure.

(b) The diffuser is placed on top of the PMMA plate containing the
transmitting and receiving fibers. The moving object is placed over
the diffuser.

(c) The light covers in place, completely sealing the light coming out
of the transmitting fiber from the ambient light.

Figure 5.2: The realised updated setup, with the camera looking looking from below the light source upwards.
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5.1.1. Receiving fiber placement and symmetry
The receiving fibers and the transmitting fiber will need to be placed in the PMMA plate shown in blue in Fig.
5.1a, obstructing the vision of the camera on the light spot. This is not a problem, since the light spot is fully
circular symmetric. However, for the to be designed motion system, a clear vision of the moving object is
needed. The sensor should be able to detect an object coming from any angle; however, simulating a motion
from every direction would be very cumbersome.

Instead of simulating every angle of motion, the receiving fiber will be placed at different angles around
the transmitting fiber. Multiple receiving fibers can be placed in the same PMMA plate, thus allowing for mul-
tiple measurement points. In Fig. 5.3a the base position of the receiving fiber can be seen. The transmitting
fiber is in the centre of the created light spot and the receiving fiber is direct to the right of the transmitting
fiber. This base position of the receiving fiber is the 0-degree angle of motion of the object.

Object direction

Object

Spot size= Transmitting fiber
= Receiving fiber

(a) The base position of the measurement fiber, with the object moving from bottom to top.

Object direction

Object

Spot size

= Transmitting fiber
= Receiving fiber

= Angle of motion

(b) The measurement fiber is now rotated around the transmitting fiber, with
the object still moving from the bottom to the top.

Object

= Transmitting fiber
= Receiving fiber

= Angle of motion
Spot size

Object direction

(c) Rotating the entire figure (b) so that the receiving fiber is back at its base
position. The angle of motion of the object is now changed with respect to
figure (a).

Figure 5.3: Schematics to show that only one angle of motion is needed. The transmitting fiber is the bright red dot at the centre of the
larger red dot. The object is the black rectangle, made transparent for visibility of the light spot. The movement direction of the object is
along the black arrow and the receiving fiber is the white dot at the edge of the light spot. The angle of motion is the angle between the
edge of the object and the line from the transmitting to the receiving fiber.

The position of the receiving fiber is now rotated around the transmitting fiber. In Fig. 5.3b, it can be seen
that there is an angle between the edge of the object and the line from the receiving fiber to the transmitting
fiber. The motion of the object remains the same, namely from the bottom to the top. If the entire Fig. 5.3b
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is rotated so that the receiving fiber is back at its base position, the object will also rotate. In Fig. 5.3c the
result can be seen, showing that a rotation of the receiving fiber around the transmitting fiber is equivalent
to a different angle of motion of the moving object. The zero degrees angle of motion is thus when the object
is moving from the bottom to the top and the 180-degree angle of motion is when the object is moving from
the top to the bottom.

From Fig. 5.3a, symmetry in the received signal of the receiving fiber for various angles of motion can be
predicted. Four lines of symmetry can be defined: at 0, 90, 180 and 270 degrees. Any placement of the receiv-
ing fiber along the angles 0 to 90 degrees will give the same signal as placement of the receiving fiber along
the angles 180 to 90 degrees, with the line of symmetry at 90 degrees as the axis of the mirror. In the top half of
the circular spot, from 0 to 180 degrees, the transmitting fiber will always be passed first before the receiving
fiber, while in the bottom half, angles 180 to 360 degrees, the receiving fiber will be passed first before the
transmitting fiber by the moving object. Exceptions are the angles 0 and 180 degrees, at these angles both the
transmitting and receiving fiber are passed at the same time by the moving object. This means that the signal
received by the receiving fiber from the angles 0 to 180 for a full motion will be the reversed of the signal from
180 to 360 degrees.

To conclude, all angle of motions of the object can be predicted when only one-quarter of all angles, for
instance from 180 to 90 degrees, is known. It is thus sufficient to simulate only one angle of motion with
multiple receiving fibers rotated around the transmitting fiber.

5.1.2. Point of measurement
It is important to have a constant point for determining the position of the object for every angle of motion.
It can be hypothesised that two types of transition can be observed: when the transmitting fiber gets covered
by the object and when the receiving fiber gets covered by the object. Placing the point of measurement with
equal distance between the receiving and transmitting fiber, the zero point of the object edge will always be
in the middle of these two transitions. In Fig. 5.4, the position of three measurement points can be seen for
three receiving fibers placed at different angles.

Transmitting
fiber

Measurement
point

Receiving
fibers

Reference
line

Figure 5.4: The PMMA plate holding the transmitting and receiving fibers. The yellow measurement points are not physically on the
plate, but indicate the point of measurement for different angular positions of the receiving fibers. The use of the reference line will be
explained in section 5.2.4 and it is engraved into the plate.

The placement of the receiving fibers, and thus the points of measurement, is dependant on the transmit-
tance into the fibers. The optimal distance between the transmitting and receiving fiber will be calculated in
section 6.3.1.

5.1.3. Replicating moving object
In order to simulate the motion of an object across the measurement plane as seen in Fig. 3.1, a motion sys-
tem is designed. To keep the system compact, portable and adjustable, a motion stage with a defined path
and error is not possible. Servo or stepper motors combined with an Arduino board would be possible but
would make the system more complicated and less suitable for experiments at home. It is thus decided to
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design a manual and step-wise discrete motion system.

The steps will need to be at well-defined positions and repeatable. To achieve this, an indexing type mo-
tion system is designed. The motion system will be printed with a 3D printer and limitations regarding the
smallest feature size will limit the step size that can be obtained. The available 3D printers were an Original
Prusa i3 MK3S extruder and an Original Prusa SL1 resin printer.

It was first tried to print the entire camera holder (Fig. 5.1a in green) including the motion system from
one piece using the extruder printer. The tolerance of the extruder printer is around 0.3mm and the mini-
mum feature size is limited to the nozzle diameter of 0.4mm. A motion step of 3mm was achieved without
breaking the protruding parts. This step size was considered too large; however, a smaller step is not possible
with the extruder printer, since the protruding parts would become too fragile.

The SL1 resin printer is more accurate and precise than the MK3S extruder printer with a minimum layer
thickness of 0.01mm, it can however only print smaller objects. The protruding parts are of a sawtooth/trape-
zoid shape, with the base being wider than the top. Any tolerance between the two parts will be minimized
when the fingers will be pressed together, as seen in Fig. 5.5a from the side and in Fig. 5.5b from the bottom.
It can be seen that it is a two-step motion system, with the main step (main index) of 3mm (the red part)
and the secondary step (subindex) of 0.6mm (grey part). The effective step size is thus 0.6mm over a motion
range dependant on the number of main steps.

(a) Side view of the design of the discrete motion system. (b) Bottom view of the design of the discrete motion system.

Figure 5.5: The discrete motion system, the red part holds the main steps, and the grey part holds the secondary steps (subindex) which
moves slightly sideways and 0.6mm forwards or backwards.

The realised motion system can be seen in Fig. 5.6. The motion system consists of two parts, a part that
can be seen as the ground and a part that is pressed into the moving slider. The ground part can be seen in
Fig. 5.6a and holds the main steps. It is a thin layer pressed into the camera holder. The secondary steps are
pressed into the moving slider as seen in Fig. 5.6b. With each secondary step, the slider also moves slightly
sideways.

5.1.4. Reference object
In the slider, as shown in Fig. 5.6b, a reference object needs to placed. For this small setup, a full-size silicon
wafer or solar cell is not suitable. A silicon wafer is highly reflective, like a mirror, while a solar cell might be
less reflective. A solar cell can look blue, meaning that it will absorb some of the visible spectra of the light. A
different colour LED, or any other light source, could be used to still achieve a reflection of the light.

Two extreme situations will be simulated: a fully reflective object, spreading the light in a specific direc-
tion and a fully diffuse object, spreading the light in any direction. For the reflective object, a metal piece is
polished to a mirror finish, it can be seen in Fig. 5.7a. A glass mirror would have also been possible; however,
this introduces an extra material interface, namely the glass layer, and the extra thickness of the glass. For the
diffuse object, a metal piece is coated with white paint and can be seen in Fig. 5.7b. The reference object will



5.2. Measurement uncertainties 39

(a) The main steps of the discrete motion system. There are 14 main steps,
each step main step is a 3mm movement.

(b) The secondary steps, placed in the slider
and holder of the reference object. The sec-
ondary steps divide the main steps into 5 steps,
0.6mm each.

Figure 5.6: The realised two step discrete motion system.

be rectangular to resemble a solar cell.

(a) The fully reflecting reference object, a metal piece polished to a mirror fin-
ish. The object is placed inside the slider.

(b) The diffuser object, a metal piece with a layer of white
paint.

Figure 5.7: The two reference objects.

The metal piece is in both situations a 15.05mm by 45mm rectangle. The width of 15.05mm is slightly
larger than the width of the slider from Fig. 5.6b of 14.90mm. This ensures that the edges of the reference
object are seen by the camera instead of the edges of the slider.

For the reflective object, the metal piece had to be polished. The edges of the metal piece are important,
as the final sensor system should be able to detect the edges. Polishing sharp edges on a flat object proved to
be difficult.

5.1.5. Second camera
In the previous setup from Chapter 4, only one camera was needed, facing the light spot. In this setup, next
to the light spot, the transmission into the receiving fibers is also measured. In order to compare the vision
of the camera looking at the light spot and the light transmission, two cameras are needed. The wishes for
the new camera remain the same as explained in section 4.2.3 and since the ELP-USBFHD01M-BFV webcam
worked well, the newer version of this webcam is bought.

The bought camera is the ELP-USB8MP02G-SFV with again a varifocal 2.8 to 12mm lens for close up
pictures. This newer camera supports a higher resolution of up to 3264 by 2448 pixels, 4 times higher than
the older webcam at a lower cost. The camera can be seen in Fig. 5.2a in the left side of the image.

5.2. Measurement uncertainties
In the previous setup in sections 4.3.1 and 4.3.2, it was found that there is some noise in the received pictures.
This noise will lead to measurement uncertainties in finding the position of the reference object through the
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camera. There are however also other factors that could influence the accuracy of the measurements. These
factors are discussed in this section.

5.2.1. 3D print tolerance
The entire experimental setup is made out of 3D printed parts. An Original Prusa i3 MK3S extruder printer is
used to print all object except the motion system as discussed in section 5.1.3. The tolerance of this printer
is around 0.3mm in all directions. It is important to ensure that both of the cameras’ positions are fixed, as
well as the position of the PMMA plate holding the optical fibers. The 3D printed objects are designed with a
small tolerance so that the cameras and the PMMA plate always fits. With layers of tape around the cameras
and the PMMA plate, a tight fitting is created to minimize unwanted movement.

5.2.2. Camera distortion and off-centre
The wide view lens of the webcams allows for a short distance between the cameras and the object and thus
for a compact setup. The downside is that a wide view lens will distort the images so that straight lines will
look bent. For tracking the motion of the moving object it is important that the edge of the object is straight
and not deformed. Since the distance between the camera sensor and the moving object is constant, the dis-
tortion can be calculated using chequerboard patterns at the object distance. With the distortion known, the
images can be corrected for that distortion. This is only important for the camera directly looking at the light
spot and the moving object. The second camera looking at the ends of the receiving fibers does not need to be
corrected, since the fiber ends are at constant positions and only the intensity of those dots are of importance.

A MATLAB application, called camera Calibrator, is used to calculate this distortion. In Fig. 5.8a, the
chequerboard pattern can be seen before being corrected for distortion. It can be seen that the PMMA plate
holding the optical fiber is curved, as is the chequerboard pattern. The application recognizes the pattern
and corrects the curvature. The result of the correction can be seen in Fig. 5.8b. The pattern is straight and
the edges of the PMMA plates are no longer curved.

(a) The image of the chequerboard pattern before correcting for distortion. (b) The image of the chequerboard pattern, corrected for distortion.

Figure 5.8: Camera distortion.

It will also be important to have the transmitting fiber at the centre of the image. In Fig. 5.9a, the image
corrected for distortion of the light spot can be seen. The white lines in the image indicate the centre lines
of the image, at pixel row 540 and pixel column 960, since the resolution of this image is 1920x1080. In the
image, it can be seen that the centre of the transmitting fiber is not the centre of the image. This can be
corrected by finding the light spot in a similar way as done in section 4.3.3. The centre point of the light spot
can then be calculated. The rows and columns of the image are moved till the centre point of the light spot is
equal to the centre point of the image. The result can be seen in Fig. 5.9b.

5.2.3. LED to fiber coupler
The LED to fiber coupler, as seen in Fig. 5.2a, couples the light coming out of the LED into the transmitting
fiber. The distance between the fiber end and the LED has a big influence on the power of the coupled light
and thus the size of the light spot. A tight fitting for the transmitting fiber is made to minimize the motion;
however, the distance can still vary slightly between two separate measurements.
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(a) A misalignment between the centre of the transmitting fiber and the
centre of the image.
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(b) The same image as (a), but corrected for the misalignment of the cen-
tres.

Figure 5.9: Misalignment of the camera. The white lines are at the centre positions of the image and the axis display the pixels column
and row numbers.

During testing, it was found out that the LED itself had a non-constant brightness. When turned on, the
brightness of the LED was at its highest and slowly decreased to a constant brightness. The settling time of
the LED was found to be almost one hour.

5.2.4. Motion system calibration setup
The motion system is designed with a secondary step size of 0.6mm over 14 main steps for a total motion
range of 41.4mm. Main step 1 is when the object is fully at the bottom of the light spot and main step 14 is
when the object is fully at the top of the light spot. A reference measurement is done with a digital calliper
to find the actual step size after 3D printing. The distance that is measured will be between the bottom edge
of the reference object, which is placed inside the slider and a fixed reference line. The reference line needs
to be visible to the camera so that a pixel/mm value can be obtained by comparing the distance in pixels to
the distance measured with the digital calliper in mm. The pixel/mm value is used as a conversion between
pixels on the image and the real-world distance in mm and will be needed for later use.

The reference line will need to be straight, at a constant position and it needs to be visible to the camera.
This limits the placement of the line to be on the PMMA plate holding the optical fibers. The reference line
can be engraved into the PMMA by the laser cutter and can be seen in Fig. 5.4. The position of the line seen
by the camera will be constant since the off-centre misalignment of the transmitting fiber is corrected for, as
done in section 5.2.2 and seen in Fig. 5.9. The position of the transmitting fiber is fixed in the PMMA plate and
thus correcting for its misalignment also ensures the constant position of the reference line. The reference
line is placed at such a distance from the transmitting fiber that it can still be identified by image analysis
during measurements free from the ambient light. This means that the line needs to be placed at the edge of
the light spot. A downside of this is that the first steps, from main step 1 up to and including 5, can not be
measured accurately.

5.3. Results
In this section, the results of the second experimental setup are given before image analysis is done. The
accuracy of the motion system is calculated and the correct exposure setting for both cameras is discussed.
Several steps of image analysis will be done in the next chapter.

5.3.1. Motion system accuracy and object position
The digital calliper used to measure the distance had a tolerance of 0.05mm. Four separate experiments were
done where all the steps between main step 6 up to and including 13 were measured. Step 14 was excluded
since the object was fully out of reach of the light spot and main steps 1 up to and including 5 were also not
measured. The result is shown in Fig. 5.10. It can be seen that the real distance is almost identical to the
designed distance. Each measured step size is between 0.55 and 0.65mm for all four experiments, the varia-
tions are thus in the range of the tolerance of the digital calliper. The average measured step size of the four
measurements is 0.5975mm.
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Figure 5.10: Measurement of each step of the motion stage. The step number refers to the main step number, of which there are fourteen.
Each main step consists of five secondary steps. The dashed black line thus consists of 70 steps and the red line of 40 steps. The reference
line is at a fixed distance of 13.05mm from the centre of the transmitting fiber. The distance measured is always the distance between
the bottom edge of the object and the reference line. For step numbers 1 till 4 this becomes negative, meaning the bottom edge of the
object is below the reference line.

The distance of the edge of the object to the reference line is now known for each step of the discrete
motion system. The position of the reference line is fixed in the PMMA plate, as is the transmitting fiber and
the distance between these is 13.15mm centre to centre. The distance between the bottom edge of the object
and the centre of the transmitting fiber can thus be calculated for each motion step by subtracting the centre
to centre value from Fig. 5.10.

5.3.2. Exposure settings
Camera facing the transmitting fiber
In the previous setup, in Chapter 4, one camera was used that looked directly into the light spot. In this up-
dated setup, the position of this camera is changed so that it does not look directly into the light spot. In Fig.
5.11 the seen light spot by the camera can be seen for every exposure setting. Even though the camera does
not directly look towards the light source, a blooming effect is seen. The blooming is caused by the diffuser
which reflects light in every direction, also downwards to the camera.

Figure 5.11: 13 images of the spot size of diffuser N381, with all possible exposure settings. The highest exposure is the top left image,
counting down from left to right and from top to bottom.
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To find the correct exposure setting, the same method as for the previous setup, as explained in section
4.3.1, is used. No extra object blocking the light source needs to be added since the transmitting fiber is al-
ready partially blocking the camera’s view of the light source. In Fig. 5.12a, the pixel intensity values can be
seen for the exposure setting -1 of the camera. At the position of the transmitting fiber, there is still some
intensity captured. In Fig. 5.12b, the same picture is seen, but with exposure setting -5 of the camera. The
intensity values are at zero as it should be, however at the centre of the light spot a slight blooming effect is
still noticed. This also occurs at lower exposure settings and is thus unavoidable. All pictures with the camera
looking at the transmitting fiber will be taken in both exposure setting -5 and -6.

Diffuser N381, exposure setting -1
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(a) Intensity values for the exposure setting -1

Diffuser N381, exposure setting -5
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(b) Intensity values for the exposure setting -5

Figure 5.12: Using the transmitting fiber as a reference that should remain black: zero intensity values for all colour layers. The pixel
intensity values are tracked along the green line and shown for all colour channels.

Camera facing the receiving fibers
A second camera is added that only looks at the ends of the receiving fibers. The intensity seen by this camera
is much lower, as only the transmittance from the transmitting fiber to the receiving fibers is seen. In Fig.
5.13 the received picture can be seen for exposure setting -3. With a higher exposure setting, the maximum
intensity of 255 is reached and with a lower exposure setting, the intensity will drop down too far. It is worth
noticing that the new camera does not suffer from noise, as can be seen in the RGB values in the dark regions.

Transmission of 3 receiving fibers, exposure -3
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Figure 5.13: The received picture of the transmittance of the receiving fibers. In this case three receiving fibers were placed in the light
spot area.



5.3. Results 44

5.3.3. Reference object
As explained in section 5.1.4, two types of surfaces are used as a reference object. A white painted metal
strip resembling a fully diffuse object and a metal strip polished to a mirror finish resembling a fully reflective
object. Several pictures were taken with both objects in the same position. No visible difference was seen in
the intensity of the spot between the two types of objects. In Fig. 5.14, the two different reference objects can
be seen. Due to the similarity between the two objects, it was decided to continue the testing with only the
polished piece of metal as its edge was slightly better defined than the painted piece of metal.

(a) A picture of the polished metal piece at main step 6, subindex 1. (b) A picture of the metal piece coated with a white paint at main step 6,
subindex 1.

Figure 5.14: Two pictures on the same motion step of the two different objects.

5.3.4. Object motion as seen through a diffuser
The position of the object during an experiment, so with only the light of the transmitting fiber and no am-
bient light, can be hard to track by eye. In Fig. 5.14, two edges can be seen, one edge slightly below the
transmitting fiber (the centre point of the image) and one edge in the outer region of the light spot on the top.
In Fig. 5.15, several positions of the object are shown moving from the bottom to the top. For clarity, the top
edge of the object is indicated by a white line and the bottom edge of the object by a green line. The object is
difficult to see; however, a rough change in the spot shape and intensity can be seen.

Some motion steps, bottom to top

Figure 5.15: A few, but not all, steps of the full motion with the object moving from the bottom to the top. The top edge of the moving
object is indicated by a white line and the bottom edge by a green line.
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5.4. Conclusion
In this chapter, the second experimental setup is designed. It is an evolution of the first experimental setup
from Chapter 4. This updated setup can look at both the received light spot and at the transmission into the
receiving fibers. It was derived that rotating the position of the receiving fiber is equivalent to a different angle
of motion of the moving object. It was also derived that symmetry in the received signal of the receiving fiber
can be expected. This allows for a prediction of the behaviour for all possible angles of motion of the object
while knowing information about only a few angles of motion. A simple, discrete motion system is designed
which has an accuracy in the order of the tolerance of the used digital calliper of 0.05mm. The real position
of the object is known for every motion step of the discrete motion system. The received pictures are ready
for image analysis and data manipulation, which will be done in the next chapter.



6
Image analysis and data manipulation

This chapter describes the intermediate steps between a received picture, from Chapter 5 and object tracking
using optical fibers in Chapter 7. The steps that are required will be explained first, then the methods of each
step are explained and their results are discussed.

6.1. Steps required
The final goal of this thesis is to show the feasibility of tracking the edge of a moving object by only looking
at a small dot in the measurement plane. This small dot is the receiving fiber. In the previous chapter, the
experimental setup has been made that captures images of a moving flat object across a plane. However,
to track the edge of a moving object, image analysis has to be done on the received images. Several steps
of image analysis will need to be made. Firstly, the edge of the moving object is tracked with the camera
to compare the distance in pixels of each step to the measured distance. This gives a conversion value in
pixel/mm. An optimization is done on the placement of the receiving fiber with respect to the transmitting
fiber, based on a comparison between the vision of both cameras. After this, the received data is extrapolated
to form a complete surface of all possible intensities for each angle of motion of the object. This surface is
then fitted with a continuous equation.

6.2. Motion system and conversion factor
While measuring the distance with the digital calliper for each step, as done in section 5.3.1, a picture was
taken with the camera looking at the object and the reference line. There were thus 40 pictures taken for each
full experiment, for a total of 160 pictures. An image recognition algorithm is made using MATLAB that rec-
ognizes the position of the reference line and the edge of the moving object for each picture.

In Fig. 6.1a and 6.1b, two of those pictures can be seen for two different positions of the object. In the pic-
tures, a vertical red line is drawn on the position where the pixels are read out and where the measurement
with the digital calliper took place. In the graph below the pictures, the readout of that pixel line can be seen.
Coloured rectangles are placed at sections with high and low intensities, and these can be identified by their
colour in both the picture and the graph.

Points of interest are the reference line and the edge of the object. The reference line is placed at the red
square and can be seen as a peak in intensity at around pixel row 820 to 840. This reference line is at a constant
position throughout all pictures. The other point of interest, the edge of the moving object, is the transition
between the higher intensities of the ambient light at the blue rectangle and the darker area of the slider, the
green rectangle. This point changes with each new position of the slider. As explained at the beginning of this
section, only the position of the bottom edge of the moving object is measured.

6.2.1. Reference line
The position of the reference line in pixel position is found using the fact that it is always at roughly the same
position. All the pixel intensity values within a range of 50 pixels of pixel row number 810 are set to NaN. This

46
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(a) Picture of the main step number 7 with secondary step 1 and the in-
tensities of each individual pixel plotted in the graph for the green colour
layer.
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(b) Picture of the main step number 10 with secondary step 4 and the in-
tensities of each individual pixel plotted in the graph for the green colour
layer.

Figure 6.1: Two pictures of two separate positions of the object. The red rectangle is the intensity peak of the reference line. A dark object
was placed over the reference line when taking the picture for visibility of the intensity peak. The blue rectangle is the ambient light that
is captured by the camera between the moving object and the reference line. The green rectangle is the dark area of the moving object
and the purple rectangle the ambient light at the other side of the moving object. The rectangles are placed in the picture and their
corresponding position in the pixel intensity graph.

simplifies the entire graph as seen in Fig. 6.1a and 6.1b. To make it easy to recognize the reference line, a
dark object was placed above it and thus the reference line can be seen as a peak of the pixel intensities. The
peak is not constant in intensity, due to the variation of the ambient light. The ambient light is in some situ-
ations higher in intensity than the peak of the reference line, so selecting the maximum value does not yield
the same pixel every time. Another approached proved to be working correctly, namely to find the biggest
increase in pixel intensity within 3 pixels.

For all 40 pictures for each experiment, a position of the reference line is found. The results of the devel-
oped algorithm on the measurements are visualized in a box plot, seen in Fig. 6.2a and in a histogram, seen
in Fig. 6.2b. In the box plot, the red line indicates the median position and the size of the box indicates the
lower 25% and the upper 75% percentiles of the spread. The whiskers indicate the minimum and maximum
value of the found pixel position. The outliers are indicated by the individual red markers. From the box
plots, it can be seen that for experiment 1, 3 and 4 the spread of the points is so narrow that the box plot is
reduced to only a line with a few outliers. For experiment 2, the box is much larger due to another position
being found. This can be seen better in the histogram plot of experiment 2 in Fig. 6.2b. The actual position is
pixel number 823/824, but due to the sunlight shining into the camera in some pictures, an offset is created
leading to pixel number 837. The variation between each separate experiment is likely caused by a change
in the position of the camera, even though efforts were made to minimize this. The developed algorithm can
found in Appendix A, MATLAB code A.1.

6.2.2. Edge of moving object
The other point of interest is the edge of the moving object. In Fig. 6.1a and 6.1b this edge is the transition
between the blue and green rectangle. Pixels beyond the range of motion of the slider edge will be set to NaN
to avoid interference of those points. The algorithm for finding the edge of the moving object is in principle
the same as for finding the reference line. The biggest increase in pixel intensity within 3 to 5 pixels is the
edge of the moving object since the object is dark and the ambient light is much brighter. This gives accurate
results for the first motion steps. At later steps, the edge of the slider becomes visible and reflects the sunlight,
resulting in several intensity peaks, as can be seen in Fig. 6.1b between the green and blue rectangle. In the
algorithm, it is recognized when this happens and corrected for. The step size of each motion step in pixels
is calculated by taking the difference of the consecutive positions of the object edge. A consequence of cal-
culating the step size this way is that an offset of 1 pixel in locating the edge of the moving object will lead to
an error of 1 pixel of two calculated step sizes. This is because each position is used to calculate two step sizes.
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(a) The results of the algorithm for finding the pixel position shown in box
plot form. The red line is the median of the spread, with the box indicating
the size of the 25th to the 75th percentiles. The outliers are the red markers.
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Figure 6.2: The results of the algorithm for finding the position in pixels of the reference line shown in box plot form (a) and in histogram
form (b).

The results for each separate experiment can be seen in the box plots in Fig. 6.3. The box plot can be
interpreted the same as in section 6.2.1, where the red line is the median of the spread and the size of the
box indicate the lower 25% and upper 75% percentiles of the spread. The whiskers are different and are set
to indicate the 5% and 95% percentiles. The average and median step size is -13 pixels with 90% of the data
within the range of 11 to 15 pixels. The developed algorithm can be seen in Appendix A, MATLAB code A.2.
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Figure 6.3: Box plot of the result of the algorithm for finding the edge of the moving object. Since the position in pixels of the edge of
the object is different for every step, the result are shown in the form of the step size of each consecutive motion step. The red line is the
median and the average value of the step size for each experiment. The size of the box indicates the size of the 25th to the 75th percentiles
and the whiskers indicate the 5th to the 95th percentiles. The outliers are indicated by the red markers.

6.2.3. Pixel to mm conversion factor
With the position in pixels of the moving object and reference line known, the distance in pixels between the
edge of the object and the reference line can be calculated. The most common found point for the refer-
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ence line for each measurement is used. The distance in pixels is divided by the distance in mm to get the
conversion factor:

Conversion factor = Distance pixels

Distance mm
(6.1)

The conversion factor is calculated for all the measured steps and averaged between the four experiments.
The results can be seen in Fig. 6.4, plotted with one standard deviation. It can be seen that the uncertainty is
higher at the earlier steps. This is because the edge of the moving object is not clearly seen. At later steps, the
side of the slider becomes visible and the edge of the metal reference object can be identified more accurately.
The average conversion factor across the entire picture equals to 21.7 Pixels/mm.
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Figure 6.4: The conversion factor calculated for each measured step, with one standard deviation uncertainty plotted.

6.3. Simulation of the receiving fiber
Before the receiving fiber is placed in the PMMA plate, the received transmission of the receiving fiber can
be simulated using the camera’s vision of the light spot. A receiving fiber can be simulated by combining the
pixel values of a group of pixels, at the same position and the same size as the optical fibers. The fiber core is
1mm in diameter and the conversion factor is 21.7 Pixel/mm, as calculated in Fig. 6.4. The intensity of the
set of pixels will vary when the object moves over. The closer the receiving fiber is placed to the transmitting
fiber, the more light it will receive. This is because the light spot is at is brightest in the centre and slowly dies
out the further it will be from the centre.

Several positions of the receiving fiber and its transmittance can be seen in Fig. 6.5 below. The fibers are
all placed at the 180-degree position so, in this situation, the object covers the receiving fibers and the trans-
mitting fibers at the same time, as was schematically shown in Fig. 5.3a. The object moves from the bottom
to the top and reflects the light back towards the diffuser, creating regions of higher intensity at its position.
In Fig. 6.5 each simulated receiving fiber has its own colour. Its position in the light spot and its correspond-
ing transmission graph can be seen. The receiving fiber placed closest to the transmitting fiber has indeed
the highest intensity. The intensity is however constantly at the maximum value of 255 and no variation is
detected of the moving object. Similarly, when the receiving fiber is placed far away from the light source, for
instance 350 pixels (=12.6mm), the variation in low and high intensity is also low, as seen from the yellow line.

There is a visible transition between object not over the receiving fiber and object over the receiving fiber.
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Light spot with several simulated receiving fibers at 180° (exposure -5)
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Figure 6.5: On the left side, a picture of the light spot is seen, with several receiving fibers simulated at various distances to the trans-
mitting fiber (picture centre). The distance in pixels can be seen in the legend for each receiving fiber. On the right side, the simulated
transmission can be seen for each motion step of the moving object, moving from the bottom to the top. In the graph, the transmission
(average pixel brightness) is plotted against the known position of the object edge with respect to the point of measurement for each
measurement step. The point of measurement is in the middle between the receiving fiber and the transmitting fiber, as was explained
in section 5.1.1. Sections of high and low intensity can be seen in the graph, with a transition between the sections. The section of high
intensity means the object is fully over both the receiving and transmitting fibers. The section of low intensity means that the object has
no more influence on the light intensity at the position of the receiving fiber and is thus out of reach of the receiving fiber.

When the object is not over the receiving fiber, the intensity is low and when the object is over the receiving
fiber, the intensity increases. With the receiving fiber placed at the 180-degree position, this transition hap-
pens exactly when the edges of the object move over the transmitting and receiving fibers, at −15mm for the
top edge of the object and at 0mm for the bottom edge.

With other angles of motion of the object, which is similar to a different angular position of the receiving
fiber as was explained in section 5.1.1, different transitions can be expected. With the receiving fiber placed at
180 degrees, the object edge moves over both the transmitting and the receiving fiber at the same time. In Fig.
6.6 and 6.7, the angle of the receiving fiber is 135 and 90 degrees respectively. It can be clearly seen that the
transmission signal is different for each angular position of the receiving fiber. It is also noticed that instead
of one transition from low to high intensity, as in Fig. 6.5, two transitions occur. This is because the receiving
and transmitting fiber are not covered by the object at the same time, as was the case when the receiving fiber
is placed at the 180-degree position. The shift of each line for the different positions of the receiving fiber is
caused by the shift of the point of measurement, as this is dependant on the distance between the receiving
and transmitting fiber.

Light spot with several simulated receiving fibers at 135° (exposure -5)
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Figure 6.6: Similar situation as Fig. 6.5, but with the receiving fiber placed at the 135-degree position. It can be seen that instead of one
sharp transition from high to low intensity, the transition is smoother and consists of two steps. The point of measurement shifts for
each position of the receiving fiber, causing a shift in each line. This is because the point of measurement is dependent on the distance
between the receiving and transmitting fiber, as explained in section 5.1.1. The zero point on the x-axis is thus always in the middle
between the high and low intensity; in the middle between the receiving and transmitting fiber. Directly before and after the zero point,
the object edge crosses over the transmitting and receiving fibers respectively. Similarly, at −15mm, for the other edge of the object,
since the object is 15mm in diameter.
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Light spot with several simulated receiving fibers at 90° (exposure -5)
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Figure 6.7: Similar situation as Fig. 6.6, but with the receiving fiber placed at the 90-degree position.

The measurement reach of the receiving fibers is equal to the length of the transition between the low and
high intensity levels. From the figures it can be seen that this transition is dependant on the angle of motion
of the object. The shortest transition is at the angle of motion of 0 and 180 degrees and is roughly 4.2mm.
The longest transition is at the angle of motion of 90 and 270 degrees and is roughly 10mm. The larger the
relative distance between the receiving and transmitting fiber, as seen from the moving object, the longer the
transition is and thus the larger the measurement reach of the receiving fiber is.

6.3.1. Optimal placement of receiving fiber
As shown in the previous section, the height of transition between high and low intensity is dependent on the
distance between the transmitting and receiving fiber. A higher transition would allow for a better and clearer
distinction between the two intensity levels. It is thus desired to have a large difference between the high and
low intensity levels.

From the figures in the previous section, Fig. 6.5, 6.6 and 6.7, it can be seen that when the receiving fiber
is placed very close to the transmitting fiber, the transition goes to zero due to the low intensity level being
too high. It can also be seen that when the receiving fiber is placed far away from the transmitting fiber, the
transition also goes to zero, in this case, due to the high intensity level becoming too low. An optimum can
thus be found on the position of the receiving fiber that would give the largest transition between the two
intensity levels.

The way this is done is similar to the simulation as done in the previous section 6.3. Instead of simulating
with a 50 pixel difference between the receiving fibers, a difference of 5 pixels is taken between 50 to 350 pixels
from the centre of the transmitting fiber. This is equal to a distance of 2.3 to 16.1mm, using the conversion
factor of 21.7 pixels/mm as derived in section 6.2. The receiving fibers are also simulated on the angular po-
sitions between 180 and 90 degrees with a 1-degree step size.

Each simulated position of the receiving fiber has a different high and low intensity level. These levels
are found and subtracted from each other. An optimum position is found for different exposure settings of
the camera. For exposure setting -5, the optimum position was 250 pixels (=11.5mm) from the centre of the
transmitting fiber. For exposure setting -6 of the camera, the optimum position was 200 pixels (=9.2mm) from
the centre of the transmitting fiber.

What an actual receiving fiber will see can vary from the results of the described simulation. The camera
is placed at a different position and has a larger numerical aperture compared to the optical fibers. Experi-
menting with a large array of receiving fibers at different positions with small steps in between is not possible
due to the diameter of the optical fibers. Instead, the found optimal positions for the different exposure set-
tings resulting from the simulations are used, along with one position closer to the centre of the transmitting
fiber.

The results can be seen in Fig. 6.8 for a small part of the complete motion, with the receiving fiber at the
180-degree position. In the top graph, the transmission is shown with the receiving fiber placed 5mm from
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the transmitting fiber. In the middle graph, the distance between the fibers is 9mm and in the bottom graph
11.35mm. The lines in the graph show the experimental and simulated transmission into the receiving fiber.
The trend of the lines is similar in shape, but different in intensity compared to the received trends of the sim-
ulations. The transition between high and low intensity happens at the same point as in the simulation and
the difference between the two intensity levels is comparable to the differences resulted from the simulations.
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Figure 6.8: Three graphs of the receiving fiber placed at different distances from the transmitting fiber. The receiving fiber is at the 180
degree position. The three lines in each graph show the experimental and simulated transmission for the two different exposure levels.
The experimental transmission was captured by the second camera looking directly at the ends of the receiving fibers, as is shown in Fig.
5.2a.

Of the three tested distances, placing the receiving fiber 9mm away from the transmitting fiber gave the
largest difference between high and low intensity. This distance will be used for further testing of the trans-
mission for different angular placements of the receiving fiber. The experimental measurement reach of the
receiving fiber at this distance is the same as the simulated measurement reach given in the previous section
of 4.2mm to 10mm.

6.4. Comparison of the simulated vs experimental transmission
As explained in section 5.1.1, only one quarter of the circle of all angles of motion of the object is needed
to fully define all angles of motion of the object. It was also derived that a rotation of the receiving fiber is
equivalent to a different angle of motion of the object. Placing 90 different receiving fibers in the range of
90 to 180 degrees is however not possible due to the limited space available. Because of the limited space,
three receiving fibers will be placed at the 0-, 40- and 80-degree positions, all placed at a 9mm radius from
the centre of the transmitting fiber. This leaves half of the full light spot visible by the camera directly looking
at the light spot and thus allowing a comparison between the simulated and experimental transmission into
the receiving fiber.
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6.4.1. Combining measurements
Eleven experiments have been done where the experimental setup was fully taken apart and set back up
again. It was noticed that the coupling efficiency of the LED to fiber coupler was highly dependent on how
close the fiber end was placed to the LED. This caused an offset between the different measurements for both
the simulated and the experimental transmission. A segment of the full measurement can be seen in Fig. 6.9.
In the top graph each separate simulation can be seen, uncorrected for the offset caused by the LED to fiber
coupler. The offset is corrected by taking the average of a few points of each measurement that are in the low
intensity region and setting them equal. The results of the simulation corrected for this offset can be seen in
the bottom graph in Fig. 6.9.
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Figure 6.9: A section of the full motion for all eleven measurements. In the top graph the offset error is not corrected and differences in
intensity across the entire trend can be seen. In the bottom graph the offset is corrected and the variation between the measurements is
significantly reduced.

36 receiving fibers are simulated, spaced 2.5 degrees in between, across the range from 90 to 180 degrees.
The results for the simulation can be seen in Fig. 6.10 in the top graph. The angles 180, 140 and 100 degrees
are shown to compare with the results of the experimental transmission in the middle graph of the angles 0,
40 and 80 degrees. The shape of both graphs is similar as expected; however, in the simulated transmission,
an increase in the low intensity level for each angle of motion can be seen. It is not known what causes this,
as earlier in section 5.2.2, finding the full light spot showed a fully symmetric circle without any intensity
increase in one half of the spot. This offset is corrected for by setting the low intensity levels for all angles
equal to the low intensity level for the 180-degree position, as seen in Fig. 6.10 in the bottom graph. Each line
is the average of the eleven measurements that were done and the one sigma uncertainty is indicated by the
size of the marker on each point.

6.4.2. Data extrapolation
For the simulated transmission, 36 receiving fibers have been simulated at different angles between 90 and
180 degrees. The result of all the transmission trends at different angles in one surface plot can be seen in
Fig. 6.11a. The separate transmission trends for all angles are plotted after each other, creating a surface
of all possible transmission trends for the angles of motion between 0 and 90 degrees. A similar plot is also
created for the experimental transmission, however for this only three transmission trends at different angles
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Figure 6.10: The results of the simulated and experimental transmission into a receiving fiber for three angles of motion. The drawn
lines are the averages of the eleven measurements done, with one sigma uncertainty for each point indicated by the size of the marker.
In the top graph the result of the simulation can be seen for the angles 180, 140 and 100 degrees. In the middle graph, the result of the
experimental transmission can be seen, for the angles 0, 40 and 80. Due to the symmetry as explained in section 5.1.1, these result in
the same transmission trends. For an unknown reason, the entire intensity level increases for different angles. With this corrected for, as
shown in the bottom graph, the intensity trends match in shape.

are known, namely at 0, 40 and 80 degrees. The result can be seen in Fig. 6.11b, with one sigma uncertainty
shown for each data point.

With the transmission of one quarter of all the angles of motion known, the data can be extrapolated to
all angles of motion, as was explained in section 5.1.1. The transmission trends between 0 to 90 degrees are
equal to the trends from 180 to 90 degrees. The transmission trends from 180 to 360 degrees are mirrored
compared to the transmission trends from 0 to 180 degrees, with the plane of the mirror being in the centre
of the high intensity section. This is at position −7.5mm, when the centre of the object moves over the mea-
surement point since the object is 15.05mm in diameter. The result for both the extrapolated simulated and
the experimental transmission can be seen in Fig. 6.12. The top figures, Fig. 6.12a and 6.12b, the surface is
seen from the top. The black lines are of constant pixel intensity and the blue line are exactly in the middle of
the high intensity section. The boundary conditions for extrapolating the data are that from 89 to 91 degrees,
the blue lines must be constant and from 179 to 181 degrees, the black lines of constant intensity must be of
the same value.

The resulting dataset of both the simulated and experimental transmissions show the same transmission
trends. The transitions between the high and low intensity sections match; however, the intensities are dif-
ferent. This difference is caused by the fact that two different cameras are used for the simulated and the
experimental transmission.

The dataset has to be interpreted as follows: for every motion direction (angle of motion) of a rectangular
object and for all distances of the object edge to the measurement point, the intensity of the light that is
received by the receiving fiber is known.
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(a) The surface plot of the simulation, with 36 receiving fibers simu-
lated at different angles, spaced 2.5 degrees apart.

(b) The surface plot of the experimental transmission, created from
three receiving fibers placed at 0, 40 and 80 degrees. The one sigma
uncertainty of each point is indicated by the length of the markers.

Figure 6.11: Surface plots of all the simulated (a) and experimental (b) transmissions. The transmission trends for all angles are plotted
after each other creating a surface of intensity levels for both the distance of the object edge to the measurement point and the angle of
motion of the object.
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(a) The top view of the extrapolated simulated dataset. The black lines are
of constant intensity and the blue lines indicate the middle of the high in-
tensity section.
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(b) The top view of the extrapolated experimental dataset. The black lines
are of constant intensity and the blue lines indicate the middle of the high
intensity section.
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(c) The surface plot of the extrapolated simulation.
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(d) The surface plot of the extrapolated experimental dataset. One sigma
uncertainty is indicated by the length of the markers.

Figure 6.12: Surface plots of all the extrapolated simulated (a,c) and experimental (b,d) transmissions. The data as seen in Fig. 6.11
between 0 and 90 degrees is extrapolated to create an intensity plot for all angles of motion.
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6.5. Equation fitting
The fully extrapolated data from the previous section is made up out of a limited number of transmission
trends for the angles of motion. But next to this, it is also made up of discrete steps in the motion direction,
since the motion system is a non-continuous system. This means that there is an interval, or gap, between
the data points of each full motion range and angle of motion. By fitting a continuous equation into the data,
any possible angle of motion and distance of object edge to measurement point as input would give an in-
tensity as output. If successful, this can be inverted so that intensity as input would give an angle of motion
and object position as output.

Ideally, a two-dimensional equation is fitted into the full surface as seen in Fig. 6.12. The equation would
then completely describe the physics behind the data based on a hypothesis. The other option is to fit a one-
dimensional equation separately into the transmission trends for a single angle of motion as seen in Fig. 6.10.
With multiple equations fitted, the data can be combined and extrapolated again and its resulting surface
fitted by a smooth interpolant. The last method is done in this section.

6.5.1. Equation type
From the transmission trend lines in Fig. 6.10, two main intensity levels can be identified, namely a high and
low intensity level. The low intensity level indicates when an object is fully out of reach of the receiving fiber
and the high intensity level indicates when an object covers both the receiving and transmitting fibers, as
was explained in section 6.3. These intensity levels should be constant since no change should be observed
besides the transitions between the intensity levels. The observed intensity differences in these levels are
caused by the LED and the noise of the camera. An equation fit can filter out this noise.

Between the two intensity levels, two different shapes can be observed. The shape of the transition be-
tween low and high intensity is dependent on the angle of motion of the object and indicates when the re-
ceiving and transmitting fibers are covered by the edge of the object. At 0, 180 and 360 degrees, the edge of
the object covers both the receiving and transmitting fiber at the same time, causing a steep slope between
the intensity levels. The slope at these angles has the form of a single S-shape. At all other angles, the receiv-
ing and transmitting fibers are covered by the edge of the object separately, resulting in a double S-shaped
transition.

A mathematical function that has an S-shape between two constant levels is the Sigmoid function. The
base form of the function can be seen in equation 6.2. It is a smooth approximation of the Heaviside step
function, which is zero for negative inputs and one for positive inputs. The base form of the Sigmoid function
is also bound within zero and one.

S(x) = 1

1+e−x (6.2)

The Sigmoid function can be altered by adding some extra parameters in equation 6.2. The resulting equa-
tion will look like equation 6.3. In Fig. 6.13, the influence of changing the different parameters can be seen. d
changes the height of the base level of the function and a the second level. c shifts the function and b changes
the slope of the transition between the levels.

S(x) = a

1+e−b(x−c)
+d (6.3)

6.5.2. Fitting of experimental data
The extrapolated simulated and experimental transmissions follow the same trends. Since in the goal of this
thesis is to design a concept base of an edge detection sensor system with the use of optical fibers, only the
experimental data will be fitted.

One Sigmoid function can thus fully describe one transition. In the case of an angle of motion of 0, 180
and 360 degrees, two Sigmoid functions are needed, from the low to the high intensity level and one function
to return to the low intensity level. For all other angles of motion, four Sigmoid functions are needed, due to
the double S-shaped transition.
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Figure 6.13: Three versions of the Sigmoid function plotted for a = 10, b = [0.5;1;2], c = 5 and d = 5.

In equation 6.4, the double Sigmoid function can be seen and in Fig. 6.14a the fit can be seen. A few
simplifications can be made to the equation.

• The slope of the transitions is equal, b = b1.
• The low intensity levels are equal, a2 =−1.
• The moving object has a width of 15.05mm, thus c2 = c +15.05.

S(x) = a

1+e−b(x−c)

(
1+ a2

1+e−b1(x−c2)

)
+d (6.4)

In all other cases, four Sigmoid functions are needed to describe the full curve. The fits for angles of mo-
tion 40/140 and 80/100 can be seen in Fig. 6.14b and 6.14c respectively. In Fig. 6.15 the effects of the object
covering and leaving the different fibers is schematically shown for the transmission trend of the angle of
motion of 80 and 100 degrees. It can be seen that the transition from low to high and from high back to low
are different. This is because in the transition from low to high (−20mm to −10mm) the transmitting fiber is
covered first (red arrow), followed by the receiving fiber (black arrow), while at the transition from high to low
(−5mm to−7.5mm) the transmitting fiber is left first (red arrow), followed by the receiving fiber (black arrow).
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(a) Fit of the double Sigmoid from equation 6.4 into
the transmission data of motion angle 0/180 de-
grees.
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(b) Fit of the quadruple Sigmoid from equation 6.5
into the transmission data of motion angle 40/140
degrees.
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(c) Fit of the quadruple Sigmoid from equation 6.5
into the transmission data of motion angle 80/100
degrees.

Figure 6.14: Results of the Sigmoid fits into the experimental data of the receiving fiber placed at three different angles.

Four Sigmoid functions are thus needed to fully describe the data. In equation 6.5, the quadruple Sigmoid
function can be seen. Again, a few simplifications can be made to the equation.

• The slope of the transitions is equal, b = b3 and b2 = b4.
• The low intensity levels are equal, a4 =−1.
• The moving object has a width of 15.05mm, thus c3 = c +15.05 and c4 = c2 +15.05.

S(x) = a

1+e−b(x−c)

(
1+ a2

1+e−b2(x−c2)

)(
1+ a3

1+e−b3(x−c3)

)(
1+ a4

1+e−b4(x−c4)

)
+d (6.5)
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Figure 6.15: The transmission trend of the 80 and 100 degree angle of motion fitted with the quadruple Sigmoid function. The transition
from low to high intensity (−20mm to −10mm, dashed lines) differs from the transition from high to low intensity (−5mm to −7.5mm,
dotted lines). The red arrows indicate the section of the transition that is caused by the object covering the transmitting fiber and the
black arrows indicate the section of the transition that is caused by the object covering the receiving fiber.

The equations are all fitted in MATLAB using the non-linear and least-squares method. All the variables
a, c and d can be found visually using Fig. 6.13. The different values of b vary between 1.0 and 1.5.

6.5.3. Surface fitting
The resulting data fits of the transmission trends of the angles 0, 40 and 80 degrees can be extrapolated in a
similar way as done in section 6.4.2. The resulting surface plot can be seen in Fig. 6.16. The transmission data
is now continuous in the direction of motion of the object and it can be seen that the noise and measurement
errors have been filtered out. It is however not continuous for all angles of motion, since only three transmis-
sion trends of three different angles of motion are fitted.
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Figure 6.16: The resulting fits from Fig. 6.14 extrapolated to a full surface of intensities. The data set is continuous in the range of motion,
but not in the angle of motion.

The entire surface of intensities can be made continuous in both the angle of motion, as well as the motion
direction, by fitting a smooth interpolant into the surface as seen in Fig. 6.16. The resulting fit can be seen in
Fig. 6.17 and remains in the same shape as before, but now continuous in all directions.
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Figure 6.17: The partly continuous data set from Fig. 6.16 made fully continuous by fitting a smooth interpolant. Every possible intensity
level received by the receiving fiber can be traced back to the object position and angle of motion.

6.6. Conclusion
In this chapter all image processing and data manipulating steps needed to track a moving object using opti-
cal fibers were done. The moving object is tracked by the first camera, resulting in pixel shift for every motion
step. This shift in pixels is compared to the shift in mm from Chapter 5 to give the conversion factor of 21.7
pixel/mm. The conversion factor is used to find the optimal placement of the receiving fiber that followed
from a simulation. The results of the simulation of the receiving fiber and the actual experimental transmis-
sion into the receiving fiber were compared and showed matching behaviour. The measurement reach of an
individual receiving fiber is between 4.2mm and 10mm, dependant on the angle of motion of the moving ob-
ject. The limited amount of data points are extrapolated to form a complete surface of all possible intensities
transmitted into the receiving fiber for each angle of motion. The data is made continuous by fitting several
orders of the Sigmoid function into the data points.



7
Backwards calculations to object position

and angle of motion

With the fully continuous result of the previous chapter, the edge detection can be validated with the exper-
imental data, which is done in this chapter. Firstly, the observed intensity signals from one receiving fiber
are processed to validate the possibility of sensing distances with an optical fiber. After that, the signals from
multiple fibers are combined to define the angle of motion out of differences in intensities.

7.1. Data preparation
7.1.1. From pixel intensity to coverage percentage
In this thesis, only one set of receiving and measurement fiber is investigated; however, in a full sensor sys-
tem with many of these building blocks, the base intensity seen by a receiving fiber can slightly vary. The
continuous data set of the intensity level of the receiving fiber for all angles of motion of the object and for all
distances of the object edge to the measurement point from Fig. 6.17 can be altered so that the intensity level
goes from 0% to 100%. 0%, or near 0%, would indicate that the object is fully out of reach of the receiving fiber
and 100% would indicate that the object is fully over the receiving fiber. This can also be seen as a calibration
step for each building block of receiving and transmitting fiber. The resulting surface plot can be seen in Fig.
7.1.
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Figure 7.1: The surface plot from Fig. 6.17 with the pixel intensities on the z-axis swapped to intensity percentages.
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7.1.2. Object approach and departure
The dataset shown in Fig. 7.1 shows the full motion of an object across a receiving fiber. The transition from
low intensity to high intensity only occurs once: when the object is approaching the receiving fiber. This is
between −20mm and −7.5mm, and this transition is caused by the front edge of the object moving towards
the measurement point. This is schematically shown in Fig. 7.2a. If a change in intensity is observed by the
receiving fiber and the original intensity was low, the edge of the moving object is approaching and only the
half of the dataset from −20mm to −7.5mm needs to be taken into account.

Similarly, the transition from high to low intensity also only occurs once, when the object is fully covering
both the receiving and transmitting fibers (high intensity level) and moves away from the fiber set. This high
to low transition is between −7.5mm and 5mm and is caused by the back edge of the moving object. It is
schematically shown in Fig. 7.2b. Thus, if a change in intensity is observed by the receiving fiber and the orig-
inal intensity was high, the edge of the moving object is ’departing away’ and only half of the dataset, from
−7.5mm to 5mm, needs to be taking into account.
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Back edge

Object direction
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(a) The ’arrival’ of the object. The seen intensity seen by the receiving fiber is low
and increases when the front edge of the object moves closer towards the
measurement point.
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Object direction
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= Measurement point

(b) The ’departure’ of the object. The seen intensity seen by the receiving fiber is high
and starts to decrease when the back edge of the object moves closer towards the mea-
surement point.

Figure 7.2: The differences between arrival (a) and departure (b) of the edges of an object.

The full dataset from Fig. 7.1 can thus be separated into an ’approach’ section and into a ’departure’
section. This decreases the possible combinations of the angle of motion and object distance by half for a set
of subsequent intensity points of the receiving fiber.

7.1.3. Inverse data-matrix
The continuous dataset from Fig. 7.1 is made up of an interpolant function with object distance and angle
of motion as input, resulting in intensity as output. The function needs to be inverted so that intensity as
input would give multiple possible combinations of the angle of motion and object distance as output. The
interpolant function is however not invertible.

An alternative to the inverse of the function is to set up a data-matrix for all possible intensities. This is
done by calculating the intensities using the interpolant function for all angles of motion with a one-degree
difference and for all distances of the bottom object edge to the measurement point between −30mm and
15mm with a difference of 0.01mm. Any intensity level can then be given as input into the data-matrix,
resulting in an object position for all angles of motion. This is shown in Fig. 6.12a and 6.12b in the previous
chapter. In those figures, the black lines are at a constant intensity level for the ’approach’ and ’departure’ of
the object, showing that any intensity level will give an object position for all angles of motion of the object.
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7.1.4. Action plan
As explained in the previous section, any intensity level will give a range of possible positions of the object for
all angles of motion of the object. Various methods can be used to determine the actual position and angle of
motion of the object. One method is to measure in time, meaning that multiple subsequent intensity levels
will be combined, assuming a constant velocity of the object. This comes down to finding a range of intensity
points in Fig. 7.1, instead of finding only one intensity point. Measuring in time also allows the order in which
multiple receiving fibers are covered by the object to be used as information to determine the actual position
and angle of motion of the object.

Another approach to determine the actual position and angle of motion of the object is to look at the ob-
served intensity signals from multiple receiving fibers at the same time. Each receiving fiber will give a unique
intensity level, all leading to a range of possible positions of the object for all angles of motion. The actual
angle of motion and position of the object could be deduced since the real distance between each receiving
fiber and between their corresponding measurement points is known, due to their placement being fixed.

This thesis only looks at one set of transmitting and receiving fibers, as explained in the research objective
in section 1.4 and in section 4.1. The second method where the observed intensity signals from multiple
receiving fibers would be processed at the same time would be very suitable in the case of a large array of
transmitting and receiving fibers. However, to show the achievable resolution of only one set of transmitting
and receiving fibers, the first method will be done in this thesis.

7.2. Single fiber signal
In this section, the position and angle of the object are found only using the transmission signals of a single
receiving fiber. In section 7.3, the transmission signals from multiple receiving fibers will be combined.

7.2.1. Angle of motion
A range of points of subsequent intensity levels is needed to define the angle of motion of the object. Due to
the symmetry of the light spot, that was explained in section 5.1.1 and used to extrapolate the angles of mo-
tion between 0 and 90 degrees to a full range of motion between 0 and 360 degrees as done in section 6.4.2,
four different possible outcomes can be expected when looking at half of the full dataset from Fig. 7.1. Two
exceptions on this, is when the object is exactly at 0 or 180 degrees and exactly at 90 or 270 degrees, then only
two outcomes of the angle of motion are possible.

An example can be seen in Fig. 7.3. If the real angle of motion of the object is for instance 10 degrees,
an angle of motion of 170 degrees would give the exact same transition trend. Two other possible angles of
motion would be 190 and 350 degrees, with the only difference that instead of the transmitting fiber, the re-
ceiving fiber is reached first, causing a slight difference in the intensity trend.

The real angle of motion can not be determined out of these four possibilities with one single receiving
fiber. Multiple receiving fibers are thus needed to determine the angle of motion of the object.

7.2.2. From intensity to the position
Assuming the real angle of motion is known, the experimental data of all the measurements from section 6.4.1
can be used to determine the accuracy of a single receiving fiber. The received intensities of the experimental
data are given as input into the data-matrix, as was explained in section 7.1.3. In Fig. 7.4a the experimental
data can be seen for an angle of motion of 40 degrees, alongside the slice of the data-matrix at the 40-degree
angle of motion. For each intensity sample, the nearest intensity in the data-matrix is found, resulting in a
known position and angle, as can be seen in the figure.

An accuracy plot of all the experimental data of the intensities can also be made. This can be seen in Fig.
7.4b. The red line with the markers is the real distance that was measured with the digital calliper in section
5.3.1. In the figure, it can be clearly seen that when the low and high intensity levels are reached, the edge
detection becomes inaccurate. The reason this happens is that the differences in intensities near the low and
high intensity levels are very low. A small intensity difference can then lead to an error in the calculated posi-
tion.
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Figure 7.3: A schematic representation of the four possible outcomes when the real angle of motion is 10 degrees (big darker object). The
three other possibilities for the angle of motion are drawn smaller for visibility.
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Figure 7.4: Experimental data from section 6.4.1 is used as an input into the data-matrix from section 7.1.3. The resulting positions are
compared in (b) with the actual position found in section 5.3.1.

A minimum and maximum intensity value can be set as a threshold. When an intensity value is below the
minimum threshold, the edge of the object is out of reach of the receiving fiber. Similarly, when an intensity
value above the maximum intensity is observed, the edge of the object is also out of reach of the receiving
fiber. In Fig. 7.5a the same experimental data from Fig. 7.4a is used as input into the data-matrix. The thresh-
old for the maximum intensity is set to the maximum intensity level minus three times the standard deviation
of 3.7 in pixel intensity of all the experimental measurements. For the minimum intensity value, the threshold
is set to the minimum intensity level plus three times the standard deviation of the experimental measure-
ments. When these thresholds are reached, the calculated distance is set to a constant value, indicating the
object is out of reach. These values are −25mm when the intensity is below the minimum threshold and
−7.5mm when the intensity is above the maximum intensity threshold.

This also changes the accuracy plot from Fig. 7.4b to the plot seen in Fig. 7.5b. The number of points that
can be differentiated, the measurement reach of he receiving fiber, will become less when the thresholds are
set, however the overall accuracy increases. The algorithm for finding the positions is developed in MATLAB
and can be found in Appendix A, MATLAB code A.3.
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(a) The same situation as in Fig. 7.4a, but with the threshold values set.
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(b) The same situation as in Fig. 7.4b, but with the threshold values set.

Figure 7.5: To increase the accuracy of the edge detection system form Fig. 7.4, threshold values are set.

7.2.3. Accuracy in position
As was seen from Fig. 6.10 in the previous chapter, the transition trends between the two intensity levels de-
pends on the angle of motion. Each angle of motion between 0 to 90 degrees has a unique transition, which
is repeated three more times to form all 360 angles of motion. Only three receiving fibers, and thus only three
angles of motion, were experimentally tested, so only three accuracy plots can be made of those angles of
motion. In the previous section, the accuracy plot for the angle of motion of 40 degrees was already shown
(Fig. 7.5b). In Fig. 7.7b and 7.6b the accuracy plots for 80 and 0 degrees are shown respectively, along with
the visualization on how the position is calculated in Fig. 7.6a and 7.7a. The accuracy plots of the angles 0, 40
and 80 degrees are exactly the same as those of 180, 140 and 100 degrees respectively. The angles of motion
of 220 and 320 degrees differ only slightly to that of 40 degrees, similarly, the angles of motion of 260 and 280
degrees differ only slightly to that of 80 degrees.
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(a) Visualization of the experimental transmission data (green) as input
in the data-matrix (red) for the 0-degree angle of motion. The result is
the blue line. The found positions −25mm and −7.5mm indicate that the
threshold values have been reached.
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(b) Plot of all found positions, at the 0-degree angle of motion, using the
experimental transmissions vs the real position. The red line is the ideal
line.

Figure 7.6: The results of putting the experimental data of the 0-degree angle of motion into the inverse data-matrix.

As can be seen from the figures, the amount of data points that can be accurately traced back to a position
(the measurement reach of an individual receiving fiber) depends on the steepness of the transition between
the two intensity levels. For an angle of motion of 0 degrees, this transition is very steep and only four points
can be accurately calculated, using the same threshold of three times the standard deviation, as in section
7.2.2. The transition at an angle of motion of 40 degrees is much more spread out and 11 positions can be
accurately calculated.
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(a) Visualization of the experimental transmission data (green) as input
in the data-matrix (red) for the 80-degree angle of motion. The result is
the blue line. The found positions −25mm indicate that the low threshold
value has been reached.
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(b) Plot of all found positions, at the 80-degree angle of motion, using the
experimental transmissions vs the real position. The red line is the ideal
line.

Figure 7.7: The results of putting the experimental data of the 80-degree angle of motion into the inverse data-matrix.

The accuracy depends not only on the angle of motion but also on the position of the object. In Fig. 7.7b,
it can be seen that at a position of −15mm between the bottom object edge and the point of measurement
the accuracy drops. In Fig. 7.7a at the same position of −15mm, there is a small segment where the increase
in intensity is less. This is due to the large relative distance between the receiving and transmitting fibers,
as seen from the edge of the object. At 0 degrees, both fibers are covered simultaneously and the relative
distance is zero, but at an increased angle, the relative distance between the receiving and transmitting fibers
increases. At 90 degrees, this distance is maximal, namely 9mm, which follows from section 6.3.1. Decreasing
the distance between the receiving and transmitting fibers would avoid this issue.

The minimum and maximum standard deviation for tested angles of motion can be seen in Table 7.1.
The measurement reach of an individual receiving optical fiber is also given in the Table. It is calculated as
the measurement reach within minimum and maximum intensity thresholds for each angle of motion of the
object.

Maximum
standard deviation [mm]

Minimum
standard deviation [mm]

Measurement reach [mm]

0-degree angle of motion 0.11 0.058 2.25
40-degree angle of motion 0.54 0.14 5.9
80-degree angle of motion 1.2 0.11 7.2

Table 7.1: The standard deviations of the calculated positions with the experimental data as input into the data matrix set up in section
7.1.3.

7.3. Multiple receiving fibers
In section 7.2.1, it was explained that the angle of motion of the object can not be determined with only the
received signal from one receiving fiber. In this section, the signals of multiple fibers are combined so that
the real angle of motion of the object can be determined.

Three receiving fibers are minimally needed to determine the angle of motion of the object. Two receiv-
ing fibers would be sufficient in most cases; however, if the angle of motion is either 0 or 180 degrees, both
receiving fibers would be covered simultaneously, leading to two possible angles of motion. Another set of
receiving and transmitting fibers could solve this, but in this thesis, only one set of receiving and transmitting
fibers is investigated.
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Two possible cases will be investigated: the case when three receiving fibers are positioned around the
transmitting fiber and the case when four receiving fibers are positioned around the transmitting fiber.

7.3.1. Data fabrication
As shown in Fig. 5.4 from Chapter 5 and explained in section 6.4, due to the lack of space, only three receiving
fibers could be placed within the range of 0 to 90 degrees. This does also mean that the experimental trans-
mission data of only six angles of motion is known, namely 0, 40 and 80 degrees and due to the symmetry as
explained in section 5.1.1, also that of 180, 140 and 100 degrees. If the transmission data is reversed, as also
explained in section 5.1.1 and done in section 6.4.2, the experimental transmissions of 220, 240, 280 and 320
degrees would be received.

In the case when three receiving fibers are positioned around the transmitting fiber and the object moves
from the bottom to the top, the experimental transmissions of 0, 120 and 240 degrees are needed as input
for the inverse data-matrix from section 7.1.3. Similarly, when four receiving fibers are positioned around
the transmitting fiber, the experimental transmissions of 0, 90, 180 and 270 degrees are needed, all assuming
equal spacing of the receiving fibers. This does mean that the experimental transmission data of some of the
angles of motion that are needed for these cases are not known.

To solve this issue, white noise has been added to the fitted surface from Fig. 7.1 to all angles of motion.
This has been done twenty times, creating twenty different transmission datasets for all angles of motion. It
is made sure that the added noise led to similar accuracy plots and has comparable standard deviations as
seen in Table 7.1.

7.3.2. Three receiving fibers
As was explained in section 7.2.1, in most cases four possible angles of motion can be expected as output
from one receiving fiber. The order in which each receiving fiber will start to observe intensity differences
is used to determine the real angle of motion of the object. In this subsection, an example is given for the
case when three receiving fibers surround one transmitting fiber. The receiving fibers are spaced 120 degrees
apart, resulting in an equal spacing across the light spot. The placement of the receiving fibers around the
light spot can be seen in Fig. 7.8.

= Transmitting fiber
= Receiving fibers

Fiber 1,

Fiber 2,

Fiber 3,

Figure 7.8: Schematic representation of the light spot created by the transmitting fiber in the centre. The three receiving fibers are spaced
equally from each other, at 120 degrees apart. The number that each receiving fiber has been given can be seen in the figure.

The 0 degrees angle of motion is when the object is moving from the bottom to the top. The positive ro-
tation of the angle of motion is counter-clockwise, so the 180-degree angle of motion is when the object is
moving from the top to the bottom. The surface plot as seen in Fig. 7.1 is created with the receiving fiber at
the base position, which is at the position of fiber 1, as was explained in section 5.1.1. The other two fibers,
fiber 2 at 120 degrees and fiber 3 at 240 degrees will need to be shifted to the base position to get correct values
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of position and angle of motion using the inverse data-matrix from section 7.1.3.

In Table 7.2, the shifting of each fiber to the base position can be seen. The global angle of motion is be-
fore any shifting of the angles, so with fiber 1 at the base position. To shift fiber 2 to the base position, the
global angles need to be subtracted with 120 degrees, since fiber 2 is at 120 degrees, as can be seen in Fig. 7.8.
Similarly, fiber 3 needs to be subtracted with 240 degrees. The resulting local angles of motion of the object
for each fiber can be seen in the table, along with the corresponding global angle of motion of the object. The
order in which each receiving fiber is covered by the object for the different angles of motion can be seen in
the final column of the table.

Fiber 1 at
base position.

Fiber 2 at
base position.

Fiber 3 at
base position.

Global angle of motion
[degrees]

Local angle of
motion [degrees]

Local angle of
motion [degrees]

Local angle of
motion [degrees]

Order of fiber

330 to 30 330 to 30 210 to 270 90 to 150 3→1→2
30 to 90 30 to 90 270 to 330 150 to 210 1→3→2

90 to 150 90 to 150 330 to 30 210 to 270 1→2→3
150 to 210 150 to 210 30 to 90 270 to 330 2→1→3
210 to 270 210 to 270 90 to 150 330 to 30 2→3→1
270 to 330 270 to 330 150 to 210 30 to 90 3→2→1

Table 7.2: Algorithm behind finding the real angle of motion of the object, in the case of three receiving fibers. The number of the
fibers corresponds to its position as shown in Fig. 7.8. This table shows the general cases when the receiving fibers are not covered
simultaneously by the edge of the object.

Table 7.2, contains the general cases, so when each receiving fiber is covered at a separate instance. There
are also six cases in which two receiving fibers are covered simultaneously, these cases can be found in Table
7.3.

Global angle of motion [degrees] Order of fiber
30 3 + 1→2
90 1→3 + 2

150 1 + 2→3
210 2→1 + 3
270 2 + 3→1
330 3→1 + 2

Table 7.3: Special cases in the algorithm, when two of the receiving fibers are covered simultaneously by the edge of the object.

Example situation, global angle of motion of 160 degrees
In Fig. 7.9, the situation for an angle of motion of 160 degrees can be seen. Fiber 2 is covered first, then fiber 1
and lastly fiber 3. With this specific order, looking at Table 7.2, it is already known that the real (global) angle
of motion of the object lies between 150 to 210 degrees.

All receiving fibers measure the local angle of motion. Since fiber 2 is activated first, its signal will be also
analysed first. The correct local angle of motion for fiber 2 would be 40 degrees (160 global angle - 120 shift).
However, as explained in section 7.2.1, three other possible outputs of this specific angle of motion can also
be received. These are 140, 220 and 320 degrees. All these angles can be filtered out knowing the order at
which each receiving fiber is activated by the object, thus leaving out only the real local angle of motion of 40
degrees. The local angle of motion of the object can then be shifted back to the global angle of motion of the
object knowing the angle of fiber 2 of 120 degrees, resulting in a global angle of motion of 160 degrees.

Fiber 1 will be activated after fiber 2 and since fiber 1 is already at the base position, no shifts are needed
and the local angle of motion is equal to the global angle of motion. The correct output of fiber 1 would be
160 degrees. The three other possible outputs would be 20, 200 and 340 degrees. Using Table 7.2 again, it is
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= Transmitting fiber

= Receiving fibers

Fiber 1

Fiber 2

Fiber 3

Object direction

160 degrees

Figure 7.9: An example situation in the case three receiving fibers, for an angle of motion of 160 degrees. The order of the receiving fibers
is, in this situation: 2, 1, 3.

known that the real angle of motion lies between 150 and 210 degrees. The angles of motion of 20 and 340
degrees can thus be filtered out. This does however still leaves two possible angles of motion: 160 and 200
degrees. The reason that besides the real angle of motion also another angle of motion is still possible, is be-
cause a line of symmetry is within the range of 150 to 210 degrees. As was explained in section 5.1.1, there are
four lines of symmetry, at 0, 90, 180 and 270 degrees. When a line of symmetry is thus within a range as given
in Table 7.2, it is possible that the real angle of motion of the object can not be filtered out for each specific
fiber.

The real angle of motion of the object can still always be found since the first fiber that will be activated
never has a local range of angles that has a line of symmetry in it.

7.3.3. Four receiving fibers
To avoid the problem of having a line of symmetry within a range of possible angles, as was the case with
three receiving fibers around one transmitting fibers, four receiving fibers can be used. The four receiving
fibers are spaced 90 degrees apart to get and equal spacing between them. With fiber 1 at the base position of
0 degrees, the other fibers are at 90, 180 and 270 degrees, as is schematically shown in Fig. 7.10. All receiving
fibers are thus placed on a line of symmetry.

= Transmitting fiber
= Receiving fibers

Fiber 1,

Fiber 2,

Fiber 3,

Fiber 4,

Figure 7.10: Schematic representation of the light spot created by the transmitting fiber in the centre. The four receiving fibers are spaced
equally from each other, at 90 degrees apart. The number that each receiving fiber has been given can be seen in the figure.
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The 0-degrees angle of motion and the positive rotation of the angle of motion of the object is the same as
was described in the previous section for three receiving fibers. All the receiving fibers are again shifted to the
base position to define the local angles of motion of the object. The local angle of motion of fiber 1 is again
the same as the global angle of motion of the object. In Table 7.4 the shifting of each fiber to the base position
can be seen, along with the global angle of motion and the order of activation of the fibers. Table 7.5 shows
the eight special cases when two receiving fibers are activated simultaneously.

Fiber 1 at
base position.

Fiber 2 at
base position.

Fiber 3 at
base position.

Fiber 4 at
base position.

Global angle of motion
[degrees]

Local angle of
motion [degrees]

Local angle of
motion [degrees]

Local angle of
motion [degrees]

Local angle of
motion [degrees]

Order of fiber

0 to 45 0 to 45 270 to 315 180 to 225 90 to 135 4→1→3→2
45 to 90 45 to 90 315 to 360 225 to 270 135 to 180 1→4→2→3

90 to 135 90 to 135 0 to 45 270 to 315 180 to 225 1→2→4→3
135 to 180 135 to 180 45 to 90 315 to 360 225 to 270 2→1→3→4
180 to 225 180 to 225 90 to 135 0 to 45 270 to 315 2→3→1→4
225 to 270 225 to 270 135 to 180 45 to 90 315 to 360 3→2→4→1
270 to 315 270 to 315 180 to 225 90 to 135 0 to 45 3→4→2→1
315 to 360 315 to 360 225 to 270 135 to 180 45 to 90 4→3→1→2

Table 7.4: Algorithm behind finding the real angle of motion of the object, in the case of four receiving fibers. The number of the
fibers corresponds to its position as shown in Fig. 7.10. This table shows the general cases when the receiving fibers are not covered
simultaneously by the edge of the object.

Angle of motion [degrees] Order of fiber
0 4→3 + 1→2

45 4 + 1→2 + 3
90 1→2 + 4→3

135 1 + 2→3 + 4
180 2→1 + 3→4
225 2 + 3→1 + 4
270 3 + 4→1 + 2
315 4→1→3→9

Table 7.5: Special cases, when two of the receiving fibers are covered simultaneously by the edge of the object.

Example situation, global angle of motion of 160 degrees
The same example situation as from the case with three receiving fibers is done with four receiving fibers.
The situation for an angle of motion of the object of 160 degrees can be seen in Fig. 7.11. In this case, fiber 2
is covered first, followed by fiber 1, 3 and lastly fiber 4. In Table 7.4 it can be found that in this situation, the
real (global) angle of motion lies between 135 and 180 degrees.

The first activated fiber will again be analysed first, which is fiber 2 in this case. The correct local angle of
motion for fiber 2 would be 70 degrees (160 global angle - 90 shift). The three other possible outputs are 110,
250 and 290 degrees. Using Table 7.4, it is known that the real local angle of motion for fiber 2 lies between
45 and 90 degrees. All of the wrong possible angles of motions are filtered out, leaving only the correct local
angle of motion of the object at 70 degrees. The global angle of motion of the object can be found by shifting
the local angle of motion of the object back to the global angle of motion, knowing the position of fiber 2 of
90 degrees. This gives the correct global angle of motion of the object of 160 degrees.

All the other receiving fibers would also lead to only the correct local angle of motion of the object, and
thus the global angle of motion since no line of symmetry is within the ranges of angles as seen in Table. 7.4.
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160 degrees

= Transmitting fiber
= Receiving fibers

Fiber 1,

Fiber 2,

Fiber 3, Object direction

Fiber 4,

Figure 7.11: An example situation in the case four receiving fibers, for an angle of motion of 160 degrees. The order of the receiving fibers
is, in this situation: 2, 1, 3, 4.

7.3.4. Accuracy in the angle of motion
With the fabricated experimental data from section 7.3.1 and the method for finding the real angle of mo-
tion out of four possible angles of motion, the accuracy of the sensor concept in determining the angle of
motion can be calculated. A wrongly calculated angle can be identified by knowing at which quadrant the
real angle is supposed to be. The four quadrants are separated by the lines of symmetry at 0, 90, 180 and 270
degrees, as was explained in section 5.1.1. If the real angle of motion would be 160 degrees and 203 is found,
the angle is converted to its equivalent position in the correct quadrant, which would be 157 in the case of 203.

This is done for the twenty different datasets at various angles. In Fig. 7.12, the standard deviation can be
seen for the various angles of motion of the object. It is found that near the lines of symmetry of 0, 90, 180 and
270 degrees, the accuracy is higher. The uncertainty increases after a symmetry point to decrease again when
the next symmetry point is reached. The reason behind this is that at the lines of symmetry, the different
transmission trend for each angle of motion are more distinguishable from each other. In the middle of the
four segments, created by the lines of symmetry as seen in Fig. 7.12, the transition between each transmission
trend line is smoother and thus less distinguishable.
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Figure 7.12: Accuracy plot for finding the correct angle of motion of the object. The lines of symmetry are indicated by the vertical dashed
black lines. The one sigma uncertainty for finding various angles of motion of the object is indicated by the height of the red lines.
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7.4. Conclusion
In this chapter, the final step is done of the experimental validation of using optical fibers combined with a
diffuser as a method of tracking the edge of a moving object. An inverse data-matrix is set up of the contin-
ues dataset that resulted from the previous chapter. With this inverse data-matrix, any intensity level of a
receiving fiber can be given as an input resulting in a distance of the object edge to the point of measurement
for all angles of motion of the object. It is found that the measurement reach of the receiving fibers and the
uncertainty in the measured positions of the object edge vary for the different angles of motion of the object.
A sharp transition between the intensity levels limits the reach of the receiving fiber but increases the mea-
surement accuracy. On the other hand, a smoother transition between the intensity levels allows for a greater
reach of the receiving fiber, but at the cost of reducing the accuracy. The angle of motion of the object can be
deduced by combining the transmission signals from multiple receiving fibers around one transmitting fiber.
The order in which the receiving fibers are activated by the object is used as a filter to cross out the duplicate
angles of motion of the object. The measurement reach of a single optical fiber with thresholds for the maxi-
mum and minimum intensity values set lies between 2.25mm and 7.2mm, depending on the angle of motion
of the object. The one-sigma uncertainty in the position of this experimental setup for the novel measure-
ment concept lies between 0.06mm and 1.2mm, also depending on the angle of motion of the object. The
one-sigma uncertainty in the angle of motion of the object is on average 4.8 degrees across all angles.



8
Conclusion

In this thesis report, a concept for a design base for an edge detection sensor and tracking system with the use
of optical fibers is designed and experimentally tested. The starting point of this thesis was a previous design
concept made by a group of bachelor students [8]. Increasing the vision of the optical fibers that are used to
guide and distribute the vision of a camera across the measurement plane would significantly increase the
potential of their system. Increasing this vision of an optical fiber is set as the main goal of this thesis. This
chapter presents the final conclusions of the work done in this thesis.

8.1. Theoretical analysis
Out of the literature research followed two possible approaches to achieve an increased vision of the optical
fibers. One possibility was to make smart use of lenses to increase the numerical aperture of the optical fibers.
The conclusions that followed from the theoretical analysis are the following:

• The vision of an optical fiber can be easily increased in various manners, for example by simply placing
the optical fiber further away from the measurement plane.

• The vision of the optical fiber receiving the light (the receiving fiber) of a specific light source cannot be
increased with the use of lenses and is limited to its own diameter.

8.2. Experimental validation
The other approach to achieve an increased vision of the optical fibers was to use light diffusers. A light dif-
fuser spreads the light across its surface. If placed directly after a light source, it can act as an infinite number
of light sources. This avoids the limitation that the vision of the receiving fiber of a light source is limited to
its own diameter. The effect of a light diffuser on the vision of an optical fiber is experimentally tested.

The vision of the optical fiber is visualized by guiding light from a light source through the optical fiber.
The area of the created light spot is increased by two orders of magnitude when placing a 2mm thick diffuser
on top of the end of the optical fiber.

A second experimental setup showed that with the use of diffusers, the vision of an optical fiber is also
increased. A discrete motion system with a step size of 0.60mm is successfully implemented to simulate a
moving object in the measurement plane. The one-sigma uncertainty of this motion system is measured to
be around 0.05mm.

Different light intensity values are observed when an object is moving above the optical fiber. It is found
that the intensity level has two constant levels: a low intensity level, indicating that the object is out of reach
of the receiving optical fiber and a high intensity level indicating that the object is fully covering the receiving
optical fiber. A transition between these intensity levels is also observed, which is an improvement over the
past experimental setup without a light diffuser from the bachelor group that only observed the two intensity
levels [8]. This indicates that the vision of the receiving fibers has been successfully increased.
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The transition between the two intensity levels was found to be dependant on the distance between the
light source and the receiving fiber. A large transition would allow for a clearer distinction between the inten-
sity levels. An optimization is done to find the most optimal position of the receiving fiber, with the largest
possible transition for a particular diffuser type. The optimal distance was found to be 9.2mm. This distance
is dependant on the size of the light spot, which is in turn dependant on the following factors:

• Type of diffuser.

• Intensity of the light source.

• In the case of using a duplicate optical fiber as the source of light, the coupling efficiency between the
LED and the optical fiber.

The transition between the two intensity levels is also different for each angle of motion of the moving
object if the object is rectangular. Besides tracking the object this also allows for determining the angle of
motion of the object.

The one-sigma uncertainty in measuring the angle of motion of the object for this experimental design
concept is found to be on average 4.8 degrees across all angles. The one-sigma uncertainty in measuring
the distance of the object with respect to the constant measurement point is found to be anywhere between
0.06mm and 1.2mm, depending on the angle of motion. The measurement reach of a single optical fiber
with thresholds for the maximum and minimum intensity values set lies between 2.25mm and 7.2mm, also
depending on the angle of motion of the object. The factor of influence on the accuracy of the system is the
steepness of the transition between the high and low intensity levels. A sharp rising or dropping transition
increases the accuracy but decreases the vision of the optical fibers.

In conclusion, this research showed that light diffusers can be used to increase the measurement reach of
optical fibers. Different intensity levels observed by the optical fiber can be successfully traced back to object
position and object angle of motion.



9
Recommendations

This research is a follow up on previous research done by other students. The design concept for using optical
fibers can be further improved. In this chapter, some recommendations are given to even further increase the
potential of this sensor concept.

• Due to the COVID-pandemic at the time this research was done, most research had to be done at home.
This is not ideal for building and experimenting with an experimental setup. The consequence of this
is that the setup had to remain compact and portable and thus in this thesis only one building block
of a receiving fiber and a light source has been investigated. To unlock the full potential of the sensor
system, many building blocks can be combined. The separate results from each building block will
increase the accuracy of the total sensor system.

• Another consequence of the compact design is the manual discrete motion system. The motion system
itself proved to be quite accurate, but manually moving the object to the next position and taking a
picture was a very tedious process to do. It also took a lot of time to perform all the measurements. This
can be improved by integrating a continuous motion stage into the next experimental design for the
sensor system.

• If a design is made out of multiple building blocks, it could be interesting to look into the combination
of using different building blocks of a light source and receiving fiber. Higher accuracy can be achieved
when the transition between the high and low intensity levels is steeper. It might be beneficial to in-
tegrate some building blocks where the measurement reach of the receiving fibers is lower but more
accurate. This, combined with building blocks that have a larger measurement reach of the receiving
fibers could provide both accurate measurements as well as a large sensing area of the optical fibers.

• In this thesis, the method used to find the real position and angle of motion of the object was by mea-
suring in time the intensity signals of multiple receiving fibers. For a full-scale system made out of a
large number of building blocks, the other method proposed in section 7.1.4 might be more suitable.
Combining the intensity signals of multiple receiving fibers would also allow for live tracking of the
motion of the object.

• In this thesis, the average of the experimental data has been fitted with a one-dimensional equation,
followed by a two-dimensional interpolant fit. A more physical and better alternative would be to find
and fit a suitable two-dimensional equation into the experimental data. This also allows better filtering
of the measurement errors.

• The cameras used in this research are not the most ideal cameras. One camera suffered from significant
noise and both cameras will need to be able to handle higher framerates to capture and track a fast-
moving object.

• This research did not look into the integration of the sensor system into an air bearing. Some compro-
mises might have to be made in both the sensor and actuator system to achieve an integrated contact-
less handler.
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MATLAB codes

A.1. Algorithm for finding reference line

Listing A.1: Reference line finber

1 clear; close all;
2

3 %Loading in the desired picture
4 projectdir = 'C:\Users\TUDelft SID\Documents\MATLAB\Master\Thesis\Fotos\Setup ...

3\Referentie metingen';
5 affectivepictures = dir( fullfile(projectdir, 'Measurement071020_exp5_5_move*.tif'));
6 sortedaffectivepictures=natsortfiles({affectivepictures.name});
7 filenames = fullfile( projectdir, sortedaffectivepictures);
8 numFiles = length(filenames);
9

10 %Loading in the correction matrix for the image distortion
11 load('C:\Users\TUDelft SID\Documents\MATLAB\Master\Thesis\Data points\cameraParams.mat')
12

13 %Correcting the offcentre of the image: using found values from script
14 rowsToShift = 16;
15 columnsToShift = 53;
16

17 vertical_offset = 155; %offset where measurements and recognition takes place;
18 for K = 1 : numFiles
19 J = imread(filenames{K});
20 [Offcenter,newOrigin] = undistortImage(J,cameraParams);
21 I = circshift(Offcenter, [rowsToShift columnsToShift]);
22

23 %vertical line
24 x = [size(I,2)/2−vertical_offset size(I,2)/2−vertical_offset]; %left to right
25 y = [0 size(I,1)];
26 c = improfile(I,x,y);
27

28 % Calling the functions
29 [edge_calibrator(K), index_min(K)] = Finder_calibrator(c);
30 [LineValue(K), LinePixel(K)] = Finder_calibrationLine(c);
31 end
32

33 %The developed algorithm for finding the pixelposition of the reference line
34 function [LineValue, LinePixel] = Finder_calibrationLine(c)
35

36 red_diff = c(1:1081,1,1);
37 green_diff = c(1:1081,1,2);
38

39 starting_point = 780;
40 ending_point = 847;
41 green_diff(1:starting_point)=NaN; %the first part of the picture is always rising, so ...

ignore that part
42 green_diff(ending_point:1081)=NaN;
43
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44 %calculate difference between one point and another 10 further
45 interval = 3; %interval between the points
46

47 for L = 1+interval:length(red_diff)−interval %do not start at one, because of the ...
interval

48 Diff_difference(L) = green_diff(L)−green_diff(L−interval);
49 Diff_difference_tol3(L) = green_diff(L)−green_diff(L−interval+1);
50 Diff_difference_tol4(L) = green_diff(L)−green_diff(L−interval+2);
51 end
52

53 [Peak(1),index(1)] = max(Diff_difference); % [difference, index in original vector]
54 [Peak(2),index(2)] = max(Diff_difference_tol3);
55 [Peak(3),index(3)] = max(Diff_difference_tol4);
56

57 [edge_calibrator, index_tussen] = max(Peak);
58 index_max = index(index_tussen);
59 LineValue = edge_calibrator;
60 LinePixel = index_max;
61 end

A.2. Algorithm for finding the pixel location of the moving object

Listing A.2: Moving object finder

1 clear; close all;
2

3 %Loading in the desired picture
4 projectdir = 'C:\Users\TUDelft SID\Documents\MATLAB\Master\Thesis\Fotos\Setup ...

3\Referentie metingen';
5 affectivepictures = dir( fullfile(projectdir, 'Measurement071020_exp5_5_move*.tif'));
6 sortedaffectivepictures=natsortfiles({affectivepictures.name});
7 filenames = fullfile( projectdir, sortedaffectivepictures);
8 numFiles = length(filenames);
9

10 %Loading in the correction matrix for the image distortion
11 load('C:\Users\TUDelft SID\Documents\MATLAB\Master\Thesis\Data points\cameraParams.mat')
12

13 %Correcting the offcentre of the image: using found values from script
14 rowsToShift = 16;
15 columnsToShift = 53;
16

17 vertical_offset = 155; %offset where measurements and recognition takes place;
18 for K = 1 : numFiles
19 J = imread(filenames{K});
20 [Offcenter,newOrigin] = undistortImage(J,cameraParams);
21 I = circshift(Offcenter, [rowsToShift columnsToShift]);
22

23 %Vertical line
24 x = [size(I,2)/2−vertical_offset size(I,2)/2−vertical_offset]; %left to right
25 y = [0 size(I,1)];
26 c = improfile(I,x,y);
27

28 %Calling the functions
29 [edge_calibrator(K), index_min(K)] = Finder_calibrator(c);
30 [LineValue(K), LinePixel(K)] = Finder_calibrationLine(c);
31 end
32

33

34 function [edge_calibrator, index_min] = Finder_calibrator(c)
35

36 red_diff = c(1:1081,1,1);
37 green_diff = c(1:1081,1,2);
38

39 starting_point = 180;
40 ending_point = 780;
41 scratch = 623:625; %scratch in measurements 7 and 8 causes wrong readout
42 scratch2 = 711:715; %scratch in measurements 7 and 8 causes wrong readout
43 scratch3 = 760:769; %scratch in measurements 7 and 8 causes wrong readout
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44 sunlight = 448:450; %picture 6 in measurement 8 suffered from direct sunrays
45 green_diff(1:starting_point)=NaN; %the first part of the picture is always rising, so ...

ignore that part
46 green_diff(ending_point:1081)=NaN;
47 green_diff(scratch)=NaN;
48 green_diff(scratch2)=NaN;
49 green_diff(scratch3)=NaN;
50 green_diff(sunlight)=NaN;
51

52 %Calculate difference between one point and another 10 further
53 interval = 3; %interval between the points
54

55 for L = 1+interval:length(red_diff)−interval %do not start at one, because of the ...
interval

56 Diff_difference(L) = green_diff(L)−green_diff(L−interval);
57 Diff_difference_tol3(L) = green_diff(L)−green_diff(L−interval+1);
58 Diff_difference_tol4(L) = green_diff(L)−green_diff(L−interval+2);
59 end
60

61 [Peak(1),index(1)] = max(Diff_difference); % [difference, index in original vector]
62 [Peak(2),index(2)] = max(Diff_difference_tol3);
63 [Peak(3),index(3)] = max(Diff_difference_tol4);
64

65 [edge_calibrator, index_tussen] = max(Peak);
66 index_max = index(index_tussen);
67

68 %check to counter the effects of seeing the side of the slider
69 %%
70 tolerance = 15;
71 check2 = green_diff(index_max−tolerance:index_max);
72

73 tolerance2 = 4; %tolerance to find new minimum value near second peak
74

75 counter = 0;
76 difference_check = diff(check2);
77 for p = 1:length(difference_check)
78 if difference_check(p)≥50
79 counter = counter+1;
80 if (p−tolerance2)≤0
81 [antiPeak(counter),index_between(counter)] = min(check2(1:p));
82 index_check(counter) = p−tolerance2+index_between(counter)−1;
83 index_min_a(counter) = index_max−(tolerance−index_check(counter)+1);
84 else
85 [antiPeak(counter),index_between(counter)] = min(check2(p−tolerance2:p));
86 index_check(counter) = p−tolerance2+index_between(counter)−1;
87 index_min_a(counter) = index_max−(tolerance−index_check(counter)+1);
88 end
89 break
90 end
91 end
92

93 if counter≥1
94 index_min = index_min_a(1);
95 else
96 index_min = index_max;
97 end
98

99 end
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A.3. Using inverse data-matrix

Listing A.3: Object position and angle finder

1 %Calculations with smoothed fit;
2 clear; close all
3

4 %Load in data from images and fits
5 directory = 'C:\Users\TUDelft SID\Documents\MATLAB\Master\Thesis\New reflectance data\';
6

7 %Correct zero point object edge
8 load(fullfile(directory,'Dataset_Experimental_doubleFIT_Symmetric360.mat')) ...

%Double fitted data, symmetric 360 full angles 4501 length
9

10 %Other data
11 load(fullfile(directory,'data_full_experimentEXP.mat')) %Average data from ...

the experiment
12 load(fullfile(directory,'data_unavg_experimentFirst.mat')) %All data from the ...

experiment
13 load(fullfile(directory,'data_unavg_experimentFirstCorrected.mat')) %All data ...

from the experiment, Corrected
14 load(fullfile(directory,'data_unavg_experimentLast.mat')) %All data from the ...

experiment
15 load(fullfile(directory,'offset_experiFirst.mat')) %All data from the ...

experiment, offsets
16

17 %Data experimentation
18 datasetnu = Dataset_Experimental_doubleFIT_Symmetric360; %older 180 degree surface
19 datasetnu = datasetnu(:,1:181); %Half size dataset
20 datasetnuCirkel = Dataset_Experimental_doubleFIT_Symmetric360;
21

22 datasetnufirst = data_unavg_experimentFirstCorrected−offset_experiFirst;
23 datasetnulast = (data_unavg_experimentLast(:,:,[1 3:end]));
24

25 %Vectors for plotting
26 y_move = ones(4501,361);
27 y_move(:,1) = 15:−0.01:−30; %movement
28 y_move = y_move(:,1).*y_move(:,2:end);
29 y_move = [y_move y_move(:,1)];
30

31 x_angle = ones(4501,361);
32 x_angle(1,:) = 0:1:360; %hoek angle
33 x_angle = (x_angle(1,:)'.*x_angle(2:end,:)')';
34 x_angle = [x_angle; x_angle(1,:)];
35

36 %Set numbers for covered and not covered
37 [a, end_end] = min(abs(y_move(:,1)−(−25))); %choose end points for the mean and ...

find index
38 [a2, end_first] = min(abs(y_move(:,1)−(14)));
39 [a3, highestend] = min(abs(y_move(:,1)−(−9)));
40 [a4, highestfirst] = min(abs(y_move(:,1)−(−5)));
41 middlepoint = 2250;
42

43 CoveredFit = mean(datasetnu(highestfirst:highestend,:));
44 NotCoveredLastFit = mean(datasetnu(end_end:end,:));
45 NotCoveredFirstFit = mean(datasetnu(1:end_first,:));
46 DifferenceFit = CoveredFit−NotCoveredLastFit; %Difference between coverend and not ...

covered
47 DifferenceFirstFit = CoveredFit−NotCoveredFirstFit; %Difference between coverend and ...

not covered
48

49 maxcovered = min(CoveredFit);
50 maxnotcovered = max([NotCoveredLastFit' NotCoveredFirstFit']);
51 Margin = 1.1; %added margin for covered or notcovered findings for all angles
52 maxcovered = maxcovered/Margin;
53 maxnotcovered = max(maxnotcovered)*Margin;
54

55 %Set vectors for plotting surface plot
56 movementxreff = −7.6400:0.5975:30.6; %mm; distance reference to object
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57 ref2center = 14.25−2.2/2−0.25/2; %mm; line to outer center − width ...
center − width ref lie

58 movementxfull = movementxreff−ref2center; %mm; distance object to edge
59

60 angleFullEXP = [180:(−40):90 (80):−(40):0]; % Angular steps
61 angleFullEXPvarying = ones(size(movementxfull,2),size(angleFullEXP,2)).*angleFullEXP;
62 angleFullEXPvaryingCirkel = [fliplr(angleFullEXPvarying) ...

fliplr(angleFullEXPvarying)+180];
63

64 moveAngle = 4.5*ones(size(movementxreff,2),1).*sind(angleFullEXP);
65 movementxvaryingEXP = movementxfull'.*ones(length(movementxfull),size(moveAngle,2)) − ...

moveAngle;
66

67 %%%% Finding symmetry point For Correction (only if using half dataset)%%%%
68 drop = 40; % percentage point of fully covered per angle
69 pointdrop = DifferenceFit*drop/100;
70 point = ones(size(CoveredFit)).*120;
71

72 valuesdiffREXP = zeros(size(point)); positionsEnteringEXP = zeros(size(point));
73 valuesdiffEXP = zeros(size(point)); positionsLeavingEXP = zeros(size(point));
74 valuesdiffREXPCirk = zeros(size(point)); positionsEnteringEXPCirk = zeros(size(point));
75 valuesdiffEXPCirk = zeros(size(point)); positionsLeavingEXPCirk = zeros(size(point));
76 for L = 1:length(point) %angles 0 40 and 80
77 [valuesdiffREXP(L), positionsEnteringEXP(L)] = ...

min(abs(point(L)−datasetnuCirkel(1:2250,L)'));
78 [valuesdiffEXP(L), positionsLeavingEXP(L)] = ...

min(abs(point(L)−datasetnuCirkel(2250:end,L)'));
79 [valuesdiffREXPCirk(L), positionsEnteringEXPCirk(L)] = ...

min(abs(point(L)−datasetnuCirkel(1:2250,180+L)'));
80 [valuesdiffEXPCirk(L), positionsLeavingEXPCirk(L)] = ...

min(abs(point(L)−datasetnuCirkel(2250:end,180+L)'));
81 end
82

83 positionsLeavingfullEXP = positionsLeavingEXP+2250;
84 positionsLeavingfullEXPCirk = positionsLeavingEXPCirk+2250;
85 middleEXP = round(positionsEnteringEXP + ...

(positionsLeavingfullEXP−positionsEnteringEXP)/2);
86 middleEXPCirk = round(positionsEnteringEXPCirk + ...

(positionsLeavingfullEXPCirk−positionsEnteringEXPCirk)/2);
87 tussenstap = y_move(:,1:181);
88 middle_mmEXP = tussenstap(middleEXP);
89 middle_mmMeanEXP = mean(middle_mmEXP(1,:));
90 tussenstap2 = y_move(:,181:end);
91 middle_mmEXPCirk = tussenstap2(middleEXPCirk);
92 middle_mmMeanEXPCirk = mean(middle_mmEXPCirk(1,:));
93

94 linksEXP = tussenstap(positionsEnteringEXP);
95 rechtsEXP = tussenstap(positionsLeavingfullEXP);
96 linksEXPCirk = tussenstap2(positionsEnteringEXPCirk);
97 rechtsEXPCirk = tussenstap2(positionsLeavingfullEXPCirk);
98

99 %Create dataset from zero to 100% for displaying
100 minim = min(datasetnuCirkel(:));
101 newset = datasetnuCirkel−minim;
102 maximaal = max(newset(:));
103 keer = 100/maximaal;
104 newset0_100 = newset.*keer;
105

106 h = figure;
107 surf(x_angle(1:20:end,:), y_move(1:20:end,:), newset0_100(1:20:end,:)); shading interp
108 colormap(jet(50)); colorbar
109 grid on; zlim([0 100]); hold on
110 xlabel('Angle of motion [degree]'); ylabel('Object edge (bottom) to point of ...

measurement [mm]');
111 zlabel('Intensity percentage [%]')
112 set(gca,'FontSize',12,'FontWeight','demi')
113 title('Extrapolated fit of individual angles', 'FontSize', 14,'Interpreter', 'none');
114

115 %%%%Lines of constant intensity and middle position
116 plot3(x_angle(1:20:end,1:181), middle_mmEXP, ones(181,1).*240,'w*−', 'LineWidth', 3)
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117 plot3(x_angle(1:20:end,181:end), middle_mmEXPCirk, ones(181,1).*240,'w*−', ...
'LineWidth', 3) %above 180 degs

118 plot3(x_angle(1:20:end,1:181), ones(181,1)*middle_mmMeanEXP, ones(181,1)*240,'c*−', ...
'LineWidth', 3)

119 plot3(x_angle(1:20:end,181:end), ones(181,1)*middle_mmMeanEXPCirk, ...
ones(181,1)*240,'c*−', 'LineWidth', 3)

120 plot3(x_angle(1:20:end,1:181), rechtsEXP, ones(181,1).*240,'w*−', 'LineWidth', 3)
121 plot3(x_angle(1:20:end,1:181), linksEXP, ones(181,1).*240,'w*−', 'LineWidth', 3)
122 plot3(x_angle(1:20:end,181:end), rechtsEXPCirk, ones(181,1).*240,'w*−', 'LineWidth', 3)
123 plot3(x_angle(1:20:end,181:end), linksEXPCirk, ones(181,1).*240,'w*−', 'LineWidth', 3)
124 view(2); zlim([0 255])
125

126 %% Algorithm for finding position and angle
127

128 %%%%% Choose desired data points here %%%%%
129 hoek = 3; %1−2−3:: 0−40−80 degrees.
130 First_or_Last = 1; %First part
131 plotss = 1; %Plot visable fit
132 % plotss = 2; %Plot accuracy
133 % plotss = 0; %No plot
134 Fiber_amount = 1; Fiber_difference = 360/Fiber_amount; %If multiple fibers: plot not ...

accurate
135 beginpoint = 1; endpoint = 25; endpointlast = 40;
136 rng(2^32−2)
137 noiselevel = 0.01; SNRlevel = 10;
138

139 %Add noise to simulate multiple measurements
140 out = cat(3,awgn(datasetnuCirkel,noiselevel,SNRlevel), ...

awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel), ...
awgn(datasetnuCirkel,noiselevel,SNRlevel));

141 beginpointnew = 1; endpointnew = 2250; middle = 2100;
142 % skip = (endpointnew−beginpointnew)/25;
143 skip = 15; %not all datapoints, since would take too long
144 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
145

146 errormargin = 3.2*3.8; %Error of one SD from experimental values
147

148 Approach_angles = zeros(1,Fiber_amount);
149 if First_or_Last==1 %First part, loops are the same, dataset is different
150 hoeknumber = (hoek−1)*40+1; %Angle
151 % getalfull = zeros((endpointnew)/skip,Fiber_amount); %If start at index 1; ...

created data
152 getalfull = zeros(endpoint,Fiber_amount); %Real data
153

154 %Setting up matrix for RAM saving: only for if choosing created data
155 % indexFirst = zeros(size(getalfull,1),361); DifferFirst = ...

zeros(size(getalfull,1),361);
156 % indexLast = zeros(size(indexFirst)); DifferLast = ...

zeros(size(getalfull,1),361);
157 % Current_angle = zeros(1,size(out,3));
158 % foundangle_Total = zeros(size(out,3),Fiber_amount);
159 % foundangle_Entering_FirstSteps = zeros(size(out,3),Fiber_amount);
160 % foundangle_Leaving_FirstSteps = zeros(size(out,3),Fiber_amount);
161
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162 for groteloop = 1:size(datasetnufirst,3) %Real data
163 % for groteloop = 1:size(out,3) %Created data
164 datanummer = groteloop;
165 for Fiber = 1:Fiber_amount
166 Approach_angles(Fiber) = hoeknumber+Fiber_difference*(Fiber−1);
167 getalfull(:,Fiber) = datasetnufirst(beginpoint:endpoint,hoek,datanummer); ...

%Real data
168 %Created data::
169 % getalfull(:,Fiber) = ...
170 % ...

out(beginpointnew:skip:endpointnew,hoeknumber+Fiber_difference*(Fiber−1),datanummer);
171

172 location_Entering_edge = zeros(length(getalfull(:,Fiber)),size(out,2));
173 location_Leaving_edge = zeros(length(getalfull(:,Fiber)),size(out,2));
174 for getalstap = 1:length(getalfull(:,Fiber))
175 getal = getalfull(getalstap,Fiber);
176 if abs(getal−CoveredFit(hoeknumber))<errormargin
177 indexFirst(getalstap,:) = middlepoint;
178 indexLast(getalstap,:) = middlepoint;
179 location_Entering_edge(getalstap,:) = ...

y_move(indexFirst(getalstap,:),1);
180 location_Leaving_edge(getalstap,:) = ...

y_move(indexLast(getalstap,:),1);
181 elseif (getal−NotCoveredFirstFit(hoeknumber))<errormargin
182 indexFirst(getalstap,:) = end_first;
183 indexLast(getalstap,:) = end_end;
184 location_Entering_edge(getalstap,:) = ...

y_move(indexFirst(getalstap,:),1);
185 location_Leaving_edge(getalstap,:) = ...

y_move(indexLast(getalstap,:),1);
186 else
187 for hoekenn = 0:1:size(out,2)−1
188 [DifferFirst(getalstap,hoekenn+1), ...

indexFirst(getalstap,hoekenn+1)] = ...
min(abs(datasetnuCirkel(1:highestfirst,hoekenn+1)−getal));

189 [DifferLast(getalstap,hoekenn+1), ...
indexLast(getalstap,hoekenn+1)] = ...
min(abs(datasetnuCirkel(highestend:end,hoekenn+1)−getal));

190 end
191 location_Entering_edge(getalstap,:) = ...

y_move(indexFirst(getalstap,:),1);
192 location_Leaving_edge(getalstap,:) = ...

y_move(indexLast(getalstap,:)+highestend−1,1);
193 end
194 end
195

196 %Choosing angle with minimal difference
197 check = [0 40 80]+1; %check for experimental average
198 Current_angle(groteloop) = check(hoek);
199

200 %%%%%%%Finding the angle of motion; only for the created data%%%%%%%%
201 % findingAngleTotal =...
202 % sum(abs([location_Entering_edge(1:round(length(getalfull)/2)−1,:); ...
203 % location_Leaving_edge(round(length(getalfull)/2):end,:)]−...
204 % y_move(beginpointnew:skip:endpointnew, Approach_angles(Fiber))));
205 % findingAngleEnteringFirst = ...

sum(abs(location_Entering_edge−y_move(beginpointnew:skip:endpointnew, ...
Approach_angles(Fiber))));

206 % findingAngleLeavingFirst = ...
sum(abs(location_Leaving_edge−y_move(beginpointnew:skip:endpointnew, ...
Approach_angles(Fiber))));

207 %
208 % % Calculate differente between found range of points and all known ...

points for each angle of motion −−> the minimum value of
209 % % this difference is the found angle of motion
210 % findingAngleTotal = ...
211 % sum(abs([location_Entering_edge(1:round(length(getalfull)/2)−1,:); ...
212 % location_Leaving_edge(round(length(getalfull)/2):end,:)]−...
213 % y_move(beginpointnew:skip:endpointnew, :)));
214 % findingAngleEnteringFirst = ...

sum(abs(location_Entering_edge−(y_move(beginpointnew:skip:endpointnew, :))));
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215 % findingAngleLeavingFirst = ...
sum(abs(location_Leaving_edge−flipud(y_move(beginpointnew:skip:endpointnew, :))));

216 %
217 % [¬, foundangle_Total(groteloop,Fiber)] = min(findingAngleTotal);
218 % [¬, foundangle_Entering_FirstSteps(groteloop,Fiber)] = ...

min(findingAngleEnteringFirst);
219 % [¬, foundangle_Leaving_FirstSteps(groteloop,Fiber)] = ...

min(findingAngleLeavingFirst);
220 %
221 end
222

223 %Plots; uncomment and comment some lines when using the created data
224 if plotss == 1
225 figure;
226 plot(y_move(:,hoeknumber), datasetnu(:,hoeknumber), 'r−−')
227 hold on; grid on; ylim([0 255])
228 plot(movementxvaryingEXP(beginpointnew:endpoint, hoek), ...

datasetnufirst(beginpointnew:endpoint,hoek, datanummer), 'g*−')
229 plot(location_Leaving_edge(:,hoeknumber), ...

getalfull(beginpointnew:endpoint), 'b*−')
230 title(['Experimental data into data−matrix, angle ' ...

num2str(Current_angle(groteloop)−1) '\circ'])
231 ylabel('Intensity percentage [%]');
232 xlabel('Object edge (bottom) to point of measurement [mm]');
233 set(gca,'FontSize',12,'FontWeight','demi')
234 legend('Data−matrix', 'Real sample data', 'Sample into known, arrival', ...

'Sample into known, leaving')
235 elseif plotss == 2
236 % p2(groteloop) = plot(y_move(beginpointnew:skip:endpointnew, ...

hoeknumber), location_Entering_edge(:,hoeknumber)); %Created data
237 hold on; grid on
238 plot(movementxvaryingEXP(beginpoint:endpoint, hoek), ...

location_Leaving_edge(:,hoeknumber)) %Real data
239 title(['Accuracy plot arrival ' num2str(Current_angle(groteloop)−1) '\circ'])
240 xlabel('Real position of object edge to measurement point [mm]'); ...

ylabel('Calculated position [mm]')
241 set(gca,'FontSize',12,'FontWeight','demi'); ylim([−30 −5])
242 end
243

244 % sdcalc(:,groteloop) = location_Leaving_edge(:,check(hoek)); %Calculating ...
standard deviations

245 end
246

247 if plotss == 2
248 pideal = plot(movementxvaryingEXP(beginpoint: endpoint,hoek), ...

movementxvaryingEXP(beginpoint:endpoint, hoek), 'r*−'); %Firstpart
249 % pideal = plot(movementxvaryingEXP(beginpoint: end,hoek), ...

movementxvaryingEXP(beginpoint:end, hoek), 'r*−'); %Full
250 % legend(p2 );
251 legend(pideal,'Ideal line')
252 end
253

254 end
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