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Abstract

This report describes the modeling decisions made to contribute to the 11th Society of Petroleum En-
gineers Comparative Solution Project (the 11th SPE CSP) and the conclusions from participating. The
CSP includes three cases: 11A, a 2D lab-scale setup at surface conditions; 11B, an extended version
of the 2D 11A geometry at reservoir conditions; and 11C, a 3D extrusion of the 11B geometry over
an anticlinal-shaped curve. The impact of various modeling choices, such as gridding, discretization,
and time-stepping strategies on simulation results for both surface and reservoir conditions, are dis-
cussed. Results from the 11A surface conditions case are compared to the previous FluidFlower study
on which the CSP is based. A description of the DARTS framework for compositional simulation and the
thermodynamic and physical properties for surface and reservoir conditions utilizing Operator-Based
Linearization (OBL) is first given. Additionally, a unique approach to accurately representing injection
rates that approximates and adjusts mass flux is described. The required OBL resolution to accurately
capture the complex physics of the system at both surface and reservoir conditions is analyzed. Each
case has a defined reporting grid size (Cartesian) prescribed by the CSP. To make quality comparisons,
the models run on reporting grids of each case are used as baseline models against which all other
results are compared. This includes both computing performance and simulation results. The work
concludes with key takeaways, future recommendations, and the impact of the CSP on current and
future CO2 injection projects.
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1
Introduction

The development of geologic carbon storage (GCS) systems is of the utmost importance in decreas-
ing levels of atmospheric greenhouse gasses. In pathways modeled to limit warming to 2°C, global
cumulative CO2 stored via GCS ranges from 170-900 GtCO2 over the 80-year period from 2020-2100
[Int, 2023]. In the coming decades, this will require a substantial number of new GCS projects to per-
manently store captured CO2. This permanent storage depends on various trapping mechanisms that
are dependent on rock and fluid characteristics. One mechanism dependent on large-scale geologic
features is structural trapping where buoyant CO2 is held in place by geologic structures similar to the
trapping of oil and gas [Ajayi et al., 2019, Ringrose, 2020]. Other trapping mechanisms that are de-
pendent on small-scale rock-fluid characteristics exist. These include residual trapping where free gas
CO2 shares pore space with brine, but is trapped due to capillary forces, dissolution trapping where
CO2 is permanently stored dissolved within the aqueous brine, and mineral trapping where CO2 reacts
with chemical species within the reservoir to form solids that are then permanently trapped [Pruess and
Nordbotten, 2011, Fan et al., 2012, Delshad et al., 2013]. The mechanism that significantly enhances
the dissolution trapping is CO2 fingering. In this process, the less dense CO2 phase rests above a more
dense brine phase. At the interface between the two phases, mixing occurs due to diffusive forces. The
brine at the interface dissolves CO2 and becomes more dense. It creates instabilities where CO2-rich
brine sinks downwards and is replaced by new ’fresh’ brine to create convective currents that dissolve
CO2 and transport it downwards. These dense brine columns are referred to as fingers.

The dynamic behavior of CO2 during sequestration involves and is affected by several complex physical
phenomena and properties. These include but are not limited to buoyancy-driven convective migration,
the diffusion of CO2 within brine, reservoir heterogeneity, chemical interactions, and chemical alteration
of rock. Althoughmany analytical and semi-analytical approaches exist to represent the effects of these
phenomena and properties, the lack of geologically realistic input models that capture heterogeneity
hinders the usefulness of these models at time scales greater than 10-100 years and actual reservoir
spatial scales. It is also not feasible to represent all behaviors simultaneously at scale using analytical
or semi-analytical models. Numerical modeling is key to representing these effects simultaneously at
the scale of interest. However, even numerical modeling can only approximate dissolution trapping that
dominates in the reservoir at longer time scales (100s to 1000s years). This poses issues as modern
simulation approaches have several discrepancies between each other as seen in a benchmark study
by Nordbotten et al. [2012] that suggested that even for highly idealized problems, numerical simulation
tools cannot be used to model CO2 storage with satisfactory accuracy.

Since the Nordbotten et al. [2012] benchmark, numerical simulators have seen several improvements.
A more recent benchmark, the FluidFlower International Benchmark Study, attempted to reassess the
predictive capabilities of numerical simulators [Flemisch et al., 2023]. The benchmark used experi-
ments performed at lab scale and conditions [Fernø et al., 2024] as a basis for a double-blind study.
This benchmark demonstrated that the convective mixing process due to density differences can be
captured accurately in a qualitative sense. Quantitatively, large variations in results were observed
[Flemisch et al., 2023]. Although differences in each group’s numerical simulator played a role in these
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variations, differences in the interpretations of each group also played a significant role. The Fluid-
Flower benchmark did not explicitly define some structural features and constitutive properties, leaving
them open to interpretation. These included modeling choices for the solubility limit of CO2 in water,
constitutive relations such as capillary pressure, and specific gridding of the domain based on an image
[Nordbotten et al.]. The benchmark concluded that the observations are indicative of field-scale model-
ing while listing several realities that were not considered. For the soluble gas-water system at surface
conditions, the benchmark found that most simulators struggled with representing surface conditions
in reasonable run times due to issues with non-linear solvers [Flemisch et al., 2023].

A most recent benchmark, the 11th Society of Petroleum Engineers Comparative Solution Project (11th
SPE CSP), has been organized to provide a common reference case for numerical simulation of GCS.
The CSP is closely based on the Flemisch et al. [2023] benchmark and is designed to include 2D and
3D models at surface and field conditions. Within the benchmark, three cases exist: 11A, a laboratory
scale 2Dmodel that is very similar to the geometry from the Fernø et al. [2024] and Flemisch et al. [2023]
studies, but with some changes, 11B, an extended version of the 2D 11A geometry at field conditions,
and 11C, a 3D extrusion of the 11B geometry over an anticlinal-shaped curve at field conditions. The
CSP addresses complex realities such as geologic realism (Norwegian Continental Shelf), structural
heterogeneity, fluid complexities, and capillary forces. In this benchmark, no interpretation is required
from participating groups. The exact geometries of reservoirs are provided by the organizers. The CSP
also provides several physical and thermodynamic properties and governing equations to be used in
the benchmark. The goal of this benchmark is a direct comparison of numerical simulators, not the
participants’ ability to interpret the benchmark description. With the inclusion of all three cases at
different scales/conditions, the overall understanding of GCS storage can be greatly improved and
contribute to the development of future numerical simulators and actual GCS projects.

In this report, preliminary results for the SPE11 CSP will be described. The methodology of open-
darts, the numerical simulator used in this study will be described. This includes the mathematical
models used, the Operator-Based Linearization (OBL) approach used to linearize systems of equations,
physical and thermodynamic modeling choices, and a proposed approach to emulate injection wells.
Information related to the benchmark’s three cases will be described in the following chapter. Linear
solvers and changes from the solvers used in the FluidFlower benchmark will be described along with
an developed time-stepping strategy. The report will conclude with results for each simulation case, a
discussion of the results, and a conclusion with recommendations for future GCS modeling.



2
Methodology

2.1. Mathematical Model and OBL
In this study, it is assumed that fluid flow is governed by advective-diffusive multiphase multicomponent
formulation. The conservation equation for any species is written as

∂

∂t

ϕ

np∑
j=1

ρjsjxcj

+∇ ·

 np∑
j=1

xcjρjuj + sjρjJcj

+

nk∑
k=1

vckrk = 0 c = 1, ..., nc, (2.1)

where ϕ is porosity, ρj is phase density (kmol/m3), sj is phase saturation, and xcj is the the molar
fraction of component c in phase j.

For the energy conservation equation, advective and conductive heat flow including contributions from
rock and fluid are accounted for as

∂

∂t

ϕ

np∑
j=1

ρjsjUj + (1− ϕ)Ur

+∇ ·

 np∑
j=1

hjρjuj + κ∇T

+

nk∑
k=1

vekrk = 0, (2.2)

where Uj is phase specific energy (kJ/kmol), Ur is rock specific energy (kJ/m3), and κ is the combined
heat conduction term (kJ/day/K).

The velocity uj follows the multiphase flow extension of Darcy’s law which includes capillary and grav-
itational effects as

uj = −Kkrj
µj

(∇pj − γj∇z) , (2.3)

where K is the permeability tensor (mD), krj is the relative permeability of phase j, µj is the viscosity
of phase j (mPa·s), pj is the pressure of phase j (bars), γj = ρjg is the specific weight (N/m3) and z
is the depth vector (m).

Fick’s law is used to describe the diffusive flux Jcj of component c in phase j as

Jcj = −ϕDcj∇xcj , (2.4)

where Dcj is the diffusion coefficient (m2/day). Although not used in this study, the source term in the
kinetic reactions is a summation over the product of reaction rate rk (kmol/m3/day) and stoichiometry
vck of each kinetic reaction k. If applicable, the product of rk and associated reaction heat vek can be
used.

These nonlinear equations are discretized using a finite volume approach with a two-point flux approx-
imation and upstream weighting in space. A backward Euler approximation is used for time. The
result of the discretization is a system of highly nonlinear algebraic equations. The Operator-Based
Linearization (OBL) approach is used to linearize this system of equations [Voskov, 2017]. In this
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2.2. Thermodynamics and Physical Modeling 4

approach, pressure, temperature, and overall composition are used as state variables to rewrite the
governing equations 2.1, 2.2 in the form of state-dependent operators.

This is done by grouping all physical properties fully defined by thermodynamic state ω which transforms
the governing equations into the following form:

V ϕ0 [αc (ω)− αc (ωn)]−∆t
∑

l∈L(i)

np∑
j=1

[
Γlβl

cj (ω
u)∆Ψl

j + Γl
dγ

l
j (ω)∆χcj

]
+∆tV δc (ω) = 0, c = 1, ..., nc,

(2.5)

V ϕ0 [αef (ω)− αef (ωn)]−∆t
∑

l∈L(i)

np∑
j=1

[
Γlβl

ej (ω
u)∆Ψl

j + Γl
dγj(ω)∆χej

]
+∆tV δe (ω) + (1− ϕ0)V Ur [αer (ω)− αer (ωn)]

−∆t
∑
l

(1− ϕ0) Γ
l
dκrαer (ω)∆χer = 0,

(2.6)

where each operator represents a combination of physical properties and relations from the governing
system in equations 2.1 and 2.2 to capture complex physics and nonlinear terms.

The state-dependent operators are discretized in physical space within defined bounds assigned for
each model. This discretization can be uniform or non-uniform. For uniform discretization, the same
number of points are evenly spaced and assigned to all dimensions. In non-uniform discretization,
the number of points can differ between dimensions and point distribution can be refined near certain
values on each dimensional axis. In this study, the point distribution, referred to as resolution, is evenly
spaced along all dimensions, but the total number of points along the pressure axis is decreased in
most models.

Throughout a simulation, the operators and derivatives are evaluated by multi-linear interpolation using
current state variable values. The accuracy of the solution increases when more points are used to
parameterize while performance decreases as additional points must be generated [Khait and Voskov,
2017]. In both field and surface conditions, it is critical to have a sufficient OBL resolution to capture
the solubility behavior of CO2 in brine [Lyu and Voskov, 2023].

In general, a sufficient number can be assumed from experience with similar models, but to confirm
this, results from varying numbers of points must be compared. At a certain resolution, the increase in
accuracy is negligible when compared to the additional computational time. This resolution can then
be considered to be sufficient.

2.2. Thermodynamics and Physical Modeling
In this work, a binary system of H2O and CO2 is used. These components are distributed between an
aqueous phasewith no effects of salinity and a vapor phase. To solve the system of governing equations
fro thermodynamic equilibrium, a fugacity-activity model is applied in a negative flash procedure with
successive substitution [Michelsen and Mollerup, 2004]. The objective function of multiphase Gibbs
energy is given by

G∗ = G/RT =

np∑
j=1

nc∑
i=1

nij ln f̂ij , (2.7)

where nij is the number of moles of species i in phase j.

The material balance for each component is given as

xi0 +

np−1∑
j=1

vj (xij − xi0) = zv i = 1, ..., nc, (2.8)

where phase 0 is the reference phase. Mole fractions of each phase must sum to 1 which gives
nc∑
i=1

(xij − xi0) = 0, j = 1, ..., np − 1. (2.9)
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When calculating phase equilibrium, the material balance and fugacity constraints must be satisfied.
The equilibrium equations as given by Michelsen and Mollerup [2004] are

ln yi − lnxi = lnKil = lnϕj
i − lnϕk

i , l = 1, ..., np − 1. (2.10)

Because the model utilizes successive substitution, the material balance is solved using the Rachford-
Rice equation in an inner loop where fugacity coefficients are considered composition-independent,
while fugacities are updated in an outer loop. This weak dependence on composition results in rapid
convergence as shown in Michelsen [1982]. In this binary system, the Rachford-Rice equation is a
monotonically decreasing function within the negative flash window, so the inner loop can be directly
solved. To calculate fugacities for phase equilibrium, the Peng-Robinson equation of state [Peng and
Robinson, 1976] is used for the vapor phase, while an activity model is used for the aqueous phase
[Ziabakhsh-Ganji and Kooi, 2012].

The activity model has a direct expression in terms of pressure, temperature, and composition to solve
for activity and fugacity. For the Peng-Robinson EOS, the partial derivatives of the reduced residual
Helmholtz function F

F =
Ar (T, V,n)

RT
(2.11)

are used to calculate thermodynamic properties. In this fugacity-activity approach, the fugacity and its
derivatives are given as

ln φ̂i =

(
∂F

∂ni

)
T,V

− lnZ, (2.12)

(
∂ ln φ̂i

∂T

)
P,n

=

(
∂2F

∂T ∂ni

)
V

+
1

T
− V̄i

RT

(
∂P

∂T

)
V,n

. (2.13)

Properties directly used to capture thermal effects and phase mixing during CO2 injection include den-
sity and enthalpy, the latter of which is given as

H̄r
i (T, P,n)
RT

= −T

(
∂ ln φ̂i

∂T

)
P,n

. (2.14)

Using the a and b constants from the Peng-Robinson EOS, the Helmholtz energy for n moles of a
mixture is then given by

F =
Ar (T, V,n)

RT
= −n ln (1−B/V )− D (T )

RTB (δ1 − δ2)
ln

(
1 + δ1B/V

1 + δ2B/V

)
, (2.15)

where B denotes nbmix and D denotes n2amix for mixture parameters amix and bmix that replace pure
component parameters a and b from EOS. Terms δ1 and δ2 are given as

δ1 =
1

2

(
c+ 1 +

√
(c+ 1)

2
+ 4c

)
(2.16)

and
δ2 =

1

2

(
c+ 1−

√
(c+ 1)

2
+ 4c

)
. (2.17)

The system is housed in a thermodynamic library called ”darts-flash”. The results of which can be
seen in Figure 2.1 where mutual solubilities of CO2 and H2O, as well as density and viscosity for the
CO2 and aqueous phases can be seen ranging from surface conditions for 11A to field conditions for
11B and 11C. These properties are of critical importance to accurately represent the primary trapping
mechanisms for the benchmark’s timescale. Phase compositions have direct effects on both density
and viscosity, which in turn govern the migration path of the CO2 plume. Primarily in the 11A case
at surface conditions but also relevant for the field conditions of 11B and 11C, the density of CO2 will
determine the height of the column of vapor phase required to overcome the capillary entry pressure
of sealing layers. For dissolution trapping, the solubility of CO2 in water and the resulting density are
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the driving factors in gravity-induced currents that result in fingering patterns. These fingers account
for a majority of the CO2 trapped via dissolution.

All properties are highly dependent on pressure and temperature except for dissolved H2O in the CO2-
rich phase at field conditions. At high pressures, changes in pressure have little effect on solubility.
This is when the CO2 is in a dense phase. At low pressures, the CO2 is a vapor which leads to high
amounts of H2O within the CO2 phase. At low pressure, as pressure increases, the transition from the
vapor phase to the dense phase results in a steep drop in solubility.

Other effects of CO2 phase change can be seen in the density and viscosity curves of the CO2-phase
where sharp increases in density and viscosity can be seen at low pressures as the vapor transitions
to the dense phase. These sharp increases are more pronounced at lower temperatures as CO2

transitions into the liquid phase. At higher temperatures, this transition is to the supercritical phase
which results in more gradual changes.

(a) CO2 in aqueous phase (b) Density of aqueous phase (c) Viscosity of aqueous phase

(d) H2O in CO2-phase (e) Density of CO2-phase (f) Viscosity of CO2-phase

Figure 2.1: a Solubility of CO2 in the aqueous phase with data from Spycher et al. [2003] (triangle) and Koschel et al. [2006]
(circle), b brine density where solid curves are pure phase and dashed curves show CO2 saturated brine with data for CO2

saturated brine from Hnědkovský et al. [1996], c brine viscosity where solid curves are pure phase and dashed curves show
CO2 saturated brine with reference data for CO2-saturated brine from Bando et al. [2004], d solubility of brine in the

CO2-phase with data from Spycher et al. [2003], e CO2-phase density with data from Lemmon et al. [2023], and f CO2-phase
viscosity with data from Fenghour et al. [1998].

In the reservoir conditions of the 11B and 11C cases, thermal effects are included and introduce many
thermophysical interactions that must be taken into account. The formulation of enthalpy in equa-
tion 2.2 accounts for enthalpy changes as a result of these phenomena such as dissolution, evapora-
tion, phase changes, reactions, and those related to the Joule-Thomson effect. Figure 2.2 shows the
Joule-Thomson coefficient and mixing enthalpies for CO2 and H2O. Although the Joule-Thomson phe-
nomenon does not play a large role in this study, it is important to validate the related effects. Similar
to the density and viscosity of CO2, the steepest change at the phase transition occurs at low pressure
while increasing pressure results in a smoother drop. Additionally, accounting for enthalpy changes as-
sociated with the dissolution of CO2 or vaporization of H2O is critical for accurately representing phase
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behavior.

(a) Joule-Thomson coefficient for
CO2-phase

(b) Enthalpy of H2O vaporization (c) Enthalpy of CO2 dissolution

Figure 2.2: Thermal properties from phase EOS: Peng and Robinson [1976] for CO2 and Ziabakhsh-Ganji and Kooi [2012] for
H2O; a Joule-Thomson coefficient for CO2-phase with data from Lemmon et al. [2023] where the Joule-Thomson coefficient
can be calculated from the derivatives of the fugacity coefficient, b enthalpy of H2O vaporization, and c enthalpy of CO2

dissolution with data from Koschel et al. [2006].

For relative permeability and capillary pressure curves, a Brooks-Corey type model prescribed by the
CSP is used. In this model, the effects of hysteresis are not considered as it was considered of lesser
conceptual importance [Nordbotten et al., 2024b]. Normalized saturations are used

sw,n = max

(
sw − sw,imm

1− sw,imm
, 0

)
and sn,n = max

(
sn − sn,imm

1− sn,imm
, 0

)
, (2.18)

where sa,imm is the residual saturation of phase a below which the phase is immobile.

The relative permeability of a phase given as a function of saturation as

kr,a(sa) = (sa,n)
ca,1 , (2.19)

where the ca,1 exponent determines the non-linearity of the relative permeability curves. Figure 2.3
shows relative permeability curves for facies 5 for the 11B and 11C cases at reservoir conditions.

Figure 2.3: Relative permeability curves for facies 5, 11B and 11C case

For capillary pressure, the basic Brooks-Corey expression is given by

p̃cap(sw) = pentry · (sw,n)
− 1

c2 . (2.20)
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In this formula, pentry is the entry pressure of a rock facies. In the 11A case, pentry is independent of
any other variables. In the 11B and 11C cases, pentry is based on the Leverett J-scaling

pentry =

√
ϕ

kx
· 6.12 · 10−3 N

m
, (2.21)

where the constant of 6.12 · 10-3 is based on values used in core flood experiments [Abdoulghafour
et al., 2020]. For the non-wetting phase of CO2, it is possible that when the saturation is below sn,imm,
a non-wetting pressure may not exist as the phase will exist as disconnected bubbles. Although in this
case, kr,a is zero and flow calculations are not affected, it is important to resolve the lack of non-wetting
pressure for thermodynamic calculations.

An extended capillary pressure function that is valid for all saturations is given as

pcap(sw) = pcap,max · erf
(
p̃cap(sw)

pcap,max

√
π

2

)
, (2.22)

where pcap,max is a maximum capillary pressure for either surface or reservoir conditions. To create a
smooth transition from the capillary pressure curves to pcap,max, the error function is used. The capillary
pressure curves from equation 2.22 for reservoir conditions in the 11B and 11C cases are shown in
Figure 2.4. For the 11A case, capillary pressure at all saturations is defined by the pentry value for a
given facies. Using values from the curve using equation 2.22 resulted in unrealistic overpressuring of
the domain.

Figure 2.4: Capillary pressure for 11B and 11C reservoir conditions

In the development of density-driven fingering, gravitational instabilities at the interface between CO2-
saturated brine and pure brine are critical. These instabilities are heavily dependent on diffusion. From
[Riaz et al., 2006], diffusion coefficients can be used to determine finger onset time, tc, the time before
the first finger has formed, critical wavelength, λc, an indication of horizontal length scales required
to capture convective transport, and penetration depth of the diffusive boundary layer at the onset of
instability, δc, a metric that is compared to total reservoir thickness to determine the validity of the model.

For the model to be valid, the penetration depth must be significantly smaller than the thickness of
the reservoir. Using relationships between these two values and Rayleigh number, the constants for
critical time, tc, and critical wavenumber kc can be used to estimate general values of onset time and
critical wavelength for homogeneous, very idealized cases. These values can then be used to support
decisions related to grid cell sizes. Using tc = 146, a general estimation of onset time can be given as

tc = tc
ϕµ2D

(K∆ρg)
2 , (2.23)
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and using kc = 0.07, a general estimation for critical wavelength as

λc =
2πµϕ

kcK∆ρwg
, (2.24)

and penetration depth as
δc ≈

24µD

K∆ρwg
, (2.25)

where:

• ϕ: porosity (-)
• µ: viscosity (pa · s)
• D: diffusion coefficient (m2/s)
• K: absolute permeability (m2)
• ∆ρ: difference in density of CO2-saturated brine and pure brine (kg/m3)
• g: gravity constant

Values for critical time and critical wavelength used in Riaz et al. [2006] are 146 and 0.07 for tc and
kc respectively. However, Elenius et al. [2015] shows that usage of a capillary transition zone allows
critical time to range from 31-146 with the most refined solution resulting in a value of 70 while for critical
wavenumber, values ranged from 0.07 to 0.086 with the most refined solution being 0.08.

With constant diffusion assumed per phase, permeability is the largest determining factor for onset
time and critical wavelength. Within the ranges of conditions in most aquifers, other properties such as
viscosity and density vary little. Figures 2.5 and 2.6 show how an onset time and critical wavelength-
/penetration depth depend on permeability. These figures include the possible ranges of these curves
for the SPE11 conditions based on the highly idealized analytical solution.

Figure 2.5: Range of possible onset times based on the formula from Riaz et al. [2006] for various permeabilities at field
conditions. Ranges include maximum and minimum onset time based on ranges of constants from Elenius et al. [2015] and

small ranges of possible values for viscosity and density difference.
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Figure 2.6: Critical wavelength and penetration depth based on Riaz et al. [2006] for various permeabilities at field conditions.
Ranges include maximum and minimum onset time based on ranges of constants from Elenius et al. [2015] and small ranges

of possible values for viscosity and density difference

For all properties, physical and thermodynamic properties, the CSP defines governing equations and
constitutive laws. This includes many assumptions and correlations. The open-darts framework has
its own set of correlations. Table 2.1 shows physical and thermodynamic properties as well as what
correlations are given by the CSP and used in this study. For physical properties, this study uses the
recommended sources from the CSP. This includes conductivity, relative permeability, capillary pres-
sure, and diffusion coefficients. For properties related to thermodynamics and the numerical simulation
processes of open-darts such as density, viscosity, and enthalpy, correlations for each property and
phase with the inclusion of mixtures are used. The CSP assumes that mixture properties are that of
the pure phase except for water density for which open-darts and the CSP both use the correlation
from Garcia [2001]. Compared to the usage of pure phase properties, the inclusion of property models
that account for mixtures increases the accuracy of the compositional model. With these choices, this
study is in line with the goal of the CSP to compare different numerical simulators rather than groups’
interpretation of the reservoir domains, geometries, and rock properties.

2.3. Mass-Rate Approximation
Wells in all three cases of CSP are defined to inject by mass rate. Wells in open-darts can set controls of
pressure or volume rate. At surface, isothermal conditions, the requested mass rate can be reasonably
converted to an equivalent volume rate. However, at field conditions in non-isothermal models, bottom
hole pressure (BHP) can change with time. Bottom hole temperature (BHT) can also change with
time, but in the 11B and 11C cases, injection temperature is fixed. It is possible to define a mass
rate operator that takes pressure and temperature at the wells to calculate mass density, and then
CO2 volume based on that density. This approach was attempted but was computationally costly as
properties were evaluated at every time step. As a final solution, a mass-rate approximation removes
all well objects and directly adjusts the right-hand side (RHS) flux vector for cells in which wells are
perforated.

In this approach, the mass rate per day (kg/day) of a well is set as the value defined by the CSP. This
value is converted to mol/day of CO2. Because this operation occurs every time step, the mole rate
value is multiplied by dt to get additional moles from the previous time step. This value of moles is then
added directly to the RHS flux vector. For non-isothermal models, a second step is taken. In addition
to the CO2 flux update, enthalpy flux is also updated. This is done by calculating the energy associated
with the additional, injected moles of CO2 at BHP and BHT conditions. This additional energy is then
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Table 2.1: Sources for thermodynamic and physical properties used in open-darts and sources given by the SPE11 benchmark.
When [Lemmon et al., 2023] is given, values used are for pure phase only. For properties where a component is not explicitly

stated, properties for both components are from the same source(s)

Property Component open-darts SPE11

Density
CO2 Peng and Robinson [1976] Lemmon et al. [2023]
H2O Garcia [2001] Garcia [2001]

Viscosity
CO2 Fenghour et al. [1998] Lemmon et al. [2023]
H2O Islam and Carlson [2012] Lemmon et al. [2023]

Diffusion Coefficient - Nordbotten et al. [2024a]
& Fernø et al. [2024]

Nordbotten et al. [2024a]
& Fernø et al. [2024]

Enthalpy
CO2 Peng and Robinson [1976] Lemmon et al. [2023]
H2O Ziabakhsh-Ganji and Kooi [2012] Lemmon et al. [2023]

Conductivity - Lemmon et al. [2023] Lemmon et al. [2023]

Relative Permeability - Nordbotten et al. [2024a]
& Fernø et al. [2024]

Nordbotten et al. [2024a]
& Fernø et al. [2024]

Capillary Pressure - Nordbotten et al. [2024a]
& Fernø et al. [2024]

Nordbotten et al. [2024a]
& Fernø et al. [2024]

added to the RHS vector index for energy to account for the added CO2.



3
Benchmark Information

3.1. Provided Information
A standard geometry was provided by the CSP to all participating groups. For meshing and grinding
purposes, this information was provided in the form of a GMSH file. All other information discussed in
this chapter including physical properties was provided in the CSP description from Nordbotten et al.
[2024b]. This was done to remove interpretation from the benchmark to allow for direct comparisons
of the capabilities of participating groups’ numerical simulators. This differs from the previous Fluid-
Flower benchmark which required participants to make several interpretations and decisions related to
geometry as well as those related to numerical modeling.

3.2. SPE 11A
The geometry used for the 11A case is a simplified version of that described in Nordbotten et al. [2024a]
and was designed to be representative of the reservoirs on the Norwegian Continental Shelf of the North
Sea. The domain has a height of 1.2 m and a length of 2.8 m while maintaining a uniform thickness
of 1 cm. A sketch of the geometry can be seen in Figure 3.1. The geometry contains an anticlinal
structure, where CO2 is expected to accumulate within facies 5 under facies 1, one sealing fault zone,
two highly permeable fractures, two wells, and two pressure observation points. These observation
points are located in the sealing layers above the injection points and provide information related to
seal integrity. The setup also contains three boxes: A, B, and C, for data reporting and comparison
between benchmark submissions. The coordinates of boxes, wells, and observation points can be
seen as:

• Box A: Bottom left (1.1, 0.0), top right (2.8, 0.6)
• Box B: Bottom left (0.0, 0.6), top right (1.1, 1.2)
• Box C: Bottom left (1.1, 0.1), top right (2.6, 0.4)
• Well 1: (0.9, 0.3)
• Well 2: (1.7, 0.7)
• Pressure Observation Point 1: (1.5, 0.5)
• Pressure Observation Point 2: (1.7, 1.1)

The 11Amodel is considered isothermal at 20°C with pressure at atmospheric conditions. For boundary
conditions, the left, right, and bottom boundaries are impermeable. The top boundary is considered
a constant pressure boundary in contact with pure water at a pressure of 1.1 bar. The 11A model is
considered isothermal at 20°C. The model is initialized as a water-filled medium at rest.

12
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Figure 3.1: Sketch of geometry for 11A from Nordbotten et al. [2024b]

In the geometry description, there are seven facies: one representing the sealing characteristics of
shale, five permeable sands, and one impermeable bedrock. Properties are consistent with those
measured in laboratory setups Nordbotten et al. [2024a], Fernø et al. [2024] and can be found in Table
3.1 for properties that vary between facies, and Table 3.2 for properties that do not vary between the fa-
cies. For facies 7, permeability and porosity were set to 1 · 10-18 m2 and 1 · 10-3 [-] respectively. Having
non-zero values in these properties would cause issues for convergence within the model. Similarly,
gas entry pressure for facies 7 was not defined in the details of the benchmark. As it is necessary to set
a value for entry pressure in the model for each facies, the entry pressure for facies 7 was set to 0.1 Pa.
This is the lowest value of all facies. A small value was chosen as entry pressure did not affect CO2

entering the facies due to the very small values given for permeability and porosity. Values larger than
what was assigned led to abnormally high capillary pressures within the facies, which then extended
pressure outside the established OBL range. As the last undefined value, immobile wetting saturation
for facies 7 was set to 0.0. As no CO2 entered the facies, this value was irrelevant. It should be noted
that setting the cells assigned to facies 7 to ’inactive’ (ACTNUM = 0) is possible. This was avoided to
maintain consistency with 11B and 11C which benefit from facies 7 being active for thermal boundary
condition purposes.

After the model is initialized, Well 1 begins injection at t = 0. At t = 2.5 hours, Well 2 is begins injection.
At t = 5 hours, both wells are shut in. This is followed by a monitoring period from t = 5 hours until t =
5 days where the flow and transport of CO2 is monitored. Both wells inject at a rate of 1 · 10-7 kg/s. At
20°C and 1.1 bar, this corresponds to a volumetric rate of ~5 cm3 per minute.

3.3. SPE 11B
The 11B case is extruded and scaled based on the 11A case to represent reservoir conditions typical
of the Norwegian continental shelf subsurface. A sketch of the 11B geometry can be seen in Figure
3.2. In the vertical direction, the reservoir is scaled to 1000 times the size of 11A (1200 m) while in
the horizontal direction, the 11A model is scaled by a factor of 3000 (8400 m). To allow for three-
dimensional volumes within the reservoir, thickness is increased from 1 cm to 1 m. The locations of the
wells, pressure observation points, and reporting boxes have all been scaled using the same values
and can be seen as:

• Box A: Bottom left (3000, 0), top right (8300, 600)
• Box B: Bottom left (100, 600), top right (3300, 1200)
• Box C: Bottom left (3300, 100), top right (7800, 400)
• Well 1: (2700, 300)
• Well 2: (5100, 700)
• Pressure Observation Point 1: (4500, 500)
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Table 3.1: Properties for 11A that differ across facies

Isotropic
Intrinsic

permeability
k
[D]

Porosity
ϕ
[-]

Immobile
wetting phase
saturation
sw,imm

[-]

Gas entry
pressure
pentry
[Pa]

Diffusion
constants

Dw

[m2s-1]

Diffusion
constants

Dg

[m2s-1]

Facies 1 41 0.44 0.32 1500 10-9 1.6 · 10-5

Facies 2 507 0.43 0.14 300 10-9 1.6 · 10-5

Facies 3 1013 0.44 0.12 100 10-9 1.6 · 10-5

Facies 4 2027 0.45 0.12 25 10-9 1.6 · 10-5

Facies 5 4053 0.43 0.12 10 10-9 1.6 · 10-5

Facies 6 10133 0.46 0.10 1 10-9 1.6 · 10-5

Facies 7 0.0 0 N/A N/A 0 0

Table 3.2: Properties for 11A that are constant across facies

Immobile gas saturation sn,imm [-] 0.10
Max capillary pressure pcap,max [Pa] 9.5 · 104

Shape exponent capillary pressure c2 [-] 2
Shape exponent relative permeability ca,1 [-] 2
Dispersivity E [m] 10-2

• Pressure Observation Point 2: (5100, 1100)

It should be noted that the reporting boxes do not extend to the horizontal boundaries like in the 11A
case. This is due to data reporting and volumetric boundary conditions that will be later discussed in
further detail.

Figure 3.2: Sketch of geometry for 11B from Nordbotten et al. [2024b]

For initial and boundary conditions, it is assumed that the top of the reservoir has a depth of 2000 m.
This depth is used to establish initial conditions for pressure and temperature. The temperature at the
bottom of the geometry is initialized at 70°C with a thermal gradient of 25°C per 1 km in effect as:

sw = 1, χH2O
w = 1, ua = 0 and T (x) = Tgeo(z) (3.1)

Tgeo(x) = 70− 0.025z (3.2)

with z being the vertical coordinate of a cell with the origin at the bottom left corner of the geometry.

Initial conditions for the model are set 1000 years before injection begins i.e. t = -1000 years. For this
model, the reservoir is filled with water with temperatures assigned using the gradient in Equation 3.2.
For initializing pressure, the center of Well 1 is set to a pressure of 300 bars with all other cells using
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a hydrostatic gradient of 0.9775 bar per 10 m. As brine density varies slightly along the 1200 m depth
of the reservoir, values of brine density from the top and bottom of the geometry, 991.74 and 1001.16
kg/m3 were averaged to result in the used hydrostatic gradient.

This gradient is also used to regulate a temperature boundary condition along the lengths of the top
and bottom boundaries. This condition exists to simulate thermal gradients from overburden and un-
derburden layers. In this condition, temperature in cells xB along the top and bottom boundaries are
held constant according to their depths as:

T (xB) = Tgeo (xB) . (3.3)

The left and right boundaries are considered to be insulating:

n · ∇T = 0. (3.4)

All four boundaries are considered no-flow boundaries. As previously mentioned, the 11B case includes
volumetric boundary conditions in the form of modifications of pore volume. Based on the benchmark
description, this modifier exists along the left and right boundaries where each boundary cell has an
additional pore volume that is proportional to surface area against the boundary, ℓ, that is applied to
cells based on:

• ℓB(xB) = 5 · 104m for xB on the left and right boundaries, within facies 2-5,
• ℓB(xB) = 0m for xB on the left and right boundaries, within facies 1 and 7,
• ℓB(xB) = 0m for xB on the top and bottom boundaries.

A simplification based on input conditions wasmade for this investigation. An additional volume, ℓB(xB),
with a value of 5 · 104m per m2 of boundary surface area was used for all cells on the left and right
boundaries. This includes corner cells that are on both a side and a top or bottom boundary as well as
cells in facies 1 or 7 that by definition should not contain an extra volume. The result of this simplification
is limited to an initial increase in the total volume of CO2 that is within seals (facies 1). As all cells are
initialized with a non-zero saturation of CO2, a multiple-order magnitude increase in pore volume will
result in a larger quantity of CO2 in the sealing layer along the boundaries at initialization. This additional
mass is not substantial (~0.83 kg) when compared to the total mass of CO2 in sealing facies across
the time of investigation where the total mass of CO2 in all sealing layers quickly reaches values in the
order of 100s of tons.

The final boundary condition is an internal boundary condition. While injecting, a well is set to a fixed
temperature, 10°C. This boundary condition is applied to the cell where the well is located and is only
applied while a well actively injecting as:

T (xj) = Twell if Qj > 0

∇T · n = 0 if Qj = 0.
(3.5)

As the reservoir has been moved to subsurface conditions, the facies properties have been updated.
Because the 11B case is a thermal model, a variety of new properties have been introduced and can be
seen in Table 3.3 for properties that vary between facies and Table 3.4 for properties that are constant
in all facies. Like in the 11A case, properties for facies 7 were assigned as non-zero values that mimic
the impermeable, non-porous qualities of the unit. The existence of facies 7 in subsurface conditions
is important for capturing the correct thermal behavior unlike in the surface condition 11A case where
cells representing facies 7 could be removed while not increasing the complexity of the model.

In the 11B case, horizontal permeability utilizes the defined full facies permeability seen in Table 3.3
while a vertical anisotropy ratio defined in equation 3.6 is used for permeability in the vertical direction.
This anisotropy ratio is defined by the CSP and is used by all groups participating.

k(x) =
( kh(x) 0

0 0.1 kh(x)
)
. (3.6)

For well injection protocol, both wells are inactive during the initialization period of 1000 years. Well 1 is
active from t = 0 until t = 50 years. Well 2 begins injection at t = 25 years and continues to inject until t =
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Table 3.3: Properties for 11B and 11C that differ across facies

Isotropic
Intrinsic

permeability
k

[md]

Porosity
ϕ
[-]

Immobile
wetting phase
saturation
sw,imm

[-]

Rock heat
conductivity

κs

[W m-1K-1]

Diffusion
constants

Dw

[m2s-1]

Diffusion
constants

Dg

[m2s-1]

Facies 1 0.101 0.10 0.32 1.90 10-9 2 · 10-8

Facies 2 101 0.20 0.14 1.25 10-9 2 · 10-8

Facies 3 202 0.20 0.12 1.25 10-9 2 · 10-8

Facies 4 507 0.20 0.12 1.25 10-9 2 · 10-8

Facies 5 1013 0.25 0.12 0.92 10-9 2 · 10-8

Facies 6 2027 0.35 0.10 0.26 10-9 2 · 10-8

Facies 7 0 0 N/A 2.00 0 0

Table 3.4: Properties for 11B and 11C that are constant across facies

Immobile non-wetting saturation sn,imm [-] 0.10
Max capillary pressure pcap,max [Pa] 3.0 · 107

Shape exponent capillary pressure c2 [-] 1.5
Dispersivity E [m] 10
Rock specific heat capacity Cs [kJ kg-1K-1] 8.5 · 10-1

Rock density ρs [kg m-3] 2500
Shape exponent relative permeability ca,1 [-] 1.5

50 years. After the 50-year injection period, a monitoring period takes place until t = 1000 years. Both
wells inject pure CO2 at a constant rate set to 3024 kg/day. Actual mass rates vary during injection and
are discussed in the results section.

3.4. SPE 11C
The 11C case is an arched 3-D extrusion of the 11B case. A sketch of the geometry can be seen in
Figure 3.3. It utilizes the same governing equations and property values as 11B which are located in
Table 3.3 and Table 3.4. To create the arched 3D structure, the 11B geometry is extended 5000 m in
the Y direction along a set curve to form an anticlinal structure that is slightly tilted. At the central point
in the extrusion, the geometry is elevated by 150 m.

To achieve this, the CSP has designed coordinate mapping systems for both reference and Cartesian
points are used and can be seen as:x

y
z

 = Φ(u, v, w) =

 u
v

w + 150(1−
(
v−2500
2500 )2

)
+ v

500

 (3.7)

for Cartesian coordinates and as:u
v
w

 = Ψ(x, y, z) =

 x
y

z − 150(1−
(
y−2500
2500 )2

)
− y

500

 (3.8)

for reference coordinates.

Due to the change in geometry, the physical configuration of reporting boxes, pressure observation
points, and wells change and can be seen as:
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• Box A: Near bottom left (3300, 0, 0), far top right (8300, 5000, 750)
• Box B: Near bottom left (100, 0, 750), far top right (3300, 5000, 1350)
• Box C: Near bottom left (3300, 0, 250), far top right (7800, 5000, 550)
• Well 1: Head (2700, 1000, 300), tail (2700, 4000, 300)
• Well 2: Head (5100, 1000, 700), tail (5100, 4000, 700)
• Pressure Observation Point 1: (4500, 2500, 655)
• Pressure Observation Point 2: (5100, 2500, 1255)

A notable change is that both injection wells change from having perforations in a single cell, mimicking
vertical wells, to horizontal wells that extend within the domain. Well 1 is horizontal in the Cartesian
coordinate system and does not follow the curve of the reservoir extrusion. Well 2 uses the reference
coordinate system. This results in the path of Well 2 following the curve of the reservoir and causes
Well 2 to be slightly longer than Well 1.

For boundary conditions, additional pore volumes have been added to the front and back boundaries
in addition to the left and right boundaries. The same scaling in factor ℓB(xB) = 5 · 104m is used on
all boundaries. For the top and bottom boundaries, the same temperature boundary condition as 11B
is used according to equation 3.2. As the depth of the top and bottom boundaries changes across the
domain, the temperature assigned to each cell changes along the curve of the reservoir arch. This
results in temperature differences of nearly 4° at the peak of the arch versus the near edge of the
reservoir. The well temperature boundary condition is also used from 11B to ensure that well cells
have a fixed temperature of 10°C during injection. This applies to all cells along the horizontal wells.

Due to the introduction of a third dimension, permeability anisotropy defined by the CSP is updated for
11C. It is defined in the reference coordinate system as:

k̂(u) =

kh(u) 0 0
0 kh(u) 0
0 0 0.1 kh(u)

 . (3.9)

In the physical Cartesian coordinate system, the permeability at any point x = Φ(u) can be given as:

k(x) = 1

J(u)F(u)k̂(u)F
T (u). (3.10)

where

F(u) = ∇Φ =

1 0 0
0 1 0
0 − 3

25

(
v−2500
2500

)
+ 1

500 1

 . (3.11)

and J (u) = det (F (u)) = 1. This definition ensures that along the x direction, permeability intersects
layering while in the y direction, permeability follows the layering of the facies. This allows for accurate
permeability characteristics of large-scale deformation and erosional surfaces to be captured Nordbot-
ten et al. [2024b].

Before injection, the same 1000-year initialization period as 11B is used. For conditions given at t =
-1000 years, pressure at the center-line of Well 1 is set as 300 bar with the same hydrostatic gradient
of 0.9774 bar per 10 m and temperature for all cells is given by equation 3.2.

After the initialization period, the well injection protocol in 11C uses the same schedule as 11B where
Well 1 injects for 50 years, Well 2 begins at year 25 and injects for 25 years, and an observation and
monitoring period of 950 years is initiated after the end of injection. Both wells inject with a total rate of
50 kg/s at 10°C. It is assumed that this mass is equally distributed along the 3000 m of Well 1 and the
3002 m of Well 2. Although this is not realistic in practice as fluid distribution in a horizontal wellbore
is not distributed evenly along the perforations, this simplification provides consistency for comparison
between submissions to the benchmark. Based on the assigned rate, each well is set to inject ~1.6
Mt/y. This adds up to a total of ~118 Mt of CO2 injected throughout the life of the field.
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Figure 3.3: Sketch of geometry for 11C
Nordbotten et al. [2024b]



4
Solver and time-step strategies

4.1. Usage of Iterative Solvers over Direct Solvers
For the linear solutions of the systems in equations 2.1 and 2.2, open-darts can use either direct or
iterative solvers, the latter of which are significantly faster for large grids like those needed to accu-
rately capture CO2 fingering behavior. For direct linear solvers, open-darts uses the SUPERLU library
[Grigori et al., 2007]. For iterative solvers, open-darts uses the flexible generalized minimum residual
(FGMRES) iterative method [Saad, 1993] to solve linear systems with a constrained pressure residual
(CPR) preconditioner approach [Wallis, 1983, Wallis et al., 1985]. In the two-step CPR preconditioner,
the pressure system is first decoupled from the full FIM system where a single V-cycle of the Algebraic
Multigrid Method (AMG) solver is used as AMG solvers are efficient for near-elliptic problems [Stüben,
1983] like the pressure equation. In the second step, the pressure solution is used as input for an
Incomplete LU factorization with 0 level of fill-in (ILU(0)) preconditioner that solves the remainder of the
linear system (composition equation) as ILU(0) solvers are suited for solving near-hyperbolic equations
like the composition equation [Behie and Forsyth Jr, 1983].

In this study, the default, iterative linear solvers were used. This is due to their robustness and effi-
ciency for large models. In the FluidFlower study, issues with this system arose. The increase of linear
iterations to the maximum value in the post-injection period indicated that the CPR preconditioner was
failing [Wapperom et al., 2023]. This behavior was seen by most groups and was suggested to be due
to the large difference between Jacobian entries in the derivatives of the conservation equations for
CO2 and brine with respect to pressure at surface conditions caused by large differences in density
and viscosity [Wapperom et al., 2023]. In that study, iterative linear solvers converged well when the
model was shifted to reservoir conditions.

In the SPE11 CSP, 7-th facies was changed from being the most permeable facies to being imperme-
able. This change has resulted in the pressure solution now converging with iterative linear solvers at
surface conditions. This suggests that small numerical errors in the pressure solution grew over time
within the highly permeable facies. This is a drawback of iterative solvers as numerical errors may be
amplified by large coefficients proportional to permeability and force the iterative solution to fail.

4.2. Time-stepping Strategy
In conventional reservoir modeling, a simple approach is commonly used to determine time steps
throughout the runtime of a model. A relatively small time step is used when solving the initial tran-
sient regime and initialization periods that may not be in equilibrium when initialized. Throughout the
simulation, the time step is multiplied or divided by a chosen multiplier, often depending on the number
of non-linear iterations needed to converge the solution. If the time-step exceeds an established, pre-
defined value for the maximum desired time steps, that value of the maximum time step will be used
while nonlinear iterations converge. If the solution were to converge in a high number of Newton itera-
tions (NI) or not converge at all, this maximum time step would be cut by the multiplying factor. Several
heuristics can be used to enhance the efficiency of the basic time-step strategy. For example, in the
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Table 4.1: Desired change constants for pressure, saturation, and temperature

Model Time period ηp ηsw ηT

11A
Injection 0.005 0.03 -

Post-injection 0.01 0.05 -

11B
Injection 0.07 0.03 0.7

Post-injection 0.10 0.05 1.0

11C
Injection 0.20 0.01 0.2

Post-injection 0.50 0.03 0.5

initial FluidFlower benchmark, some heuristics related to the number of converged or non-converged
nonlinear iterations within a certain reporting time were used Wapperom et al. [2023].

In this study, an approach using relative changes in properties was used to calculate an appropriate
time-step multiplier for the next time-step Aziz and Settari [1979]. In this scheme, changes in pressure,
saturation, and temperature were calculated for each cell in the model and were used to determine the
next time-step multiplier accordingly:

∆tn+1 = ∆tn
[
(1 + ω) ηi
δi + ω ηi

]
min over i

, (4.1)

where i refers to grid block, ηi is the specified desired change from time tn to time tn+1, δi is the actual
change over ∆tn, and ω is a tuning factor set between 0 and 1. Values for ηi are the same for every
cell but are different for each property. The values used for ηi also changed with time.

For each model, ηi values during the injection period were set to lower than those used for the post-
injection period. This results in smaller time-step multipliers during the highly non-linear injection phase.
These changes over time across the three models are summarized in Table 4.1. In the isothermal 11A
model, only changes in pressure and saturation were used. Larger values of ω are more conservative in
calculating the next time-step multiplier, while lower values of ω are more aggressive and result in larger
multipliers. Because during the post-injection period, time-step size quickly reaches and consistently
remains at the maximum i.e. data reporting step size, the value of ω has little to no impact in the post-
injection phase. Any cut in time step is quickly remedied regardless of the ω chosen. For this reason
and in all three models, a conservative ω value of 0.8 was chosen for both injection and post-injection
periods with the focus of reducing the number of failed Newton iterations during the complex injection
period.



5
Results

5.1. 11A Case
The 11A case was the lowest priority model in this study. That being so, attempts weremade to generate
results to be submitted to the CSP. Figure 5.1 shows the best results for the 11A case. In this figure,
two areas with high CO2 mole fractions can be seen. These are a lower, horizontal plume trapped just
above Well 1 under the sealing facies and an area trapped under the sealing fault ~0.5 meters above
Well 1. Between these two areas, trails of CO2 that have traveled through the sealing facies are visible
in the form of low, but non non-zero mole fractions of CO2 in brine. These trails indicate that the CO2

above this region traveled through the sealing unit until it was trapped by the sealing fault or another
boundary. To the left of the fault, small amounts of CO2 that lay just below facies boundaries are also
visible. The two lower plumes of CO2 have less CO2 mole fraction than the two above. This is likely
due to the lower permeability and higher entry pressure of the overlaying facies. These facies have
not stopped all CO2 as there is a noticeable amount of CO2 visible just under the top boundary of the
domain. This behavior is not realistic and is discussed further in Chapter 6 along with recommendations
for the 11A case.

Figure 5.1: Snapshot of the 11A case 10 minutes after start of injection. CO2 mole fraction in aqueous phase is shown with an
irregular color scale to highlight diffused CO2 vapor in the sealing facies. A semi-transparent overlay of geologic facies and

their boundaries is overlaid. The grid consists of 45k cells that are 0.93 cm x 0.8 cm.

5.2. 11B Case
5.2.1. OBL Resolution
As mentioned previously, it is critical to have a sufficient OBL resolution to accurately capture CO2

migration and enhanced dissolution in brine. However, using an excessive number of points results
in unnecessary additional computation time. Figure 5.2 shows performance data for a range of OBL
resolutions used for the 11B case with the reporting grid size of 100800 (10 m x 10 m) cells. This range
included cases where one number of points was used for uniform discretization on all dimensions and
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cases where a non-uniform discretization was used where fewer points were used for the pressure axis.
All cases showed a similar number of Newton iterations with a general trend of increasing NI when more
points are used. When comparing the total simulation time, the drawback of additional points is clear.
With every order of magnitude increase in points, a large increase in run time is seen. It is also seen
that decreasing the number of points in the pressure axis results in a decrease in run time when all
other axes are held constant.

(a) Total Newton Iterations (b) Total Simulation Time

Figure 5.2: Performance data for various OBL resolutions for the CSP reporting grid of 100800 (10 m x 10 m) cells. Curves are
labeled with the number of points for all OBL axes not including pressure, and the number of points on the OBL pressure axis.

For curves with only one number on the label, the number of points is the same for all OBL axes.

Using the reporting outputs defined for the CSP, it is possible to assess the quality of each result. As
there is no reference case, the results must be compared and analyzed for differences. Figure 5.3
shows selected metrics based on CSP reporting criteria for box A. It is clear to see that the lowest
number of points (101) is an outlier amongst the other curves, particularly in 5.3(b), and 5.3(d). In
5.3(b), the 1001-point and 10001-point uniform models show similar behavior to their corresponding
models with fewer points on the pressure axis until t ≈ 300 years. Larger differences between these
groups of curves occur after t ≈ 400 years. This is likely due to the onset of slightly different fingering
across the models. Except for the 101-point model, all curves in 5.3(b) have similar trends. The same
goes for the other three outputs in Figure 5.3. Small differences can be seen between the 1001-point
and 10001-point models, but in general, all models have very similar behavior.

While time series data can give insight into the quality of results, visualizing differences in the migration
of the CO2 plume can be another method of assessing the required OBL resolution for accurate results.
Figure 5.4 shows the absolute percent difference betweenmodels with 1001 and 10001 points with both
models having 101 points in the pressure axis where the 10001-101 model acts as the reference case.
Plume migration behavior is the primary feature to compare. When this behavior is similar between
models, it can be assumed that the models are of similar accuracy. Behaviors of individual fingers
are not important when looking at this type of comparison. The exact locations of fingers in numerical
models are dependent on structure, heterogeneity, and numerical rounding errors, so differences in
finger locations hold no weight in assessing one OBL resolution to another.

Immediately after injection ends at t = 50, the overall plume behavior of both models is very similar.
The outlines of the plume entering Box B from the bottom, the plume trapped below the seal in Box A,
and the plume rising above Well 2 are all visible, but the extent to which the models differ is low. At 150
years and 450 years after the end of injection, the difference in plume extent grows but is still minor.
The largest differences are related to the locations of specific fingers. As mentioned previously, errors
associated with fingers are of little importance. Overall, the two models are comparable in accuracy as
indicated by the minute differences in plume movement.

5.2.2. Grid Resolution
In addition to OBL resolution, varying grid resolutions for the 11B case were compared. Including the
CSP 11B reporting grid of 100800 (10 m x 10 m) cells, models with 50k (16 m x 12 m), 240k (7 m x
6 m), and 320k (6.25 m x 5 m) cells are compared in Figure 5.5. the resolutions can be split into low
resolution models (50k and 100k) and high resolution models (240k and 320k). At t = 200 years, the
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(a) Mobile CO2 in Box A (b) Immobile CO2 in Box A

(c) Dissolved CO2 in Box A (d) Total CO2 in sealing facies

Figure 5.3: Time series data for various OBL resolutions for the CSP reporting grid of 100800 (10 m x 10 m) cells for the 11B
case. Curves are labeled with the number of points for all OBL axes not including pressure, and the number of points on the
OBL pressure axis. For curves with only one number of points, the discretization is uniform on all three-dimensional axes.

high-resolution models see more fingers as well as clearer, more defined fingers. The low-resolution
models see fewer, thicker, and more coarse fingers. This continues into Figure 5.5(b) where the coarse
models display larger, coarser fingers than the high-resolution models.

In Figure 5.5(c) within box A, the coarse models display CO2-rich fingers that are surrounded in brine
that is similar in density to the fingers themselves. In the finer models, there is a larger contrast between
the density of the fingers and the surrounding brine in addition to both the fingers and the surrounding
brine being less dense than their counterparts in the coarse models. This indicates more dissolved
CO2 in the fingers and the surrounding brine in the coarse models.

Similar to when comparing OBL resolutions, using the CSP reporting criteria is useful for comparing
grid resolutions. Figure 5.6 shows data for various resolutions of the 11B case. In box A, the two
coarser models show lower amounts of mobile CO2 and higher amounts of dissolved CO2 relative to
the finer models. This reflects the observations in the spatial maps of Figure 5.5. The difference in
dissolved CO2 and mobile CO2 in box A between the coarse and fine models grows over time after the
onset time, but when comparing the 50k model to the 100k model or the 240k model to the 320k model,
smaller differences that do not necessarily grow with time are visible. However as the number of cells
increases, less CO2 is dissolved and more CO2 is mobile.

In box B, fewer correlations can be made. The same general trend of models with more cells having
more mobile CO2 remains in box B, but there is no longer a visible difference between the coarse and
fine resolution models. Instead, the 50k and 320k models are outliers. For dissolved CO2, there is little
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Figure 5.4: Absolute difference (%) in water phase mass density (kg/m3) for 10001-101 points and 1001-101 points for the
CSP reporting grid of 100800 (10 m x 10 m) cells 0, 150, and 450 years after the end of injection.

(a) Aqueous phase mass density (kg/m3) at t = 200 Years

(b) Aqueous phase mass density (kg/m3) at t = 400 Years

(c) Aqueous phase mass density [kg/m3] at t = 1000 Years

Figure 5.5: Spatial distribution of CO2 concentration in brine (kg/m3) as defined by the CSP for resolutions of 50k (16 m x 12
m), 100k (10 m x 10 m), 240k (7 m x 6 m), and 320k (6.25 m x 5 m) cells, at t = 200 years, t = 400 years, and t = 1000 years. A

brine density of 1020 kg/m3 approximately correlates to a CO2 mole fraction of 0.027.

variation across all models. Interestingly, the 100k model had the most dissolved CO2.

Figure 5.6(e) shows convective mixing in box C which is given by

M(t) ≡
∫
Box C

∣∣∣∣∇(
χw
c

χw
c,max

)∣∣∣∣ dV, (5.1)

where χc
w is the mass-fraction of CO2 in water and χc,max

w is the solubility limit. Convective mixing
is heavily reliant on grid size. Increasing grid resolution can increase mixing by orders of magnitude.
While all resolutions have similar shapes, finer resolutions result in earlier mixing that is continued
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longer into the post-injection phase before eventually reaching an equilibrium level of mixing.

To assess seal quality, the mass of CO2 in sealing facies (facies 1) within the entire reservoir is shown.
As resolution is increased, the mass of CO2 within seals decreases. Again, a large disparity between
the coarse and fine groups of models can be seen. Within these groups, finer grids resulted in less
CO2 in the seals. In all models, the end of the injection period at t = 50 years can be seen as a spike
in CO2 in the sealing layers. This is most pronounced in the finer-resolution models.

Another effective way to visualize trapping mechanisms other than the CSP reporting curves is to look
at trapping mechanism contribution plots. Figure 5.7 shows these plots in boxes A and B for different
grid resolutions of the 11B case. In all resolutions, residual trapping is effectively not present in box A
except for a small period between 100 and 200 years after the end of injection. This is because the
CO2 in this region exists only in the form of a trapped plume and later as of fingers. At the onset time,
solubility trapping begins to contribute more to overall trapping due to these fingers. In the coarser
models, solubility trapping is more relevant which reflects what was seen in Figure 5.6 where finer
resolution models see more realistic (less) CO2 entering the sealing units.

Once fully formed at the end of injection, the plume in box A does not move and hence does not leave
a trail of immobile CO2. Additionally, there are no facies interfaces in box A other than those of a single
permeable sandstone and two sealing facies. This homogeneous environment does little to residually
trap CO2. In box B, there are several facies interfaces that the CO2 plume crosses as it rises through
the box. At every interface and as the plume moves upward, CO2 is trapped residually. Because
of this, all three mechanisms play a role in box B. Behavior differs more among grid resolutions with
residual trapping varying most in the 400-600 year post-injection range, but there is no direct correlation
between grid size and the relative prevalence of different trapping mechanisms. This is likely related
to the plume in box B not being fully developed until very late into the post-injection period. This lack
of full development decreases the effectiveness of structural trapping as much of the CO2 is trapped
either residually or via dissolution before reaching the shallowest capillary barrier that acts as a seal
for the fully developed plume.

5.2.3. Mass-Rate Approximation
The injection rate during all models was set to a constant mass rate of 3024 kg/day. The rate ap-
proximation technique described in chapter 2 was used to emulate injection wells and match this rate.
Figure 5.8 shows the average rate per well over time for variations in OBL points and grid cells for the
11B case. From t = 0 to t = 25 years, the rate shown is the rate of Well 1 calculated from the total mass
of CO2 in the reservoir at a given time divided by the current time to get an average rate. From t = 25
to t = 50 years, the plotted values represent the average of Well 1 and Well 2 as it is not possible to
differentiate in this technique. The large drop in the average rate at t = 25 years indicates a low initial
rate in Well 2, but Well 2 quickly reaches the desired rate. There is no correlation between OBL points
or grid resolution and rate. As the defined rate for 11B is 3024 kg/day for each well, the total mass of
CO2 in the reservoir is lower than expected. Before the beginning of injection from Well 2, the % error
of both plots is ~0.5% while when both injectors are on, this error is reduced to ~0.2%. Only the 1001
OBL point rate was above this with an error of ~0.4% after t = 25 years.

5.3. 11C Case
The final results for the 11C case are currently a work in progress. While the finalized results are not
available for this thesis, this study has laid the groundwork for results to be submitted to the CSP. The
CSP reporting grid is 168 x 100 x 120 (50 m x 50 m x 10 m) cells. Any results to be submitted will be at
this resolution or a resolution finer than this. To run models of these sizes, a GPU platform is required.
Development of this platform for current versions of open-darts is outside the scope of this project
but has been completed recently. Unfortunately, there was not enough time to utilize this platform for
this study. However, models with coarser resolutions for the 11C case were performed using a CPU
platform. Preliminary results can be seen in Figure 5.9 with the top model including 98k cells (3864 in
slice) and the bottom model including 767k cells (15300 in slice) being shown at t = 400 years. The
resolution is too coarse to see individual fingers, but downward-moving columns of CO2-saturated brine
are visible in both models.
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(a) Mobile CO2 in Box A (b) Mobile CO2 in Box B

(c) Dissolved CO2 in box A (d) Dissolved CO2 in box B

(e) Convective mixing in box C (f) Total CO2 in sealing facies

Figure 5.6: CSP time series data for grid resolutions of 50k (16 m x 12 m), 100k (10 m x 10 m), 240k (7 m x 6 m), and 320k
(6.25 m x 5 m) cells for the 11B case
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(a) 50k cells Box A (b) 50k cells Box B

(c) 100k cells Box A (d) 100k cells Box A

(e) 240k cells Box A (f) 240k cells Box A

(g) 320k cells Box A (h) 320k cells Box A

Figure 5.7: Trapping mechanisms over time in Box A and Box B for grid resolutions of 50k (16 m x 12 m), 100k (10 m x 10 m),
240k (7 m x 6 m), and 320k (6.25 m x 5 m) cells in the 11B case
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(a) Average injection rate (kg/day) for various OBL resolutions (b) Average injection rate (kg/day) for various grid cell
resolutions

Figure 5.8: Average injection rate (kg/day) for various OBL and grid resolutions for 11B case; a Various OBL resolutions for the
11B model at the CSP reporting grid of 100800 (10 m x 10 m) cells, and b Grid resolutions of 50k (16 m x 12 m), 100k (10 m x
10 m), 240k (7 m x 6 m), and 320k (6.25 m x 5 m) cells for 11B case. From t = 0 to t = 25 years, the rate shown is that of Well 1.

From t = 25 to t = 50 years, the rate shown is the average rate of both Well 1 and Well 2

Figure 5.9: Snapshot of 11C case 400 years after the beginning of injection showing CO2 mole fraction in aqueous phase for
models with 98k (top) and 767k (bottom) cells. Slices are taken from the center of the anticline at y = 2500 m and show 3864 ~
(185m x 28.5 m) and 15300 ~ (93 m x 14 m) cells for the top and bottom models respectively. Both models use tetrahedral

unstructured grids with irregular cell dimensions.
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Discussion

Due to challenges at surface conditions, no successful run of the 11A model has yet occurred. The
main issues are related to the injected CO2 that partially ignores the sealing facies and continuously
rises in the domain. After a short number of time-steps, the system begins to overpressure as CO2

below the sealing fault accumulates which results in the pressure of the fault cells increasing in a non-
physical manner. One solution would be to deactivate the cells of facies 7 by setting the active number
(ACTNUM) to 0. This would solve overpressuring issues, but it would not fix the non-physical behavior
that the CO2 exhibits before reaching the fault such as ignoring geologic boundaries.

The incorrect CO2 flow is interesting as in the FluidFlower benchmark, open-darts displayed accurate
results at surface conditions. A number of differences between the models for SPE11 and FluidFlower
could be responsible for inaccurate results for the 11A case. These include but are not limited to
different diffusion coefficients of the vapor phase, linear solvers used, or reservoir geometries. It is
speculated that the larger diffusion coefficient in SPE11 is a driving factor for the inaccurate behavior
observed.

The value given by the CSP for the vapor phase diffusion coefficient is four orders larger than the
coefficient for the aqueous phase. This large difference makes capturing realistic behavior challenging
when combined with surface conditions. However, this large value has been used and included in
many successful simulations from other participating groups of the CSP. Although some improvements
are seen after decreasing this value, some issues remain related to diffusion which indicates that the
coefficient is not the only factor limiting the accuracy of the model.

A more likely reason for unrealistic behavior is that in open-darts, diffusion is upstream-weighted.
Across a capillary boundary where some diffusion is expected, an upstream-weighted system will over-
estimate the diffusive flux of CO2 vapor, especially when the diffusion coefficient of vapor is relatively
large. This was seen in Figure 5.1 where evidence of CO2 diffusing through the sealing layer was seen.
Capillary entry pressure seems to have some small impact on this process as CO2 is seen trapped
against the impermeable fault, the seal facies, and the two least permeable sand facies, but this effect
appears to be dominated by diffusion. If diffusion were calculated using a midstream-weighed average
such as an arithmetic average, the diffusive flux would be less likely to be overestimated and more
likely to be represented accurately. Making this change is outside the scope of this study, but for the
final CSP submission, this change will likely result in strong submissions for the 11A case.

Other than the OBL comparison study, every model in this study used 1001 OBL points with 101 points
on the pressure axis. This parametrization was chosen due to the best computational performance
while maintaining high accuracy compared to models with more OBL points in the OBL resolution study.
Because the resolution study was performed on the 11B case, it is not a guarantee that the 11A and
11C cases should also use a 1001-101 parametrization. For 11C, because the conditions are the same
as 11B, a 1001-101 parametrization would likely be sufficient. For the 11A case, surface conditions
likely require additional points. A separate OBL resolution study is necessary for surface conditions.
This would first require diffusion changes to produce accurate results for the 11A case.
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In general, the results from the 11B case are promising for future numerical modeling of GCS, but
several points should be discussed. All models run in this study usedCartesian grids. When discretizing
with unstructured grids, irregular behavior was observed. Fixing this behavior was outside of the scope
of this project and will be investigated in the future. In the structured models, inflow and outflow of CO2

due to flow or diffusion are not fully smooth due to numerical effects. Although these effects decrease
as grid resolution becomes finer, runtime required for more refined models must be considered.

In terms of grid resolution, all four resolutions used were able to capture the effects CO2 and its fingering
behavior. However, based on the curves in Figure 2.6, the critical wavelength of fingers in box A
(facies 5) at field conditions should likely be between 6 to 50 cm. This would imply that the results
from the 11B case were not numerically converged and did not capture fingering accurately but instead
mimicked fingering behavior. This is likely not a good assumption. The Riaz et al. [2006] model is for
homogeneous and extremely idealized conditions. Open-darts is validated against analytic solutions
like the Riaz et al. [2006] model and has recently performed comparably with an earlier version of
open-darts for enhanced dissolution problems. The results for the 11B case can likely be considered
numerically converged. Specifically, the two finer resolution models of 240k and 320k cells are most
likely fully converged. The large difference between the coarse and fine grids suggests that the coarse
resolution is not sufficient. This is supported by the behavior of the fingers in box A for the coarse
models in Figure 5.5. If the assumption that the resolution required to converge fingering is between
the 100k and 240k models, it would place the critical wavelength between 7 and 10 meters and the
penetration depth between 6 and 10 meters. To further support these claims, additional models with
cell dimensions in these ranges can be run, analyzed and compared to the 100k and 240k models. To
support the idea that we reach convergence, a model with > 1000k cells could be run. Results from a
very refined model similar to those of the 240k and 320k models would suggest that these models are
already numerically converged.

Similar to 11A, suspected issues with upstream-weighted diffusion had visible effects in 11B. The first
of these effects can be seen in Figure 5.3(d) and 5.6(f) where the total mass of CO2 in sealing facies is
shown. Although with more grid cells and to a lesser extent OBL points, CO2 in the seals is lower, the
curves in this study showmore CO2 in seals than what was reported bymost other groups at preliminary
results meetings for the CSP. The second effect due to suspected upstream-weighting issues was seen
in the highly permeable fracture below box B. When the CO2 plume reaches the fracture after 20-25
years of injection, the plume doesn’t follow the fracture up and to the right, but instead continues to
travel vertically through less permeable facies seemingly by diffusion. Only much later does the CO2

follow the fracture. At this point, the plume that ignored the fracture is already hundreds of meters
above the tip of the plume furthest in the fracture. The end behavior would likely be similar if the plume
had followed the fracture, but for different geometries where open-darts could be used, this may not
be the case. In general, these effects were not as pronounced at reservoir scale and conditions with
a much lower CO2 diffusion coefficient compared to surface conditions, but they were still present and
had an effect on the output.

The rate approximation technique used in this study was demonstrated to perform well at approximat-
ing mass injection rates and replacing wells in the 11B and 11C field-scale cases. Not enough data
was collected on the usage of this technique at surface conditions to claim its effectiveness at those
conditions. This was important because before the use of this technique, In the 11B and 11C cases,
numerous convergence problems related to well objects were encountered before the implementation
of this technique. With very low errors throughout all models, the technique can be considered a re-
liable replacement for wells at field conditions as it was very effective and significantly more efficient.
This technique has some complications for replacing production wells, but with property interpolation,
production wells can be emulated.

As previously mentioned, the 11C case is a work in progress. To run even the CSP reporting grid of
2000k (50 m x 50 m x 10 m) cells in a reasonable amount of time, a GPU platform is required. For the
final CSP submission, a newly updated GPU platform can be used with the existing 11C case model
to directly create results that can be submitted. When looking at Figure 5.9, the current results for the
11C case are promising. Unlike the 11B case, no CO2 reaches the spill point to the left of Well 1 to
eventually enter box B. This is because the plume moves along the y direction (into and out of Figure
5.9) along the arch of the 3D reservoir. Plume movement to the right of Well 1 is similar to that of the
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11B case and dense columns of CO2 are seen sinking. These resolutions are much more coarse than
the 50k and 100k models in the 11B case, and as such are not converged solutions. To achieve a
converged solution, grid cell size must be at least finer than 10 m x 10 m x 10 m. This would require at
least 50.4 million cells if a uniform Cartesian grid is used. Solutions to this problem for future models
could include localized grid refinement or enhanced dissolution upscaling technique similar to what was
used in a study by Lyu and Voskov [2023].

To contribute to a reference case for the numerical simulation of GCS, this study has shown results that
are very relevant both to numerical simulation, but also to actual GCS projects. The heterogeneous
geometry defined by the benchmark organizers includes realistic structures such as fractures and faults.
The behavior seen in numerical models around these features can be used to better understand and
predict CO2 plume behavior around these same types of features in real reservoirs. In terms of realistic
seal integrity, the understanding of upstream-weighted diffusion and its overestimation can be used to
better assess containment risk.

The CSP omitted several phenomena in the benchmark. For example, geologic heterogeneity was
included only on a large scale. Within a facies, properties were homogeneous. Although this was a
choice to allow for better comparison between groups and to better understand the effects of large-
scale heterogeneities, it is still a large assumption. Further studies with heterogeneous rock properties
within facies can be performed on this same geometry to compare and analyze the effects of small-scale
heterogeneities. Future models can include the effects of hysteresis related to relative permeability and
capillary pressure which were not considered in the CSP.

One of the largest assumptions was the non-inclusion of the effects of salinity. Modeling this requires
a compositional simulator of which open-darts is one. Black oil simulators, used by some participating
groups in the CSP, are incapable of including salinity, so it was omitted. However, for this study, attempts
were made to include constant molality for the 11B case with 240k cells. This was aimed at quantifying
the effects of realistic salinity on plume migration and diffusive fingering as with increasing salinity, the
amount of CO2 that can be dissolved decreases. Unfortunately, the required changes to darts-flash
were not completed in time to perform a full study.

The CSP also assumed an injection stream of pure CO2. In reality, there will be impurities in the
stream such as C1 or H2S. Three component models using H2O, CO2, and 5 mol% of either C1 or H2S
were ran on the 11B case 240k cell model. For the three component models, the built-in composition
correction was over-correcting in every cell and altering the overall composition. Because of this, the
three component models were abandoned for this report.



7
Conclusion

In this study, open-darts and its accompanying thermodynamic library darts-flash utilized advanced
numerical modeling techniques to participate and produce results for the 11th Society of Petroleum En-
gineers Comparative Solution Project. The complex behavior of the CO2-brine systemwas represented
with a fugacity-activity model with CO2 dissolution. The highly nonlinear problems were solved using
the Operator-Based Linearization (OBL) method. An adjusted injection rate approximation method was
used to accurately represent CO2 mass injection as a residual correction. An iterative linear solver us-
ing the FGMRES method with a two-step CPR preconditioner was used. A time-stepping strategy that
bases the next time-step multiplier on maximum changes of state variables in the reservoir was used.
Sensitivity analyses were performed on OBL resolution and grid cell resolution for the 11B case to de-
termine the number of OBL points necessary to accurately show CO2-brine behavior and to see the
effects of refinement on important factors such as fingering behavior and seal integrity.
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