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Abstract
To simulate the airflow through a wind farm across a wide range of atmospheric condi-
tions, microscale models (e.g., large-eddy simulation, LES, models) have to be coupled with
mesoscale models, because microscale models lack the atmospheric physical processes to
represent time-varying local forcing. Here we couple mesoscale model outputs to a LES
solver by applying mesoscale momentum- and temperature-budget components from the
Weather Research and Forecasting model to the governing equations of the Simulator fOr
Wind FarmApplicationsmodel.We test whether averaging the budget components affects the
LES results with regard to quantities of interest to wind energy. Our study focuses on flat ter-
rain during a quiescent diurnal cycle. The simulation results are compared with observations
from a 200-m tall meteorological tower and a wind-profiling radar, by analyzing time series,
profiles, rotor-averaged quantities, and spectra.While results show that averaging reduces the
spatio-temporal variability of the mesoscale momentum-budget components, when coupled
with the LES model, the mesoscale bias (in comparison with observations of wind speed
and direction, and potential temperature) is not reduced. In contrast, the LES technique can
correct for shear and veer. In both cases, however, averaging the budget components shows
no significant impact on the mean flow quantities in the microscale and is not necessary when
coupling mesocale budget components to the LES model.
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1 Introduction

Targeting reductions in the cost of wind energy through an improved understanding of the
physics that govern electricity generation by wind farms is the overarching motivation of this
research.One of the steps towards gaining this understanding is to use high-performance com-
puting to perform high-fidelity large-eddy simulations (LES) of the flow through wind farms
as accurately as possible across awide range of atmospheric conditions. Through such simula-
tions, an improved understanding of wind-farm performance can lead to new turbine designs
and operation strategies that reduce the cost of wind energy. For example, researchers can use
such simulations to study how newwind-farm control systems respond to frontal passages, or
how next-generation, very large, and flexible offshore turbines handle hurricane wind speeds.

Wind farms are exposed to a wide range of weather phenomena and variabilities on many
scales. Meteorological variability spans scales such as synoptic conditions, weather events,
and terrain-driven diurnal variability. These variabilities can be captured using mesoscale
numerical weather prediction models, which compute meteorological and topographical fea-
tures at the mesoscale—a scale between O(10) and O(100) km and, hours to days. These
features include fronts, low-level jets (LLJ), sea breezes, and thunderstorms. Mesoscale
features drive large horizontal microscale variations, including the vertical structure of
the atmospheric boundary layer (ABL), and hence the development of turbulence. The
microscale, which denotes space and time scales smaller than 2 km and ranging from min-
utes to hours, respectively, modulates the operating environment of wind farms, leading to
flow characteristics that can influence both power capture and fatigue loading (Haupt et al.
2015). As microscale models are able to simulate and resolve turbulence and microscale flow
structures, they are able to describe the flow through wind farms in much more detail than the
coarser mesoscale models. However, microscale models lack the atmospheric physical pro-
cesses to represent local forcings such as radiation, clouds, precipitation, and surface fluxes.
In order to represent a wide range of important meteorological phenomena, this mesoscale
information needs to be available in microscale models to simulate the flow on all the atmo-
spheric scales that affect wind-farm performance.

Mesoscale-to-microscale coupling (MMC) can be approached by using either a unified
solver that supportsmesh refinement and scale-appropriate physicsmodules (e.g., theWeather
Research and Forecasting (WRF) model together with a LES solver; Mirocha et al. 2014,
2010; Muñoz-Esparza et al. 2014, 2017; Rai et al. 2019), or using a stand-alone microscale
solver driven by forcing parameters from a mesoscale simulation (e.g., Gopalan et al. 2014;
Castro et al. 2015; Heinze et al. 2017; Arroyo et al. 2018; Haupt et al. 2017). Furthermore,
the coupling can be performed one-way (i.e., the mesoscale simulations provide input to the
microscale but not vice versa) or two-way (in which the microscale solver provides feedback
to the mesoscale simulation). The latter approach is difficult to achieve using a mesoscale
model coupled to a stand-alone microscale code because mesoscale codes often solve the
compressible Euler equations, whereas microscale codes typically solve the incompressible
Navier–Stokes equations (Sprague and Satkauskas 2015), and the practical implementation
for realistic cases cannot be found in the literature.

Mesoscale-to-microscale with a standalone microscale LES code can be further divided
into two approaches. The first approach simulates a finite domain with Dirichlet inflow
boundary conditions consisting of planes of spatio-temporally varying velocity and tempera-
ture sampled from planes within the mesoscale domain. Perturbations must be applied to this
inflow data to initiate the resolved turbulence. The challenge is that, once the perturbations
initiate resolved turbulence, the turbulence requires a fewkilometres of fetch (Muñoz-Esparza
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andKosović 2018) and, thus, considerable extra computational cost to reach equilibrium. The
second approach to coupling (which is the approach used here) is to use height–time varying
mesoscale forcings on a laterally periodic domain. In this case, the situation is much more
like a typical atmospheric LES, but with more sophisticated forcings. Here, perturbations are
only needed at the start of a simulation to initiate turbulence (e.g., Muñoz-Esparza et al. 2014,
2015; Wu 2017; Quon et al. 2018; Muñoz-Esparza and Kosović 2018). Although there is an
initial transient time over which realistic turbulence must develop, there is no persistent fetch
over which turbulence develops. Mesoscale forcing is applied to the microscale LES in the
entire horizontal extent of the microscale domain, as opposed to only the inflow boundaries.
If, for example, a warm front were communicated from the mesoscale to the microscale, no
temperature gradient would exist across the domain, but the whole microscale domain would
heat up gradually. This approach is horizontally homogeneous and an appropriate approxi-
mation of fronts with weak horizontal gradients; however, its applicability to complex terrain
requires further research. Bothmethods, using inflowplanes and height–time varying forcing,
further requiremesoscale forcing of the geostrophic wind speeds, the aerodynamic roughness
length z0, and surface sensible heat flux or skin temperature. We refer to this technique as
the budget-component coupling technique.

Another topic to consider regarding the MMC approach is at which horizontal resolution
to communicate the mesoscale output to the microscale. This is especially important when
mesoscale simulations fall into the so-called terra incognita (Wyngaard 2004), since ABL
parametrizations assume that turbulent eddies are not explicitly resolved. At a grid resolution
between about 100 m and the boundary-layer depth, this assumption fails, as some eddies
may be resolved, and simulations can exhibit numerical artifacts.Wyngaard (2004) called this
numerical region the terra incognita, which he estimated to be within the range 100–1000m.
Rai et al. (2019) found that mesoscale domains with grid spacing in the terra incognita do not
have a large impact on the LES results, and that artifacts occur at grid spacing less than the
boundary-layer depth. They conclude that the results in the microscale LES domain depend
on the type of turbulence model used in the microscale domain itself rather than the grid
spacing of the mesoscale domain. Their area of study was the same as ours, a flat terrain in
Texas (Sect. 2.1), and their boundary-layer depth (and therefore analyzed grid spacing) was
1.6, 2.3, and 3.2 km. Since the grid spacing in our simulations is 3 km (at the upper end of
the boundary-layer depths of Rai et al. 2019 and above Wyngaard’s definition), we do not
anticipate the terra incognita to influence our microscale results. However, Rai et al. (2019)
used a unified solver that supports mesh refinement and scale-appropriate physics modules
within one code base (i.e., theWRFmodel). In the future,we suggest considering the effects of
mesoscale simulations in the terra incognita using the budget-component coupling technique.

Here, we use mesoscale momentum and temperature budget components as height–time
varying forcing for mesocale effects for wind-energy applications over a diurnal cycle.
Becausemicroscalemodels usually do not account for physical processes affectingmesoscale
weather (Allaerts et al. 2020), most LES studies of the ABL focused on idealized flows. Few
have performed LES investigations over a full diurnal cycle (Duynkerke et al. 2004; Kumar
et al. 2006, 2010; Kleissl et al. 2006; Basu et al. 2008a, b; Englberger and Dörnbrack 2018;
Tian et al. 2020, with all, except Kumar et al. (2010), relying upon idealized forcing con-
ditions, and none accounting for large-scale advection of momentum or temperature. For
example, Muñoz-Esparza et al. (2017) simulated a diurnal cycle using a unified solver (the
WRF model). The approach of using mesoscale budget components has been evaluated
(Schalkwijk et al. 2015; Heinze et al. 2017; Sanz Rodrigo et al. 2017a, b; Olsen 2018), with
both Heinze et al. (2017) and Sanz Rodrigo et al. (2017b) finding that larger-scale budget
components should not contain small-scale information resolved by the LESmodel, but their
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approach to exclude this information differs from ours. Heinze et al. (2017) coupled momen-
tum budget components from the operational Consortium for Small Scale Modeling model
at 2.8-km and 3-h resolution to two LES solvers and averaged the large-scale budget compo-
nents horizontally and vertically (i.e., spatially). They analyzed LES results with respect to
mean boundary-layer quantitieswithout focusing onwind energy. SanzRodrigo et al. (2017b)
averaged mesocale budget components temporally to 1-h values and used mesoscale output
at 9-km resolution in a Reynolds-averaged Navier–Stokes single-column microscale model.
Heinze et al. (2017) and Sanz Rodrigo et al. (2017b) analyzed the averaging techniques by
analyzing budget components before they were coupled with the microscale solver.We apply
the budget-component coupling technique to a standalonemicroscale LES solver and analyze
the impact of non-averaged, spatially-averaged, and temporally-averagedmomentum-budget
components on the microscale solution. We couple the differently averaged budget compo-
nents to an open-source LES solver and analyze the microscale model output for each case.
Our aim is to demonstrate the utility of the budget-component MMC approach with the LES
technique and to determine the best averaging technique for wind-energy applications.

We address the following hypotheses:

(i) Mesoscale models have difficulties predicting profiles of shear and veer. We antici-
pate, due to the general nature of the LES approach, that it can correct the mesoscale
predictions for shear and veer but cannot adjust the wind speed and direction, as it is
driven by the mesoscale trends.
Because there appears to be no consensus as to whether horizontal or temporal averag-
ing yields the best results in the microscale, we also address the following hypotheses:

(ii) Sanz Rodrigo et al. (2017b) state that temporal and spatial averaging are required to
remove unphysical noise from the budget-component time history and spatial field.
We hypothesize that noise in the budget components is undesirable and that averaging
provides more accurate flow fields.

(iii) If averaging of the budget components is performed, we hypothesize that spatial aver-
aging is advantageous. By temporally averaging the forcing terms, flow featuresmay be
smoothed in certain weather situations (e.g., the exact timing of a cold front passage).
This violates the sense of the MMC strategy, which is to integrate specific weather
situations into the microscale model.

Below, we describe the models used to accomplish the MMC strategy, as well as the
observations used to validate the microscale simulations, case selection, and the coupling
methodology in Sect. 2. Section 3 describesmesoscale budget components and themicroscale
solution, using these as input over a diurnal cycle. Section 4 describes the impact of spatially-
and temporally-averaged budget components on themicroscale simulations, andwe conclude
our research in Sect. 5.

2 Case Selection, Model Set-up, andMethodology

Our study focuses on flat terrain conditions, in which the evolution of the ABL is mostly
governed by mesoscale diurnal forcing. In the morning, as surface heating increases, the
atmosphere becomesmore convective, leading first to convective rollswhich later can become
convective cells, depending on the relative magnitudes of the mean wind speed and surface
buoyant forcing. The daytime convection collapseswith the setting of the sunwhen the surface
heat flux diminishes and becomes negative. Before becoming stable, the boundary layer
becomes neutral for a very brief period. At night, the stable boundary layer is characterized
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Fig. 1 Photograph of Department of Energy/Sandia National Laboratories (SNL) SWiFT Experimental Wind
Farm Facility, which includes three turbines and adjacent TTU atmospheric facilities

by relatively low boundary-layer heights, smaller-scale turbulence, and the potential for LLJ
formation. At sunrise, the boundary layer once again transitions through the neutral state
before becoming unstable and convective.

When coupling microscale turbulence-resolving simulations with mesoscale simulations
containing no resolved turbulence (mesoscale solvers completely parametrize the turbulence
within the ABL), the initiation of turbulence is one of the biggest challenges to overcome.
The success of developing realistic turbulent structures in the microscale varies with differ-
ent atmospheric stability conditions occurring during a diurnal cycle. Moreover, simulating
the transition between these stability conditions may pose additional challenges. For these
reasons, we investigate a diurnal cycle which captures the development and transitions of the
convective and stable ABL over flat terrain. The particular location and date considered here
are discussed in Sect. 2.1, after which the mesoscale and microscale solvers are described in
Sects. 2.2 and 2.3, respectively. Details of the couplingmethodology are provided in Sect. 2.4.

2.1 Case Selection

The U.S. Department of Energy and Sandia National Laboratories Scaled Wind Farm Tech-
nology (SWiFT) facility was selected as a test site for MMC simulations. The SWiFT site
is located in the southern Great Plains in west Texas with surrounding grassland and small
bushes; the location has very minor terrain changes and no significant geographic features for
hundreds of miles (Fig. 1). In addition to its ideal terrain, the SWiFT site was also chosen for
its relevance to wind-energy installations in the U.S.A. and for the adjacent meteorological
measurement facilities hosted by Texas Tech University’s (TTU) National Wind Institute.
Detailed information on the SWiFT site and National Wind Institute measurement facilities
can be found in Hirth and Schroeder (2014), and Kelley and Ennis (2016).
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(a)

(b)

(c)

(d)

Fig. 2 Time history of the a wind speed S, b 10-min averaged turbulence intensity T I , c virtual potential
temperature θv , and d wind direction D as measured at the TTU tower at various heights in the period 8–9
November 2013

Within the Department of Energy’s Atmosphere to Electrons MMC project, meteorolog-
ical conditions at the SWiFT site for the period 23 June 2012 to 31 December 2014 were
analyzed to identify a quiescent diurnal cycle. The data were first searched for a consistent
1-h, near-neutral atmospheric stability condition, and subsequently filtered, requiring that
the surrounding 24 h have fairly consistent wind speed and direction to remove cases with
significant frontal passages. From the 36 days that satisfied this set of filter conditions, the
evening transition on 8 November 2013 was selected because of its quiescent weather condi-
tions (no precipitation or frontal passages) and typical diurnal cycle of wind speed, turbulence
intensity, virtual potential temperature, and wind direction, including morning and evening
transitions (Fig. 2). An LLJ develops during the night with southern wind directions through-
out the simulation period, which ensures the consistent atmospheric flow conditions that are
ideal for testing MMC methods. Details of the case-selection procedure and a description of
the meteorological conditions during the 8 November 2013 quiescent diurnal cycle are given
in Haupt et al. (2017).

Numerical results obtained with the mesoscale-to-microscale model are compared with
observations from the TTU 200-m-tall meteorological tower (Kelley and Ennis 2016; Atmo-
sphere to Electrons 2014b). The tower has vertical stations at 0.9 m, 2.4 m, 4 m, 10.1 m,
16.8 m, 47.3 m, 74.7 m, 116.5 m, 158.2 m, and 200 m, providing three-dimensional sonic
anemometer velocity, temperature, barometric pressure, and relative humiditymeasurements.
The three-dimensional propeller anemometer measurements are available at all but the low-
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Fig. 3 Domain configuration and terrain elevation of the WRF model set-up with the state borders of the
U.S.A. indicated as the black lines. The bold black rectangles indicate boundaries of the two nested domains.
The cross denotes the location of the SWiFT Facility

est two stations. The sonic anemometers provide turbulence quantification as well. Raw data
from the 200-m tower are recorded at a sample rate of 50 Hz.

In addition to the 200-m meteorological tower, numerical results are also compared to a
Vaisala LAP-3000 wind-profiling radar (Atmosphere to Electrons 2014a), deployed by TTU
about 0.5 km from the tower. The data recorded during the period of interest include two scan
types: a low-range scan (“type 0,” ranging from 151–1744 m above ground level, a.g.l.) and
a high-range scan (“type 1,” 611–6186 m a.g.l.). Thirty range gates provide 55-m and 192-m
vertical resolutions for the two scans. The low-range scans had a pulse width of 400 ns and
a consensus averaging time of 16 min, whereas the high-range scans had a pulse width and
consensus averaging time of 2800 ns and 15 min, respectively; data were averaged in 20-min
intervals.

2.2 Mesoscale Model

Mesoscale flow fields were simulated using the National Center for Atmospheric Research’s
Weather Research and Forecasting (WRF) model (Advanced Research WRF, version 3.7.1;
Skamarock et al. 2008). The WRF model uses finite differencing to solve the com-
pressible Euler equations, using a split time-stepping algorithm within the Runge–Kutta
time-integration scheme. In the WRF model, turbulent motions of the ABL are parametrized
using a boundary-layer scheme.

TheWRFmodel simulations were initialized on 8November 2013, at 0000UTC to run for
48 h. The first 12 h were discarded for input in the microscale to allow for model spin-up. The
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outermost domain has a 27-km grid spacing and was nested down through 9 km to an inner
domainwith a 3-km grid spacing (Fig. 3) and a size of 354× 300 km2. The timestepwas set to
15 s with model output saved every 10 min of model time. We used 88 model levels spaced 5
m apart in the lowest 20 m and stretched continuously beyond that. The model was initialized
and forced at the boundaries by 1◦ × 1◦ United States National Center for Environmental
Prediction Global Forecast System analysis at 6-h intervals. Land-use categories are sourced
from theUnited States Geological Service (National Center for Atmospheric Research 2020).
The physics and dynamics options used include the Mellor–Yamada Nakanishi and Niino
(MYNN) level-2.5 boundary-layer and surface-layer (Nakanishi and Niino 2009) schemes,
the unifiedNoah land-surfacemodel (Tewari et al. 2004), the Rapid Radiative TransferModel
for General CirculationModels (Iacono et al. 2008), theMorrison two-moment microphysics
scheme (Morrison et al. 2009), and the upper-level Rayleigh damping applied to the vertical
velocity component. The turbulence and mixing options are set to evaluate second-order dif-
fusion terms on coordinate surfaces, including the horizontal Smagorinsky first-order closure
for eddy coefficient, the sixth-order up-gradient-prohibiting diffusion, the positive-definite
advection option for moisture, turbulence kinetic energy (TKE, e), and scalars, the fifth-
order horizontal advection for momentum and scalar, and the third-order vertical advection
for momentum. Information about these options can be found in Wang et al. (2017).

2.3 Microscale Model

Microscale simulations are performed using the National Renewable Energy Laboratory’s
incompressible LES code, SOWFA (Simulator fOr Wind Farm Applications; see, e.g.,
Churchfield et al. 2012a, b), which is built upon the OpenFOAM computational fluid dynam-
ics toolbox (The OpenFOAM Foundation 2020). The transport equations for momentum
and potential temperature are discretized using an unstructured, finite-volume formulation.
Advective and diffusive terms are computed using second-order central differencing (lin-
ear interpolation of quantities to cell faces), and time advancement is based on second-order
backwards differencing.All variables are located at cell centres, and velocity–pressure decou-
pling is avoided by means of Rhie–Chow-like interpolation (Rhie and Chow 1983) of the
momentum flux to cell faces. The algorithm used to solve the system of governing equations
is the predictor-corrector pressure-implicit splitting operation (Issa 1985; Issa et al. 1986)
with three corrector steps.

The microscale numerical domain has a size of 5 × 5 km2 in the horizontal and 2 km
in the vertical; a uniform hexahedral mesh with 10-m grid spacing in each direction is used
throughout the domain. The effect of subgrid-scale motions on the resolved flow is calculated
using a prognostic subgrid-scale TKE model (Deardorff 1980), and buoyancy is accounted
for via the Boussinesq approximation. The microscale simulations were initialized on 8
November 2013, at 1200 UTC using WRF model profiles, and the simulations advanced for
24 h with a timestep of 0.5 s. Surface shear stress is computed using Schumann’s wall model
(Schumann 1975) with the aerodynamic roughness length z0 = 0.1 m. The surface potential
temperature is taken from WRF model data, and the surface heat flux is computed using the
algorithm of Basu et al. (2008a). At the top, a slip boundary condition is used for the velocity,
and the gradient of the potential temperature is set to match that of the WRF model profile
used for initialization. Periodic boundary conditions are used in the horizontal directions.
Finally, the latitude is set to 33.61◦N, corresponding to the SWiFT site, and the reference
potential temperature θ0 = 300 K.
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2.4 Mesoscale-to-Microscale CouplingMethodology

Most microscale ABL simulations solve the following incompressible governing equations
for momentum and virtual potential temperature

∂ ūi
∂t

+ ∂

∂x j

(
ūi ū j

) + 2εi jkΩ j

(
ūk − uGk

)
= − 1

ρ0

∂ p̄′

∂xi
− ∂τ D

i j

x j
+

(
θ̄ − θ0

θ0

)
gi , (1a)

∂θ̄

∂t
+ ∂

∂x j

(
ū j θ̄

) = −∂q j

∂x j
, (1b)

where ūi is the resolved-scale velocity vector, εi jk is the alternating tensor used to indicate
a cross product, Ω j is the planetary rotation rate vector, uGk is the geostrophic velocity
vector, ρ0 is the constant density, p̄′ is the resolved-scale pressure perturbation relative to: a
reference value at a reference height, the hydrostatic variationwith height (defined as ρ0gi xi ),
and the background mean horizontal gradient in pressure; τ D

i j is the deviatoric part of the

subgrid-scale stress tensor; θ̄ and θ0 are the resolved-scale and reference virtual potential
temperatures, respectively, which along with the gravity acceleration vector, gi , comprise the
Boussinesq buoyancy term; and q j is the subgrid-scale temperature flux vector.

Here,we couple themicroscalewith themesoscale by including realisticmesoscale forcing
terms in the microscale equations, following Baas et al. (2010) and Sanz Rodrigo et al.
(2017b). The microscale governing equations in Eq. 1 then become

∂ ūi
∂t

+ ∂

∂x j

(
ūi ū j

) + 2εi jkΩ j ūk

= Spg,i + Sadv,ui − 1

ρ0

∂ p̄′

∂xi
− ∂τ D

i j

x j
+

(
θ̄ − θ0

θ0

)
gi , (2a)

∂θ̄

∂t
+ ∂

∂x j

(
ū j θ̄

) = Sadv,θ − ∂q j

∂x j
, (2b)

where the S terms are time–height-varying synoptic source terms from the mesoscale trans-
port equation budget components that cannot naturally occur in the limited domain of the
microscale simulation. Namely, Spg,i is the large-scale driving pressure gradient, Sadv,ui
is the large-scale momentum advection term, and Sadv,θ is the large-scale virtual potential
temperature advection term.

In contrast to the microscale equations describing dry, incompressible flow that our solver
uses, the mesoscale governing equations often describe compressible and moist flow, but
they can be cast in the form

∂Ui

∂t
= − ∂

∂x j

(
UiU j

) − 1

ρ

∂P

∂x
+ FUi , (3a)

∂Θ
∂t = − ∂

∂x j

(
ΘUj

) + FΘ,

I II III IV
(3b)

where Ui , Θ , and P are the mesoscale velocity vector, virtual potential temperature, and
pressure, respectively, and ρ is the local density. Here, FUi and FΘ are any additional forcing
terms arising from turbulent mixing, planetary rotation, spherical projection, and other model
physics. Turbulentmixing andplanetary rotation are explicitly accounted for in themicroscale
model.
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The coupling is completed, following Lehner (2012), by including the mesoscale terms
from Eq. 3 into Eq. 2 by

Spg,i = − 1

ρ

∂P

∂xi
, (4a)

Sadv,ui = − ∂

∂x j

(
UiU j

)
, (4b)

Sadv,θ = − ∂

∂x j

(
ΘUj

)
. (4c)

We acknowledge that the mesoscale pressure-gradient term Spg,i is scaled by the locally-
varying density from the compressible mesoscale model, whereas the microscale model
is incompressible and hence has a constant density. How to more rigorously address this
mismatch should be the subject of future work. Additionally, surface forcing for the potential
temperature equation is applied in the form of a surface skin temperature derived from the
WRFmodel.Note that nudging towardsmesoscale data or observations fromameteorological
mast are not used here.

There is nothing about this coupling method that limits one to applying it to only momen-
tum and potential temperature. Future research could explore extracting mesoscale advective
terms for quantities such as moisture, and applying them to the corresponding terms within
the microscale solver.

As the baselineMMCconfiguration,we consider amicroscale simulation driven by budget
components extracted from the WRF model column closest to the SWiFT site, using the
10-min output data. In this configuration, no temporal averaging is applied to the budget
components, and the effective spatial averaging corresponds to the horizontal area covered
by the WRF model column, which is 3× 3 km2. Further, the impact of spatial and temporal
averaging is investigated based on a set of 12 simulations. We conducted spatial averaging
over one 3 × 3-km2 grid cell, three 3 × 3-km2 grid cells (i.e., 9 × 9 km2), and nine 3 × 3-
km2 grid cells (i.e., 27 × 27 km2); temporal averaging was done over 60 min, 120 min, and
180 min. These averaging scales represent the usual grid spacing, model output frequency,
and that suggested previously (Sanz Rodrigo et al. 2017b; Heinze et al. 2017). The various
simulations and corresponding spatial- and temporal-averaging windows are summarized in
Table 1.

3 Mesoscale-to-Microscale Simulation Results

3.1 Mesoscale Budget Components

Asmentioned in Sect. 2, we extracted mesoscale budget components from theWRFmodel at
the SWiFT facility on 8 November 2013, to couple to microscale simulations over a diurnal
cycle (Fig. 2). In this section, we analyze the budget components from that day.

Figure 4 shows time–height plots of the wind speed, wind-speed tendency Stend (term I
in Eq. 3a), and the mesoscale budget components: the magnitude of the pressure gradient
force Spg (term III), advection Sadv (term II), Coriolis force Scor , and effects from the ABL
scheme Spbl (Term IV). Note that for better visual representation in m s−1, the components
were divided by the Coriolis parameter. Figure 4 shows the lowest 2 km over 48 h using
WRF model output every 10 min. The typical diurnal pattern of the ABL is clearly visible
on each day. The development of a LLJ each evening is discernible through wind-speed
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Table 1 Conducted coupled
simulations using various
averaging windows

Simulation Averaged Effective spatial Averaging
grid cells average (km2) period (min)

L3_T0 1 × 1 3 × 3 None

L3_T60 1 × 1 3 × 3 60

L3_T120 1 × 1 3 × 3 120

L3_T180 1 × 1 3 × 3 180

L9_T0 3 × 3 9 × 9 None

L9_T60 3 × 3 9 × 9 60

L9_T120 3 × 3 9 × 9 120

L9_T180 3 × 3 9 × 9 180

L27_T0 9 × 9 27 × 27 None

L27_T60 9 × 9 27 × 27 60

L27_T120 9 × 9 27 × 27 120

L27_T180 9 × 9 27 × 27 180

Fig. 4 Time–height plots of horizontal quantities of the momentum-budget terms presented in Eq. 3a, b: a
wind speed S, b momentum budget Stend , c pressure gradient force Spg , d advection Sadv , e Coriolis force
Scor , and f effects from the subgrid scale Spbl from 8 November 2013, 0000 UTC, to 10 November 2013,
0000 UTC, taken from the closest grid point to the SWiFT site. The budget components were divided by the
Coriolis coefficient to show m s−1

maxima (dark blue) in the lower third of the top left panel, as are the nontrivial magnitudes
of synoptic-scale advective, pressure, and Coriolis tendencies that play strong roles in the
LLJ evolution. Small-scale spatio-temporal variability is especially discernible in the terms
Spg , Sadv , and the sum of all the budget components, Stend .

The evolution of the potential temperature across two diurnal cycles is shown in Fig. 5a,
illustrating that the ABL starts to grow at around 1500 UTC on both days, and decreases as
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Fig. 5 Time–height plots of a potential temperature, b potential temperature tendency (term I in Eq. 3b), and
c potential temperature advection (term II) in K h−1 from 8 November 0000 UTC to 10 November 0000 UTC,
taken from the closest grid point to the SWiFT site

(a) (b)

(c) (d)

Fig. 6 Time–height plots of microscale simulation results for a wind speed, b wind direction, c potential
temperature, and d resolved TKE from 8 November 1200 UTC until 9 November 2013 1200 UTC. The results
correspond to simulation L3_T0 and have been averaged over horizontal planes

it returns to atmospheric stable conditions during the night. The top of the ABL is especially
visible in the temperature tendency (b) as well as in Fig. 6, showing microscale simulation
results. The importance of the advective component of the temperature tendency, especially
on the second simulated day, is shown by much more pronounced magnitudes than on the
first day (high values around 300 m a.g.l.). We therefore conclude that temperature advection
is an important contributor to the atmospheric stability in the ABL on that day.

3.2 Microscale Flow Results

In this section, we evaluate the microscale LES results driven by the mesoscale budget
components discussed in the previous section. We first consider the general flow behaviour
in terms of the wind speed and direction, potential temperature, and TKE in Fig. 6. Note that
the microscale results are only shown for one day.

We find that the main temporal evolution of the microscale prediction of mean-flow quan-
tities follows the larger-scale diurnal patterns that were observed previously in the mesoscale
output, including the diurnal growth and collapse of the ABL and the development of a
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nocturnal LLJ. Further, the time–height plot of TKE shows that the intensity of the resolved
turbulence complies with the mean-flow dynamics, exhibiting high levels in the daytime
convective boundary layer and a subsequent decay to low-level turbulence at night. Next,
Fig. 7 depicts the time history of the same quantities at a typical turbine-hub height of 80
m and enables a qualitative comparison between mesoscale and microscale results and TTU
tower observations. During the daytime, the wind speed predicted by the microscale model
is sometimes up to about 2 m s−1 higher than the results from the mesoscale simulation, and
at night differences in the wind direction of ≈ 10◦ are observed. In general, however, trends
in the microscale results closely follow the mesoscale data both in terms of the velocity and
potential temperature. Consequently, the agreement between the mesoscale-to-microscale
prediction and the observations in terms of these mean-flow quantities depends to a large
extent on the accuracy of the mesoscale simulation. For example, the large oscillation in
observed wind speed between 1200 and 1600 UTC is captured by neither the mesoscale nor
the microscale model, and both solvers’ prediction of a potential temperature decrease asso-
ciated with the development of the night-time stable boundary layer appears to lag several
hours behind the TTU tower observations.

We evaluate the time history of the TKE in Fig. 7d. Here, the TKE from the LES model is
evaluated from planar averages to be consistent with the WRF model simulations, which can
also be thought of as planar averages. Since the forcing for the LESmodel originates from the
WRF model, we chose to evaluate planar averages, even though the observations are point
measurements. In Fig. 7d, the microscale results agree well with the observations, capturing
both the high levels of turbulence during the daytime (overpredicted) and the low variability
during the night. Moreover, the timing of the evening transition and decay of turbulence
are predicted relatively well, especially when comparing with the timing of the potential
temperature decrease in Fig. 7c. Finally, we observe that, from the start of the simulation, the
TKE increases immediately, which seems to suggest a rapid spin-up of turbulence. After 1
h, the entire numerical domain is filled with adequate turbulent structures (not shown) which
are continuously recycled by the periodic lateral boundary conditions.

Consider the vertical structure of the ABL in Fig. 8 where the vertical profiles are averaged
over 1 h at 1800 UTC, 2200 UTC, and 0600 UTC, corresponding to convective, neutral, and
stable conditions at 1200LT (local time=UTC−6h), 1600LT, and0000LT, respectively. The
wind-speed profile representing convective conditions in Fig. 8a shows that the mesoscale
simulation underpredicts the wind speed when compared with the observations, and the
microscale simulation is not able to correct this mean bias. However, the high wind shear in
the mesoscale profile, as produced by the MYNN ABL scheme, is modified by the resolved
turbulent structures in the microscale simulation, leading to a more uniform wind speed
between the surface layer and the top of the convective boundary layer (Fig. 8). A similar
effect is observed in the potential-temperature profile in Fig. 8c, where the superadiabatic
mesoscale profile is modified by resolved turbulence in the microscale to yield a more well-
mixed profile. Again, the superadiabatic mesoscale profile is likely due to using a local
solver such as theMYNNABL parametrization. Finally, the resolved TKE during convective
conditions in Fig. 8d is higher than the observed values of TKE, but the decrease of TKE
with height is well predicted.

The vertical profiles for near-neutral conditions in Fig. 8e–h show that themesoscale biases
in thewind speed and direction, and potential-temperature are not corrected by themicroscale
simulation, but the wind shear and potential-temperature gradient are more uniform through-
out the boundary layer. Moreover, we observe that the microscale boundary-layer height
(indicated by, for example, jumps in the wind speed and direction and potential temperature,
and a sudden decrease of the TKE with height) in both convective and neutral conditions is
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(a)

(b)

(c)

(d)

Fig. 7 Time history at a height of 80 m of the a wind speed, b wind direction, c potential temperature,
and d TKE, e, comparing microscale results of simulation L3_T0 with WRF model mesoscale results and
observations from the TTU tower from 8 November 1200 UTC until 9 November 2013 1200 UTC. The
microscale results have been averaged over horizontal planes

higher than that predicted by the WRF model, which indicates a higher level of turbulent
mixing in the microscale simulation. Figure 8h shows that the microscale near-neutral TKE
profile matches well with the observations.

For stable conditions (Fig. 8i–l), themesoscalemodel reproduceswell the LLJwind speed,
and the same is true for themicroscale result. Between 750 and 1250m, thewind speed profile
computed from microscale model simulation deviates from the mesoscale results and field
measurements, which we hypothesize is due to the simulated TKE being too high during
the day, which continues into the residual layer at night. Future work could also explore
whether this deviation is caused by the negative wind shear, as suggested by a step change
in TKE between 500 and 750 m (Fig. 8l). Note that the approach of using mesoscale budget
components to drive the microscale simulation can make the microscale solution diverge
from the mesoscale input as this method only provides external forcing. The mesoscale
potential temperature is too high compared with the observations, and, therefore, so is the
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 8 Vertical profiles of a, e, i wind speed, b, f, j wind direction, c, g, k virtual potential temperature, and d,
h, l TKE, averaged over 1 h starting at a–d 1800 UTC on 8 November 2013, e–h 2200 UTC on 8 November
2013, and i–l 0600 UTC on 9 November 2013. Planar-averaged microscale results of simulation L3_T0 are
compared with the WRF mesoscale results and observations from the TTU tower

microscale potential temperature. In terms of the TKE, the microscale result agrees well with
the observations.

The distribution of TKE across structures of different scales is illustrated in Fig. 9 by
means of the power spectral density of the streamwise and vertical velocity components
and potential temperature fluctuations. The temporal spectra are calculated for 1 h of data
starting at 1800UTC (convective), 2200UTC (neutral), and 0600UTC (stable), usingWelch’s
method (Welch 1967) with 10-min segments, 50% overlap, and a Hann window function
(Harris 1978). It is shown that, given information about the mesoscale flow, the microscale
solver is able to contribute smaller-scale turbulent structures resulting from the mesoscale
internal and surface forcing. Compared with the turbulence spectra observed at the TTU
tower, there is an overestimation of turbulence energy at higher frequencies close to the
cut-off frequency in Fig. 9a, and there are also noticeable differences in Fig. 9c, f, and i
for stable conditions, which are typically more difficult to capture with the LES approach.
We also see a sharper roll-off (i.e., slope changes) of energy in the simulations than in the
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(a)

(d)

(g)

(b)

(e)

(h)

(c)

(f)

(i)

Fig. 9 Power spectral density of turbulent fluctuations in a, d, g the streamwise velocity component, b, e, h
vertical velocity component, and c, f, i potential temperature at 80 m using 1 h of data starting at a–c 1800
UTC on 8 November 2013, (d–f) 2200 UTC on 8 November 2013, and g–i 0600 UTC on 9 November 2013.
Microscale spectra corresponding to simulation L3_T0 are compared with observations from the TTU tower

observations. Furthermore, the low-frequency content of turbulence depends on the time of
the day. The low-frequency signal in the microscale could be related to the mesoscale forcing
passed to the microscale solver. There does not seem to be a pattern discernible with regard
to spectral differences between observations and simulations. Future work could explore
whether a finer grid spacing would reduce the spectral differences between observations and
simulations during stable conditions.

4 Impact of Spatial and Temporal Averaging

4.1 Mesoscale Input to theMicroscale

We now evaluate the effect of spatial and temporal averaging on the mesoscale budget com-
ponents, since the need for averaging has been emphasized previously (Heinze et al. 2017;
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Fig. 10 Time–height plots of Spg over 48 h for all the experiments listed in Table 1

Arroyo et al. 2018; Olsen 2018). Arroyo et al. (2018) found that, for their case in complex
terrain, the pressure-gradient forcing Spg (term III in Eq. 3a) is particularly noisy for their 3-
km grid (which agrees with our findings), stating that the pressure gradient accounts also for
small-scale advection generated by the terrain at that scale, and concluding that small-scale
advection should be accounted for by the microscale model. Here and in the next section, we
analyze the momentum budget components to deduce whether averaging or smoothing of
the budget components is necessary for successful implementation of the MMC approach.

The advective component of the momentum tendency Sadv and the component describing
the pressure gradient Spg exhibit the most spatio-temporal variability (Fig. 4), and as these
are the two components coupled to the microscale, we investigate them here in more detail.
Figure 10 shows time–height plots over 48 h of the term Spg for all 12 conducted experiments
(Table 1), sorted into rows for spatial averaging and columns for temporal averaging, illus-
trating that the variability clearly reduces from the top left to the bottom right. This shows
that averaging instantaneous output may be advantageous in reducing noise, yet averaging
over too big an area (e.g., 27 km) and too long a period (e.g., 3 h) does not change the budget
components considerably in this case. Moreover, large averaging periods and areas may have
disadvantages because the signals in the data are too smooth, or features over too long a
distance are averaged together and hide the mesoscale feature of interest (e.g., the timing
and location of a front would be wrong). Lastly, Fig. 10 shows that spatial averaging is more
effective than temporal averaging in decreasing the variability, with the same conclusions
also holding for the advective term Sadv (not shown).

Spectra of the terms Spg and Sadv for all cases are shown in Fig. 11. In general, the longer
the temporal average and the larger the area over which the budget components are averaged,
themore energy is reduced, which is consistent with Fig. 10. It is apparent that the differences
between the cases are only pronounced at higher frequencies. The reduction of energy for
1-h temporal averages occurs at higher frequencies than for the 2- and 3-h temporal averages
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(a) (b) (c)

(d) (e) (f)

Fig. 11 Power spectral density of a–c the pressure-gradient tendency Spg and d–f the advective component
of the momentum tendency Sadv , extracted from the WRF model at the closest grid point to the SWiFT site
at 80 m. The spectra are computed over 48 h for spatially-averaged WRF model output over a (left column)
3 × 3 km2, (middle column) 9 × 9 km2, and (right column) 27 × 27 km2 set of grid cells for the various
averaging times T0/60/120/180 min

(i.e., the orange line for T = 60 min falls off later than the lines for T = 120 min and T = 180
min, which is to be expected). We also find that the spectra of the term Sadv fall off faster
than for the term Spg .

Assuming a mean wind speed at 80 m of approximately 10 m s−1 (Fig. 7), a temporal
average of 1 h corresponds to a spatial average of 36 km using Taylor’s frozen turbulence
hypothesis. Therefore, and because the energy is reducedmore for the 9-km and 27-km spatial
averages with 1-h temporal averaging (Fig. 11b, c, e, f), as opposed to 2-h and 3-h temporal
averages with 3-km spatial averaging (Fig. 11a, d), we conclude that spatial averages are
more effective in reducing noise than temporal averages. However, averaging over too large
an area (e.g., 27 km) may be disadvantageous in capturing desired mesoscale features.

4.2 Impact on theMicroscale

The impact of spatially and/or temporally averaging the mesoscale budget components on
the microscale simulation results is illustrated in Fig. 12, which shows time–height plots of
wind speed for all experiments listed in Table 1.

We find that, also in the microscale, the spatio-temporal variability decreases with an
increasing spatial- and temporal-averaging window of the mesoscale budget components.
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Fig. 12 Time–height plots of microscale wind speed from 8 November 1200 UTC until 9 November 2013
1200 UTC for all the experiments listed in Table 1. The microscale results have been averaged over horizontal
planes

However, the main flow features and ABL dynamics are similar among the different simu-
lations and do not seem to depend much on the degree of averaging. The same conclusion
holds for other microscale quantities such as the wind direction, potential temperature, and
TKE (not shown).

To further quantify the impact on microscale results of spatially and/or temporally averag-
ing the mesoscale budget components, we evaluate the error between simulated and observed
quantities of interest in Fig. 13.

We consider the wind speed and direction, potential temperature, wind shear and wind
veer, TKE, and turbulence intensity, averaged across a reference rotor span between 40 and
200m (characteristic of an 8-MW largewind turbine). Following SanzRodrigo et al. (2017b),
the wind shear α is estimated by fitting a power-law to the planar-averaged wind speed at all
simulated heights within the rotor region. Similarly, the wind veer Ψ is calculated by a linear
curve fit to the planar-averaged wind direction. The mean and standard deviation of the error
are calculated for 1 h of data starting at 1800 UTC (convective), 2200 UTC (neutral), and
0600 UTC (stable conditions).

For most of the wind-energy quantities of interest in Fig. 13, we find that the mean error
with respect to the TTU tower observations is very similar among the various simulations,
especially when the stability conditions are convective (1800 UTC) or neutral (2200 UTC).
During stable conditions (0600UTC),wefind that averagingofmesoscale budget components
has an impact on certain variables. For example, using a large spatial averaging window of
27 × 27 km2 (simulations L27_T0/60/120/180, represented in red) leads to greater errors
in terms of the wind speed and direction. Interestingly, the microscale simulations show a
reduced error compared with the WRF model simulations for the wind speed for convective
and neutral conditions, but show a similar error for stable conditions, indicating that the
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 13 Error between simulations and TTU tower observations, in terms of various quantities of interest
averaged across a reference rotor span between 40 and 200 m: a wind speed, b wind direction, c potential
temperature, d potential temperature gradient across rotor span, e wind shear, f wind veer, g TKE, and h
turbulence intensity. Every simulation is represented by a coloured bar centred at the mean error (black line)
with a height equal to twice the standard deviation. The mean and standard deviation of the error are calculated
based on 1 h of data starting at 1800 UTC, 2200 UTC, and 0600 UTC
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(a) (b) (c)

Fig. 14 Power spectral density of turbulent fluctuations in thewind speed, obtainedwithmicroscale simulations
for the cases a L3_T0/60/120/180, b L9_T0/60/120/180, and c L27_T0/60/120/180. The microscale spectra
are calculated at 80 m using 1 h of data starting at 1800 UTC, and the results are compared with observations
from the TTU tower

microscale simulations are able to reduce the error from the mesoscale input with respect
to the wind speed. For wind-energy applications, the accurate prediction of the wind speed
is important. Equally important, though, is how well a flow model predicts the mean wind
speed and potential temperature profiles. The wind shear has a significant impact on wind-
turbine fatigue loading at the rotor rotation frequency, and the potential temperature gradient
dictates the buoyancy production of turbulence. From Fig. 13, we see that, during convective
conditions, the error in the wind speed and potential temperature gradient is reduced to nearly
zero in the microscale simulation versus the WRF model results. At other times of day, an
error reduction is realized as long as the area over which the spatial averaging is applied is
not too large. Whether the reduction in error of the microscale predictions is a consistent
trend is not completely clear because we have only simulated a single day. A multiday or
full-week simulation would likely be necessary to make conclusive claims about microscale
error reductions. The spatial averaging has a dramatic effect on the wind direction during
stable conditions (calculated from the planar-averaged velocity components, which is also
more sensitive to spatial averaging than temporal averaging, and more sensitive than any
of the other quantities during any period). Furthermore, while temporal averaging seems to
have the strongest impact on the potential temperature, there is not a single combination of
spatial and temporal averaging that reduces the mean error significantly and consistently over
different time windows for the various quantities of interest.

Finally, Fig. 14 shows that the spectra of the variousmicroscale simulations all collapse on
top of each other and that averaging of the mesoscale budget components does not impact the
spectrum of the microscale turbulence. This finding also holds for other variables and at other
times of the day (not shown).Therefore,we conclude that the spatio-temporal variability of the
mesoscale internal forces has very little impact on the microscale results, and that averaging
of mesoscale budget components is not needed when coupling with microscale LES models.
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5 Conclusions

Because the MMC approach allows for a microscale LES model of a much wider variety
of atmospheric conditions, we evaluate the performance of the MMC approach by applying
mesoscale momentum and temperature transport equation budget terms to the microscale
transport equations as time–height varying source terms. Using mesoscale budget compo-
nents as input to a microscale model is one of the most straightforward ways of executing
the MMC technique, which has been successfully used in a number of studies (listed in Sect.
1). We also conclude that, generally, this method of coupling performs well for the diurnal
cycle at the SWiFT site test case investigated here.

We find that, as the main temporal evolution of the microscale prediction of mean-flow
quantities follows larger-scale diurnal patterns of the mesoscale model output, with regard to
applying LES models for the MMC technique, the accuracy of the mesoscale model output
determines the accuracy of the microscale model output for the mean-flow quantities. We
further observed higher levels of turbulent mixing in the microscale than in the mesoscale
simulations.

For most of the wind-energy quantities of interest, the mean error with respect to the
TTU tower observations is very similar among the various simulations, especially during
convective or neutral stability conditions. We further show that the mesoscale bias in wind
speed and direction, and potential temperature is not corrected by the microscale simulation.
However, the microscale wind shear and potential temperature gradient are more uniform
throughout the boundary layer, and, therefore, are corrected by the microscale model. As
noted in Sect. 3.2, the vertical gradients of horizontally-averaged temperature and velocity
may be attributed to the MYNN ABL parametrization used here. In general, the MMC
prediction of the turbulence energy cascade agrees fairly well with the observations, even
when there is a bias in the prediction of mean-flow quantities.

Generally, these findings affirm our first hypothesis:

(i) The mesoscale models have difficulties predicting profiles for shear and veer, and the
LES approach can correct themesoscale predictions for shear and veer but, as expected,
cannot adjust the magnitude of the wind speed and direction.
Because it is unclear from the literature whether the spatio-temporal variability of the

larger-scale budget components has an effect on the microscale, we studied how wind-
energy quantities of interest computed within the microscale LES model are affected
by applying different levels of variability-reducing spatial and temporal averaging of
the source terms derived from mesoscale budget components.
Results show that averaging reduces the spatio-temporal variability of the momen-

tum budget components, and that spatial averages are more effective in reducing this
variability than temporal averages. This makes spatial averaging of the momentum
budget components more advantageous than temporal averaging, because, apart from
being more effective, it preserves time-varying features that should be passed onto
the microscale. We caution that averaging over too large an area (e.g., 27 × 27 km2)
might be disadvantageous in capturing desired mesoscale features. Even though in
the region of the TTU tower the terrain is relatively flat, one should not assume
that the budget component fields are horizontally homogeneous. In fact, we have
found them to be horizontally heterogeneous, lasting several hours (i.e., they are in
quasi-equilibrium; Fig. 15). Therefore, spatial averaging about the point of interest
can introduce additional budget-component effects at the point of interest, which is
undesirable.
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(a) (b) (c) (d)

Fig. 15 Advection term of the mesoscale momentum budget, Sadv , across the innermost WRF modelling
domain at 1700, 1800, 1900, and 2000 UTC at 117 m a.g.l. The advection budget term is divided by the
Coriolis parameter to convert to the units of m s−1. The cross denotes the location of the TTU tower

However, in the end, there is not a single combination of spatial and temporal aver-
aging windows that reduces the mean error significantly and consistently over the
different time windows for the various quantities of interest.
These findings concerning mesoscale budget averaging partially disprove our

remaining two hypotheses in the following ways:
(ii) Although Sanz Rodrigo et al. (2017b) state that averaging effectively removes noise

in the budget component time history and spatial field, we find that it is not impor-
tant, or sometimes disadvantageous, for the LES approach, which is counter to our
original hypothesis. It is unclear why some of the budget component fields contain
seemingly unphysical noise, but we conclude that, at least in the case simulated here,
the noise of the budget component field is of high enough frequency and/or small
enough magnitude that it cannot effectively overcome the inertia of the mean field and
the turbulence does not react fast enough to it to cause noticeable changes to turbulence
properties.

(iii) If averaging must be performed, spatial averaging of budget components is more effi-
cient than temporal averaging in that more extensive smoothing can be achieved with
less data. However, if quasi-stationary spatial structures are present in the budget com-
ponents, spatial averaging is not recommended. Also, by temporally averaging the
budget components, we lose desired signals in certain mesoscale events (e.g., the exact
timing of a cold front passage). This violates the motivation for coupling the mesoscale
to the microscale, which is to integrate accurate simulations of mesoscale events into
a microscale model.

In conclusion, because averaging the budget components shows no significant impact on
the mean-flow quantities in the microscale, and given the effects of spatial and temporal aver-
aging listed above, averaging is not necessary when coupling mesoscale budget components
to the LES model.

The presented results apply to a quiescent diurnal cycle over flat terrain. Future stud-
ies should investigate various mesoscale phenomena, such as frontal passages, or different
terrain. However, as indicated in the Introduction, the method needs to be adjusted over inho-
mogeneous terrain and for strong gradients in mesoscale signals. Additional studies should
investigate the impact of coupling mesoscale budget components to a LES solver by ana-
lyzing the observed and simulated power predictions of wind farms, for example, by using
actuator lines or disks in the LES model.
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Mirocha JD,Moriarty P,Muñoz Esparza D, Rai R, ShawWJ (2015) First year report of the Atmosphere to
Electrons Mesoscale to Microscale Coupling Project. Pacific Northwest National Laboratory, Richland,
WA, Tech Rep PNNL-25108

Haupt SE, Kotamarthi R, Feng Y, Mirocha JD, Koo E, Linn R, Kosović B, Brown B, Anderson A, Churchfield
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