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acquisition side of the low field scanner. Finally, I would like to thank all members of the MReye group
and the low field group. Your advice during the (bi-)weekly meetings definitely helped me to look at my
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Corné Haasjes
Bodegraven, November 2022

i



Summary

Ultrasound imaging is an important modality in ocular oncology, allowing for fast examination of the eye
by the ophthalmologist themselves. It is clinically used to measure tumour sizes for treatment planning.
However, ocular ultrasound is limited to two-dimensional imaging, and suffers from poor contrast be-
tween tumour and sclera, which negatively impacts the accuracy of tumour measurements. In this work,
low field MRI is investigated as a possible alternative for ultrasound imaging. Design requirements are
a scan time of less than 4 minutes; resolution of 1.0 mm isotropic; Field of View (FOV) large enough to
contain the eye and the orbit; contrast sufficient to distinguish the sclera, vitreous, tumour, lens and lipid.
The experimental setup consists of a 46 mT Halbach-array based scanner, a volume coil as transmit coil
and a custom-built surface coil as receive coil. Images are made of a water phantom to characterise the
FOV, and a porcine eye to characterise the contrast. The FOV is found to meet the requirements, and the
contrast is sufficient to distinguish the sclera, vitreous, lens and lipid in porcine eyes. The resolution is
too low and the scans take too long (about 5 minutes at a resolution of 1.0 × 1.0 × 7.5 mm). Increasing
the resolution and decreasing the scan time will result in a low Contrast to Noise Ratio (CNR), causing
the contrast requirement to be violated. Fast, high-resolution three-dimensional imaging is therefore not
feasible on the current system. The CNR can be improved by using a higher field strength, which requires
the development of new hardware. Furthermore, in order to develop a clinically useable system, it is nec-
essary to determine tumour contrast, design optimised pulse sequences, and test the method on human
subjects.
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1
Introduction

Uveal Melanoma (UM) is the most common ocular tumour in western-european adults, and is tradition-
ally evaluated using funduscopy and ultrasound imaging [1]. Unlike optical modalities, ultrasound imag-
ing is not hindered by opaque media and does not suffer from optical deformations. It is therefore an
essential imaging modality for the diagnosis and treatment planning of ocular tumours [2]. Ultrasound
is relatively inexpensive, it is fast enough to allow for real-time imaging, and the examination can be per-
formed by the ophthalmologists themselves. It is clinically used to assess the location and shape of the
tumour, to detect related abnormalities such as retinal detachment and extrascleral extension, and to mea-
sure its thickness and basal diameters [2, 3]. These measurements are used for treatment decisions: small
tumours (thickness < 7 mm, basal diameter < 16 mm) are usually treated with brachytherapy, larger tu-
mours with proton beam therapy or enucleation. Depending on the treatment, the measurements are also
used for treatment planning.

Ocular ultrasound is a widely used modality, but also has some major shortcomings. The equipment
used for ocular ultrasound is limited to two-dimensional images, which negatively affects the accuracy of
tumour size measurements [4, 5]. Furthermore, the contrast between some structures in the eye is low, e.g.
it is hard to distinguish the sclera from a tumour [6]. Additionally, ultrasound is less sensitive to retinal de-
tachment and extrascleral extension than Magnetic Resonance Imaging (MRI) [7, 8]. Finally, ultrasound
images are relatively noisy. This is why ocular MRI is nowadays becoming increasingly important for tu-
mour diagnosis and treatment planning. With MRI, three-dimensional images can be acquired, allowing
for more accurate tumour measurements in some cases [3]. MR images also exhibit excellent contrast,
and with Dynamic Contrast Enhanced (DCE) MRI it is possible to perform functional imaging of the
eye. However, due to its high costs and long acquisition times, MRI is not used for the first examinations
of potential eye tumours. These examinations are therefore still performed with ultrasound.

The high costs of MRI are primarily caused by the use of a strong magnetic field. This has led to the
development of low field MRI. In the LUMC, a system is being developed with a static field strength of
0.5 mT, instead of the 1.5 or 3 T used in clinical MRI systems [9]. These developments have resulted
in a relatively inexpensive and mobile system, which could for example be used in the ophthalmology
department. Ideally, a low field system for ophthalmology should be able to acquire three-dimensional
images of the eye, with good contrast between the different eye tissues. In this work, the feasibility of such
a system is investigated.

A low field MRI scanner for ocular conditions would introduce three-dimensional imaging early in
the diagnostic process, but could also contribute to patient well-being and increase the efficiency of the di-
agnosis and follow-up process. Ultrasound imaging is strongly dependent on the expertise of the observer,
and is therefore only performed by experienced ophthalmologists [10]. The ophthalmologist is therefore
responsible for imaging for diagnosis, treatment planning and follow-up. The patient thus needs to reg-
ularly visit the ophthalmologist, over a period of several years. In the Netherlands, where diagnosis and
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1.1. Anatomy and MRI of the eye 2

treatment of UM are concentrated in only a few centers, this can be quite demanding for the patient. Us-
ing a low field scanner, the imaging can be performed by other staff members. This would shorten the
consultation time for the ophthalmologist, while imaging can still be performed immediately after the
consult. Moreover, imaging can be partly outsourced to referral institutions, especially during follow-up.
This further reduces the workload for the ophthalmologist, and is also less demanding for the patient.

1.1. Anatomy and MRI of the eye
The flexibility of MRI allows to design an imaging protocol specifically for the eye. This requires knowl-
edge about the tissues in the eye and their behaviour on MRI scans. A schematic diagram of the anatomy
of the eye is shown in Figure 1.1, as well as ultrasound and MRI images.

Figure 1.1: Schematic diagram (A), ultrasound (B) and MRI (C, D) images of the human eye. A: The anterior segment
includes the cornea, anterior chamber, iris, ciliary body, posterior chamber and lens. The posterior segment includes the sclera,

choroid, retina and vitreous humour. The sclera can be easily distinguished on the MRI images, but not on the ultrasound
image (B). The MRI images are 𝛵1-weighted (C) and 𝛵2-weighted (D). In imageD, various structures are highlighted. The sclera

(1) is dark on both 𝛵1 and 𝛵2-weighted scans. The vitreous (2) and aqueous (3) humour have a relatively high intensity on
𝛵2-weighted scans, but exhibit low signal intensity on 𝛵1-weighted scans. The lens (4) is dark on both scans; on the 𝛵1-weighted
scan, it is slightly hyperintense to the vitreous. The tumour (5) has a low to medium intensity on the 𝛵2-weighted image and a
high intensity on the 𝛵1-weighted image. In this case, retinal detachment (6) can only be distinguished from the tumour in the
𝛵2-weighted scan. Lipid (7) is bright on both scans, and muscles (8) are dark on both scans. A from [11], B adapted from [12],

and C, D from [8].

The human eye is approximately spherical, with a diameter of circa 24 mm [13]. The eye is divided
into an anterior and a posterior segment; these segments are separated by the crystalline lens [14]. The wall
of the eye consists of three layers. The outer layer is a fibrous layer, composed of collagen, and responsible
for the eye shape. The anterior part of this layer is the transparent cornea, which is about 0.5 mm thick.
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The posterior and largest part is the white sclera, which has a thickness of 0.3 - 1.0 mm. Both layers exhibit
a low signal intensity on MRI scans [2].

Inside this fibrous layer, a vascular layer called the uvea is found. The posterior part of this layer is
the choroid, a vascular layer that supplies blood to the other layers of the eye. In the anterior segment,
the choroid becomes the ciliary body. The ciliary body is ring-shaped and encircles the lens. The iris is
the most anterior part of the vascular layer. On MRI scans, the vascular layer exhibits various intensities
depending on the pulse sequence and contrast enhancement, but it is generally hyperintense to the sclera.

The retina is the inner layer of the eye wall; this layer is only present in the posterior segment. It
contains photoreceptors that are necessary for vision. The retina is relatively thin: its thickness ranges from
0.056 to 0.1 mm [15]. On MRI scans, the retina cannot be distinguished from the choroid; depending on
the pulse sequence, either the choroid or the retina will be visible.

A large part of the posterior segment is filled with the vitreous humour or vitreous body, a gel-like
transparent fluid. The vitreous humour consists for a large part of water, and therefore behaves similar to
free water on MRI scans. As a result, its relaxation times are relatively long, i.e. on the order of seconds for
both 𝛵1 and 𝛵2 [16]. The anterior segment also contains two cavities: the anterior chamber between the
cornea and the iris, and the posterior chamber behind the iris. These chambers are filled with the aqueous
humour. In terms of MRI contrast, the signal intensity of the aqueous humour is close to that of the
vitreous humour. The lens consists mostly of transparent proteins, and has a low intensity on𝛵2-weighted
images and intermediate intensity on 𝛵1-weighted images.

Uveal melanoma originates in most cases from the choroid and grows into the vitreous body [2]. UM
can be flat, dome shaped or mushroom shaped, and can be pigmented as well as amelanotic. Pigmented
UMis bright on𝛵1-weighted images anddark on𝛵2-weighted images. Amelanotic has amediumbrightness
on both weightings. UM may also have multiple partitions with different pigmentations. The intensity
of retinal detachment is close to that of the vitreous, unless it is haemorrhagic; in that case, it is bright
on 𝛵2-weighted images. However, retinal detachment cannot be diagnosed with certainty without using
contrast-enhanced MRI.

The eye is located in a cavity in the skull called the orbit. Apart from the eye itself, this cavity contains
lipid, the optical nerve, blood vessels and muscles that control eye movement. On MRI scans, the eye
muscles are dark on both 𝛵1 and 𝛵2-weighted images. Lipid is bright on both weightings.

1.2. Design requirements
Since the goal of this project is to study the feasibility of a low field system that can substitute ultrasound
in ocular oncology, it is necessary to define requirements that the final result should fulfil. This does not
mean that the low field system should have exactly the same properties as an ultrasound imaging system;
some of the advantages of ultrasound can be exchanged for benefits of MRI. For example, ultrasound
images are acquired much faster, but the higher acquisition times of MRI are acceptable, because MR
images are three-dimensional and generally exhibit better contrast than ocular ultrasound [17].

The requirements maintained during this project are listed in Table 1.1. The time limit of 4 minutes
is strict and should not be exceeded. Ultimately, patients should be scanned without anaesthesia, and min-
imise their eye movements in order to prevent motion artefacts. Longer scan times are therefore likely to
result in more motion artefacts, which should be avoided. The value of 4 minutes is based on clinical ex-
perience and the scan times from the protocol used on 3-Tesla MRI scanners [1]. With a resolution of 1.0
mm isotropic, a reproducibility of 0.5 mm can be achieved. This is an improvement over the reproducibil-
ity of tumour measurements on ultrasound images, which is 0.6 mm [18, 19]. The requirements for image
contrast are qualitative; there are many different possible contrasts, and it is not realistic to define a hard
limit at which certain structures cannot be distinguished anymore.

Although these requirements are met by clinical MRI, it may not be easy to fulfil them using low field
MRI. The Signal to Noise Ratio (SNR) of MRI images increases with the field strength; therefore, a lower
SNR is inherent to low field MRI. The SNR can be increased by decreasing the resolution or increasing
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Parameter Requirement Reason

Scan time Less than 4 minutes Minimise motion artefacts
Resolution Less than 1.0 mm isotropic Higher reproducibility than ultrasound
Field of View Large enough to contain the eye and or-

bit
Contrast / CNR Sufficient to distinguish the main eye tis-

sues: sclera, vitreous, tumour, lipid and
lens

Table 1.1: Requirements for an ocular low field MRI system. The table also lists reasons for requirements that are not
self-explanatory. CNR = Contrast to Noise Ratio.

Figure 1.2: Examples of low field MR images of different anatomies: sagittal slice of the knee (A), 𝛵1-weighted (B) and
𝛵2-weighted images of the brain. Adapted from [21].

the number of averages. The requirements on scan time and resolution therefore implicitly limit the SNR
and thus the Contrast to Noise Ratio (CNR). Using the dependency of the SNR on field the strength
𝛣0, the expected SNR loss can be estimated. At low field strengths, the SNR is proportional to 𝛣3/20 [20],
and at high field strengths the SNR is approximately proportional to 𝛣0. If the transition from low to
high field is assumed to be at 1 T, the SNR decreases by a factor of about 300 when going from 3 T to 50
mT. A fast three-dimensional 𝛵1-weighted scan of the eye in the clinical protocol has a resolution of 0.6
× 0.6 × 2.0 mm and takes about 25 seconds [3]. On the low field scanner, the scan time can be increased
to 4 minutes, resulting in an SNR gain of √8. Furthermore, the voxel size can be increased to 1.0 mm
isotropic. Assuming that the full scan time is used for sampling, this increases the signal per voxel by a
factor of 1.4. Lastly, the CNR between tumour and vitreous is about 30, but a CNR of 2 is sufficient
to distinguish between these tissues. A signal loss of a factor of 15 is therefore acceptable. In total, this
compensates for a signal loss of approximately a factor of 65; the remaining loss amounts to a factor of 5.
This resultmeans that the SNRof the lowfield images canbe expected to be lower than required. However,
a possible signal increase due to a shorter 𝛵1 as low field strength is not taken into account. Moreover,
the estimation is based on a single scan, which has been acquired using an unoptimised sequence, and
the result is affected by the use of a contrast agent. With the estimated order of magnitude, it might
therefore still be possible to get results that meet the design requirements, for example by optimisation
of the pulse sequences. Furthermore, results obtained on other anatomies are encouraging (Figure 1.2),
which is another incentive to investigate the feasibility of low field MRI for ocular conditions.



2
Theory

The quality of MR images is affected by various hardware and imaging related aspects. Radio frequency
(RF) coils and the Signal to Noise Ratio are two of these aspects that are relevant to this work.

2.1. Principles of coil design
MRI creates images by exciting proton spins in a strong magnetic field. These spins start to precess, which
on a macroscopic level causes a rotating magnetisation. This rotating field induces a voltage in the coil,
which forms the actual MRI signal. Coils are therefore indispensable for MRI: no images can be obtained
without them. Instead of taking a one-size-fits-all approach, it is customary to optimise the coils for a
specific application, in this case imaging the eye. This allows to have a good sensitivity at the organ of in-
terest, and to use a smaller FOV, which reduces scan times. The various types of MRI coils can be broadly
categorised as volume coils and loop coils [22, 23]. Volume coils encompass the full body or a part of the
body, e.g. the head or a limb. They are typically cylindrical and generate a relatively homogeneous mag-
netic field. Surface coils consist of one or more loops of wire that are located at the surface of the human
body, close to the organ of interest. These coils have a limited penetration depth, which allows to keep the
FOV small and thus shorten the acquisition time. However, their magnetic field is inhomogeneous and
decreases as a function of depth. If only a surface coil is used, this signal decrease is caused by two effects.
First, the transmitted field𝛣+1 is inhomogeneous, causing the flip angle to decrease over depth. Second, the
sensitivity of the coil decreases over the distance from the coil, which means that the same magnetic field
at a larger depth will generate a weaker signal. The first effect can be mitigated by using separate transmit
and receive coils. In this case, a volume coil with a homogeneous transmit field can be used to excite the
spins. This causes the flip angle to be approximately constant over the whole volume, which effectively
increases the penetration depth of the receive coil.

When designing and building a coil, a number of factors should be optimised in order to maximise
the received signal. These factors are the tuning and matching of the coil, the quality factor, and coupling;
they will be discussed in the next sections.

2.1.1. Tuning and matching
During an MRI scan, the proton spins precess at the Larmor frequency

𝜔0 = 𝛾𝛣0, (2.1)

where 𝛾 is the gyromagnetic ratio and𝛣0 the static magnetic field of the scanner. This frequency is thus
dependent on the magnetic field, and it is necessary that the coil resonates at the same frequency in order
to maximise the received signal. If the coil resonates at a different frequency, the signal amplitude will be

5



2.1. Principles of coil design 6

lower, resulting in a lower SNR. The process of adjusting the resonance frequency of a coil is called tuning.
This is done by adding a tuning capacitor 𝐶𝛵 parallel to the coil (Figure 2.1). The value of 𝐶𝛵 determines
the resonance frequency of the resulting LC circuit; 𝐶𝛵 is therefore chosen such that the coil resonates at
the Larmor frequency.

 

Figure 2.1: Circuit diagram of a coil as used in this work. The tuning capacitor 𝐶𝛵 controls the resonance frequency of the coil
𝐿. The matching capacitor 𝐶𝛭 is used to change the impedance of the circuit to 50𝛺.

During imaging, the induced signal is transmitted to a spectrometer through a transmission line. The
transmission line has a specific impedance 𝛧𝑐𝑎𝑏𝑙𝑒, usually of 50 𝛺. This impedance can be different from
the coil impedance, 𝛧𝑐𝑜𝑖𝑙. If there is a difference between 𝛧𝑐𝑎𝑏𝑙𝑒 and 𝛧𝑐𝑜𝑖𝑙, a part of the power from the coil
will be reflected. This fraction is given by the reflection coefficient 𝛤, defined as

𝛤 = 𝛧𝑐𝑎𝑏𝑙𝑒 − 𝛧𝑐𝑜𝑖𝑙
𝛧𝑐𝑎𝑏𝑙𝑒 + 𝛧𝑐𝑜𝑖𝑙

. (2.2)

If both impedances are equal, all power is transmitted to the spectrometer and contributes to the mea-
sured signal. The coil impedance thus has to be matched to the transmission line impedance; this is called
impedance matching. If the coil is not well matched, the transmitted signal will be lower. There are vari-
ous methods of impedance matching, of which only capacitive impedance matching is used in this work.
This means that a matching capacitor 𝐶𝛭 is added in series with the coil (Figure 2.1). The value of 𝐶𝛭 is
chosen such that 𝛧𝑐𝑜𝑖𝑙 = 50 𝛺 [22].

2.1.2. Quality factor
Another aspect of an RF coil influencing the SNR and thus the image quality, is the quality factor𝑄. This
factor expresses the ratio between the magnetic field energy stored in the coil and the energy loss during a
single cycle, and is defined as

𝑄 = 𝜔𝐿
𝑅𝑒𝑓𝑓

. (2.3)

In this equation, 𝜔 is the frequency of the RF pulse, 𝐿 the inductance of the coil and 𝑅𝑒𝑓𝑓 the effective
resistance of the system. For coilswith the same size andgeometry, the SNR is proportional to√𝑄. The coil
resistance is one of the main components of the total resistance 𝑅𝑒𝑓𝑓, and should therefore be minimised
in order to maximise the SNR. In addition to the coil, the sample also contributes to 𝑅𝑒𝑓𝑓, which means
that the quality factor changes once the sample is introduced in the scanner. This is called the loading
effect. Depending on the static field strength and the characteristics of the coil, the loading effect may
have a significant effect on the quality factor and the tuning and matching of the coil [24].
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Figure 2.2: Example of coupling between two coils. Each graph displays the fraction of the power reflected by each coil
(reflection) and the fraction of the power transmitted from one coil to the other (coupling). If the resonance frequencies of

both coils differ significantly (left), the coupling is negligible. If the resonance frequencies are close and the coupling is strong
(center), the peaks of both coils ‘split’, i.e. they resonate at multiple frequencies. If two coils with the same resonance frequency

(right) are properly positioned with respect to each other, the coupling can be very low. The left and right figures are made
using the setup described in Section 3.1; the center figure is made using two coils that have not been used in this work.

2.1.3. Coupling
When multiple coils are located close to each other, they will interact. This interaction is called inductive
coupling, which means that the magnetic field caused by a current in one coil will induce a current in the
other coils. Coupling causes a shift in the resonance frequency of the coils, changes the bandwidth of the
coils, and can cause the coil to resonate at multiple frequencies (Figure 2.2). When two coils are used in
MRI, for example by using separate transmit and receive coils, coupling is likely to cause problems. During
the transmit phase, the transmitted pulse will immediately induce a current in the receive coil, which may
damage the equipment. Furthermore, coupling affects the homogeneity of the transmit field [23]. It is
therefore necessary to reduce or eliminate the coupling. One way to reduce the coupling, is to position the
coils with their magnetic fields perpendicular to each other; this approach is followed in this work. If an
orthogonal setup is not possible, a detuning circuit can be added to the receive coil. This circuit changes
the resonance frequency of the receive coil during the transmit phase, thus preventing the receive coil to
resonate with the RF pulse [22].

2.2. Signal to Noise Ratio
Noise is a major factor determining image quality, and is visible in the image as random fluctuations in
the signal intensity. In the ideal case, noise in MRI originates primarily from random fluctuations in the
receive coil and the sample, but it can also originate from the equipment and from external sources. At
high field strengths, noise is dominated by the sample; at low field strengths, the coil noise is dominant,
although high-𝑄 coils can get close to sample dominance. Noise is usually characterised in terms of the
Signal to Noise Ratio (SNR). This ratio is defined as SNR = 𝑆/𝜎, with 𝑆 the signal strength and 𝜎 the
standard deviation of the noise [25].

Since noise is a random process, a straightforward way to increase the SNR is to acquire multiple
averages. The SNR per voxel is then proportional to the square root of the number of averages 𝛮𝑎𝑣𝑔, i.e.
SNR/voxel ∝ √𝛮𝑎𝑣𝑔 [24].

The SNR also depends on other imaging parameters. For example, the field of view and resolution
affect the amount of signal acquired per voxel, and therefore the SNR. In this work, the most important
case is a change of resolution, while keeping the field of view constant. In the readout direction, this can be
accomplished without changing the readout gradient strength and dwell time. Although this will increase
the sampling time, this does not affect the acquisition time, because the repetition time is generally much
longer than the sampling time. When this approach is followed, the SNR is approximately proportional
to the inverse square root of the readout resolution. This proportionality is not exact, because an increase
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in sampling time also increases the minimum possible echo time. This leads to changes in the sampled
signal, and therefore in the SNR. Increasing the resolution in the phase encoding directions will increase
the acquisition time. In this case, the SNR is also proportional to the inverse square root of the resolution,
and the acquisition time scales linearly with the resolution [24].

Even more important than the SNR is the Contrast to Noise Ratio (CNR). The CNR between two
tissues is defined as the signal difference between these tissues, divided by the standard deviation of the
noise [24]. A high CNR means that two tissues can be easily distinguished from each other. Contrast
depends strongly on the pulse sequence, and the contrast between two tissues can be simulated if the re-
laxation times of these tissues are known. These simulations are explained in Appendix C, as well as a
problem that occurred when simulating multiple repetitions of the same sequence. However, these sim-
ulations were ultimately not used, because other problems were more urgent than poor contrast between
the tissues in the eye.



3
Method

3.1. Experimental setup
The largest part of the experimental setup used for this work did already exist. All experiments are per-
formed on a low field MRI scanner, designed and built by O’Reilly, De Vos, Teeuwisse and Webb et al. [9,
26, 27, 21]. The static magnetic field of this scanner is produced by a Halbach array of permanent mag-
nets (Figure 3.1), and has a strength of 46 mT. The scanner has a resonance frequency of approximately
1.97 MHz. Unlike conventional MRI scanners, the field of a Halbach array is not oriented along the bore
of the scanner. Instead, it is oriented perpendicular to the bore; the orientations of the anatomical axes
for the system used in this work are explained in Table 3.1. Furthermore, for some experiments a transmit
solenoid with a diameter of 20 cm is used; this solenoid is characterised in [9]. In addition to this hardware,
a surface coil is designed for imaging the eye, as described in Section 3.2. An eye coil holder is 3D-printed
to fix the position of this coil with respect to the solenoid and the sample. This holder is fixed in the center
of the transmit solenoid using two adjustable screws; before scanning, its position is slightly adjusted to
minimise coupling between the coils. The coupling should not exceed -20 dB. Phantoms are positioned
just below the eye coil. A picture of the full setup is included in Figure 3.2.

3.2. Coil design
Since the eye is a superficial structure, a surface coil can be used. A surface coil has the obvious disad-
vantage of an inhomogeneous field, but it also has a limited FOV, allowing to reduce scan times. During

Figure 3.1: Picture of the Halbach array (without the
shielding present in Figure 3.2). The coordinate system of
the scanner is included in the bottom left. The bore has a

diameter of 30.5 cm.

Axis Anatomical axis

x foot - head
y posterior - anterior
z left - right

Table 3.1: Geometrical and anatomical axes of the low field
scanner. As usual, the 𝛣0 field is oriented along the 𝑧 axis, in

this case the left-right direction.

9
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Figure 3.2: Setup for imaging a porcine eye. The picture
shows the magnet and gradient assembly (1), with the coil
assembly in the center of its bore. The white cylinder is the
transmit solenoid (2). The eye coil (3) is put on top of a coil
holder inside the transmit coil, and the phantom (4) is placed

inside the coil holder below the eye coil.

A B

Figure 3.3: 𝛵2 (A) and 𝛵1-weighted (B) images of a porcine
eye acquired during the preliminary experiments

(Appendix A). The SNR of these images is low and no
structures can be distinguished.

preliminary experiments, an eye coil with dimensions of 4.1 × 5.6 cm was built. Its penetration depth
was measured, both with and without a separate transmit coil, and a porcine eye was scanned. More
details about these experiments can be found in Appendix A. The penetration depth was found to ap-
proximately double when a separate volume coil was used as transmit coil, and all experiments described
below therefore use a separate transmit coil. Furthermore, the SNR of the images of a porcine eye was too
low (Figure 3.3).

A new eye coil is therefore designed, with a higher 𝑄 and larger dimensions to improve the SNR
and penetration depth. The coil consists of three loops of 1.5 mm diameter Litz wire with 1500 strands,
attached to a curved, plastic base plate (Figure 3.4). The coil shape is a rectangle with a notch to leave some
space for the nose. The dimensions of the coil are based on the results of field simulations explained in
Appendix B. The tuning and matching capacitors are adjusted iteratively, until the resonance frequency
of the coil is equal to to 1.966 MHz, and the input impedance is close to 50 𝛺. A variable capacitor is
added to the tuning capacitor, to allow the resonance frequency to be adjusted to small changes in the
static field strength of the magnet. Further details of the coil are provided in Table 3.2.

Number of loops 3
Largest inner dimensions 60.8 × 70.8 mm
Largest outer dimensions 70.8 × 80.9 mm
𝐶𝛵 3714 pF
𝐶𝛭 171.0 pF
𝑄 180

Table 3.2: Properties of the surface coil used during the experiments. 𝑄 was measured in the setup shown in Figure 3.2. 𝐶𝛭
and 𝐶𝛵 were measured using a Keysight U1773C LCR meter [28].
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Figure 3.4: Coil prototype used during the experiments. Litz wire is glued onto a plastic base, made from radiotherapy mask
material. The coil’s outer width (horizontal direction) and height (vertical direction) are indicated by double-headed arrows.

The coordinate system of the scanner is indicated in the bottom left. The tuning and matching circuit is located in the top left.
This circuit consists of a tuning capacitor (1) and a matching capacitor (2), and is connected to the transmission line (3). A

variable capacitor with a range of 1 – 30 pF is added to the tuning capacitor, allowing to correct for small variations in the static
field strength.

3.3. Experiments
Two experiments are performed: one to characterise the coil sensitivity by determining its penetration
depth, and one to assess the performance of the low field system on porcine eyes.

3.3.1. Penetration depth
The penetration depth of the coil is determined using a cylindrical phantom (diameter: 9 cm, length: 19.5
cm) filled with Milli-Q water. The top of the phantom is located approximately 1 cm below the surface
coil, and the axis of the phantom is oriented along the bore of the scanner. A 3D Turbo Spin Echo (TSE)
scan is made with the following scan parameters: readout/phase 1/phase 2: y/z/x; FOV: 150 × 120 × 250
mm; resolution: 1.0 × 2.0 × 5.0 mm; 𝛵𝑅/𝛵𝛦/𝛵𝛦𝑒𝑓𝑓: 8000 ms/20 ms/20 ms (in-out k-space trajectory);
echo train length (ETL): 60. Total scan duration is 00:06:42. A high resolution is chosen for the readout
direction, because the penetration depth is determined along this direction.

3.3.2. Imaging a porcine eye
Several scans are made of a porcine eye, in order to assess whether the developed setup meets the require-
ments outlined in Section 1.2. A porcine eye is used because it is relatively similar to the human eye in
terms of anatomy. A phantom is prepared by filling a plastic cup with gauze swabs, with a porcine eye on
top of it, the lens facing upward. The rest of the cup is filled with Fluorinert FC-3283 [29]. The cup is
placed in the receive-transmit coil assembly, with the top of the eye located approximately 1.5 cm below
the surface coil.

Coupling is measured using a Copper Mountain S5048 Vector Network Analyser [30], before the
first scan and after the last scan. 3D TSE scans are made with different resolutions and weightings. The
parameters used for these scans are shown in Table 3.3. In addition to the TSE scans, a 3D scan with
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Weighting Resolution Averages 𝛵𝑅/𝛵𝛦/𝛵𝛦𝑒𝑓𝑓 ETL Trajectory Duration
[mm] [ms] [mm:ss]

TSE 1 PD 1.0 × 1.0 × 4.0 1 1000/12/12 6 in-out 02:32
TSE 2 𝛵1 1.0 × 1.0 × 7.5 8 500/8/8 6 in-out 05:20
TSE 3 𝛵2 1.0 × 1.0 × 7.5 8 1500/15/150 20 linear 04:48
TSE 4 𝛵1 0.67 × 0.67 × 7.5 8 500/12/12 6 in-out 08:00
TSE 5 𝛵2 0.67 × 0.67 × 7.5 8 1500/15/150 20 linear 07:14
GRE 1 𝛵1 0.67 × 0.67 × 7.5 1 300/12/12 03:48

Table 3.3: Scan parameters and durations for various scans of a porcine eye. All scans were made with a FOV of 60 × 60 × 60
mm. The readout/phase 1/phase 2 directions are z/y/x. The in-out trajectory samples k-space from center to edges; the linear

trajectory samples k-space from bottom to top. PD = Proton Density.

Gradient Recalled Echo (GRE) readout is performed, in order to compare its SNR and acquisition time
with the TSE scans. The scan parameters for this scan are also listed in Table 3.3. Most scans were made
with 8 slices along the x-direction, in order to decrease the scan time. This was the minimum number of
slices necessary to obtain sufficiently detailed images.

3.4. Analysis
3.4.1. Penetration depth
There are variousways to determine the penetration depth; a simple example is fitting an exponential curve
to the signal and determining the half-value depth. Although an exponential function does not exactly
describe the decay of the coil sensitivity, it works well enough and allows to characterise the penetration
depth by a single, interpretable number. A column along the y-axis, located in the center of the coil, is
extracted from the image. This column is normalised with respect to its maximum value. If the values are
not normalised, the amplitude of the fitted exponential may become extremely large, causing problems
with fitting the data. Subsequently, a fit is performed using the model in (3.1). In this model, the signal 𝑆
is given as a function of the depth 𝑑. Furthermore, 𝑎 is the amplitude of the signal, 𝑏 is the decay constant
and 𝑐 is the intercept. Although this intercept should ideally be equal to zero, the value of 𝑐 is expected to
be larger than zero due to noise.

𝑆(𝑑) = 𝑎𝑒−𝑏𝑑 + 𝑐 (3.1)

It is not trivial to relate the decay constant 𝑏 to the penetration depth. Therefore, the half-value depth
𝑑1/2 is calculated, which is defined as the depth over which the signal amplitude halves:

𝑑1/2 =
ln 2
𝑏 (3.2)

In this definition, 𝑑1/2 is calculated relative to 𝑐. The standard deviation in 𝑑1/2, 𝜎(𝑑1/2), is calculated from
the standard deviation in 𝑏 as

𝜎(𝑑1/2) = ‖ ln 2𝑏2 ‖ 𝜎(𝑏). (3.3)

3.4.2. Postprocessing
Images were initially reconstructed from the unprocessed k-space data. Additionally, all images were also
reconstructed after zero-filling and filtering k-space. With zero-filling, k-space is enlarged by padding it
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with zeroes, which results in a higher resolution. The applied filter was a squared sine bell filter, defined
as

𝑤[𝑘] = 1 − 𝑆 ⋅ cos2 (𝜋2
𝑘 − 𝛮/2
𝛮/2 ) , (3.4)

with 0 ≤ 𝑆 ≤ 1 the filter strength and𝛮 the number of k-space points. This filter suppresses the edges of
k-space, which results in suppressed noise in the reconstructed images.



4
Results

4.1. Technical aspects
Two technical aspects of the setup were measured during the experiments: inductive coupling between
the receive and transmit coil, and the penetration depth of the eye coil.

4.1.1. Coupling
Plots of the coupling before and after scanning the porcine eyes are shown in Figure 4.1. Before the ex-
periments, the coupling was -47 dB, which is well below the limit of -20 dB. After the experiments, the
coupling had increased to -17 dB, which exceeds the limit. The frequencies and reflection peak heights
measured before and after the experiments are listed in Table 4.1. The resonance frequencies of the coils
shifted a bit: 𝑓0 increased with 1 kHz for the receive coil and 2 kHz for the transmit coil.

Before experiments After experiments

Coil 𝑓0 [MHz] Peak height [dB] 𝑓0 [MHz] Peak height [dB]

Rx 1.9665 -30 1.9666 -26
Tx 1.9667 -23 1.9669 -20

Table 4.1: Resonance frequencies (𝑓0) and peak heights for each coil, measured before and after the porcine eye scans. Rx =
receive, Tx = transmit.
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Figure 4.1: Plots of the coupling before the experiments (left) and after the experiments (right). During the measurements, the
coupling increased significantly, and the reflection of both coils increased.
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Figure 4.2: Signal profile with fit result (top), a sagittal slice (bottom left) and a transversal slice (bottom right) from an image
of the water phantom. The location of the profile is indicated by the red dotted line in the images. The phantom is almost fully
visible. The grey dotted lines in the profile indicate the boundaries of the region in which the exponential fit was performed.

The coil was located at 𝑦 ≈ 35mm.

4.1.2. Penetration depth
Images of the water phantom and a signal profile fit are shown in Figure 4.2. The fit was only performed
in a region where approximately exponential decay was found; the resulting function is

𝑆(𝑦) = 7.33𝑒−0.03𝑦 + 0.00, (4.1)

and the penetration depth 𝑑1/2 = 23.50 ± 2.37 mm, which is close to the diameter of the human eye.
This is 1.7 times the penetration depth obtained with the first coil prototype. The approximately doubled
penetration depth can also be qualitatively estimated from the results shown in appendix A.3.1. The
current eye coil is able to penetrate the full phantom; the first prototype could penetrate about half the
phantom (Figure A.3). The difference between the images is not only caused by the increased coil size, but
also by the use of Litz wire and the resulting higher 𝑄. This makes the coil more sensitive, resulting in a
higher received signal. The improved field of view, as visible in Figure 4.2, is large enough to image the full
eye.

Unlike the signal profile obtained using the first coil prototype, the profile does not only show expo-
nential decay. Between 50 and 70 mm, the signal slightly increases and shows strong oscillations. The
oscillations are an artifact caused by the acquisition process. The non-exponential region in the signal
profile can be explained using the coil simulations shown in Figure B.2: close to the coil, the signal first
increases to a global maximum, and then starts to decrease. The region in which an exponential can be
fitted does therefore not start immediately at the coil. Because the water surface is located at a depth of
approximately 2 cm from the coil, this behaviour was not visible for the first coil prototype. Due to its
larger size, it is visible for the current coil.
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Figure 4.3: Images of a porcine eye, acquired with the six sequences listed in Table 3.3. All images display the center slice of the
scans, in the transverse plane; the vertical axis is the readout axis. All images are displayed with the same intensity range. Most
structures in the eye can be distinguished in all images, except A: the lens (red arrow), vitreous (green arrow) and lipid around

the eye (blue arrow). In the 𝛵2-weighted images (C, D), the sclera is clearly visible (yellow arrow). Furthermore, the
high-resolution 𝛵1-weighted image (E) visualises some structures around the lens (orange arrows), probably the ciliary body.

4.2. Imaging
The results of the scans listed in Table 3.3 are shown in Figure 4.3. A figure with these results after zero-
filling and applying a squared sine bell filter with a strength of 0.2 is included as a supplementary figure
(Figure D.1). Due to the zero-filling, the resolution of these images is doubled. Both figures display all
images in the same color scale. Certain details in the images are better visible when they are scaled to the
full color range; a figure with independently scaled images is included in Figure D.2.

The eye is visible in all images, and the results have improved with respect to the preliminary exper-
iments (Figures 3.3 and A.4). Figure 4.3 A was acquired with a single average and 15 slices along the
foot-head direction. The resulting image is noisy and the different structures in the eye can hardly be dis-
tinguished. The 𝛵𝑅 of 1000 ms is in between the values for 𝛵1-weighting and 𝛵2-weighting; the contrast
is therefore expected to be in-between 𝛵1 and PD-weighting. The vitreous should then be medium bright,
because the 𝛵𝑅 allows for partial regrowth. This contrast is indeed observed in the image: the lipid is
bright, and the vitreous is medium bright, resulting in suboptimal contrast between lipid and vitreous.

Increasing the number of averages and reducing the number of slices should improve the SNR. Fig-
ure 4.3 B and C were acquired with 8 averages and 8 slices. Both images show the expected increase in
SNR with respect to Figure 4.3 A. Figure 4.3 B was acquired with a short 𝛵𝑅 and 𝛵𝛦𝑒𝑓𝑓, which is ex-
pected to give a 𝛵1-weighted image (i.e. bright lipid, dark vitreous, and dark to medium bright lens). This
𝛵1-weighting is visible in Figure 4.3 B: the lipid is bright and the vitreous is dark. However, the brightness
of the lens and lipid are similar, which was not expected. Figure 4.3 C was acquired with a long 𝛵𝑅 and
𝛵𝛦𝑒𝑓𝑓. It is therefore expected to show 𝛵2-weighting, i.e. bright vitreous, medium bright lipid, and a dark
lens. The contrast in this image meets the expectations. Furthermore, the sclera is visible as a black line
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between the vitreous and the lipid behind the eye. The maximum intensity in Figure 4.3 C is lower than
in Figure 4.3 B. This is caused by the longer echo train used to obtain a 𝛵2-weighted image, which results
in an overall lower signal intensity. As a result, the SNR in this image is lower; this is clearly visible in
Figure D.2 C.

Figure 4.3 D and E were acquired at a higher resolution (0.67 × 0.67 mm in-plane). The timings are
equal to those of Figure 4.3 B and C, except for the 𝛵𝛦 of image D, which is increased to 12 ms; this in-
crease was necessary due to the increased resolution. The contrast of these images is equal to the contrast
in Figure 4.3 B and C. Due to the higher resolution, the SNR of these images is lower, which corresponds
to the expectations. However, the visibility of some details improves, especially in the 𝛵1-weighted scan
(Figure 4.3 D): the eye wall can now clearly be distinguished from the surrounding lipid, and a structure
around the lens is visible. Because this structure has the same intensity as the eye wall, it is probably the
ciliary body. The same structure can also be distinguished on the lower resolution zero-filled scan in Fig-
ure D.1 B.

The last image in Figure 4.3 was acquired with a GRE readout, with timings similar to the timings
used in TSE 4 (Figure 4.3 D). Compared with this image, Figure 4.3 F has a significantly lower SNR, and
the eye wall cannot be distinguished from the lipid. Some details visible in Figure 4.3 D, for example the
ciliary body, are not visible in this image. Furthermore, the intensities of the lipid and the lens are almost
the same, but this could be caused by the shorter 𝛵𝑅 used in the GRE sequence.



5
Discussion

The results in Chapter 4 show that the eye coil works, and that it can be used to image porcine eyes at
a resolution that allows to distinguish the most important structures in the eye. In this chapter, various
aspects of the experiments and their possible implications for the interpretation of the results are discussed.
Furthermore, the results are used to assess whether the design requirements have been met.

5.1. Technical aspects
5.1.1. Coupling changes
The coupling was found to have changed during the scans, which resulted in an increased reflection for
both coils. A reflection of -20 dB means that 1% of the power transferred to the coil is reflected, i.e. 99% of
the power is still transferred to the spectrometer. This means that the signal strength did not significantly
change due to the increased coupling, so the SNR was not significantly affected by this change.

Unfortunately, it is unknown when exactly the coupling changed, and what caused this change. This
is a reason to measure the coupling more often during future measurements. During the experiments, the
positions of the phantom and the coils were not changed, and the setup was not touched. The coil posi-
tions may have been changed a bit by vibrations in the gradients. The setup is known to be very sensitive to
small changes in the position of the eye coil, and even touching the coil may cause the coupling to increase
considerably. In a clinical context, this would not be acceptable, because the coil will be positioned on the
patient’s head and therefore cannot be positioned very accurately. Furthermore, small movements by the
patient could already result in strong coupling between the receive coil and the transmit coil. For clinical
applications, it is therefore necessary to include a detuning circuit, which is currently not available on the
low field system.

5.1.2. Penetration depth and FOV
The half-value depth 𝑑1/2 determined in Section 4.1.2 does not characterise the penetration; it charac-
terises signal decay. This allows for comparison of values obtained for different scans, since this method
is relatively insensitive to differences between the sequences, whereas methods that depend on e.g. the
SNR do depend on the sequence. From the results can therefore be concluded that the signal of the final
eye coil prototype decays slower than that of the first prototype. However, the signal profile in Figure 4.2
shows that close to the coil the signal does not decay exponentially as a function of depth. This means
that 𝑑1/2 does not fully characterise the penetration depth. Furthermore, the penetration depth does not
characterise the FOV of the coil; it does not say anything about the width of the FOV. From Figure 4.2
can be concluded that the FOV of the eye coil is large enough to contain an eye with a diameter of 25 mm,
and also a part of the orbit.

18
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It is also interesting that the images in Figures 4.3 and D.2 do not show a clear decrease in signal in-
tensity along the axis of the eye. This could be caused by the position of the porcine eye with respect to
the coil: the images in Figure 4.2 also show a relatively constant signal intensity at the position of the eye.
To be sure about this, a reference scan of a porcine eye could be made using a volume coil, and compared
with a scan made with the eye coil.

The reliability of the penetration depth values is limited by the optimal position of the eye coil. To
reduce the inductive coupling between the transmit coil and the eye coil, the eye coil was positioned in a
horizontal plane. As a result, the magnetic field of the coil was oriented perpendicular to 𝛣0. In a clinical
setting, the coil is likely to be tilted due to its position on the face of the patient. This will increase the
component of the coil field parallel to 𝛣0, and thus decrease the received signal. The effective FOV of the
eye coil may therefore be smaller in a clinical setting. This is not necessarily a problem, because the current
FOV is relatively large.

5.2. Imaging
The eye can clearly be distinguished in all images in Figure 4.3, which is an improvement over the first
coil prototype. The CNR in image Figure 4.3 A is unacceptably low, making it difficult to distinguish the
different tissues in the eye. The SNR in the other TSE images (Figure 4.3 B-D, TSE 2- 5) is better, due to
the increased number of averages and slice thickness. In all these images, the SNR and in-plane resolution
are high enough to distinguish the lens, vitreous, lipid and sclera or eye wall. The in-plane resolution of
images D and E (0.67 × 0.67 mm) is even higher than the resolution used in the clinical protocol (0.8 × 0.8
mm) [1]. These images are noisy, but the SNR is still acceptable, because all relevant structures are visible.

The GRE image in Figure 4.3 F was acquired in about half the time needed for TSE scans at the same
resolution, and has a much lower SNR. In order to get a higher SNR, more averages should be acquired,
which will increase the acquisition time to values similar to the scan times of TSE scans. The contrast can
possibly be improved by trying different values of 𝛵𝑅 and 𝛵𝛦. However, based on the above arguments
GRE sequences are not likely to outperform TSE sequences in terms of SNR and acquisition times.

The contrast in the images in Figure 4.3 is similar to the contrast in images acquired with the clinical
protocol (Figure 1.1), with a few exceptions. Onboth field strengths, the𝛵2-weighted images show a bright
vitreous, a dark lens and sclera, and lipid with medium brightness. The 𝛵1-weighted images show a dark
vitreous and bright lipid. The inner layers of the eye wall (choroid and retina) have a medium intensity.
The most notable difference is found in the lens, which is relatively bright on the 𝛵1-weighted low field
images. This could indicate that the 𝛵1 of the lens is lower at a low field strength, which corresponds with
the notion that 𝛵1 tends to decrease for a decreasing field strength [20]. Furthermore, the sclera is hardly
visible in the 𝛵1-weighted low field images, but it is visible in the clinical images. In the zero-filled images
(Figure D.1) a thin black layer seems to be present at the back of the eye, but not as clear as in the clinical
images. A possible explanation could be that partial voluming, caused by the high slice thickness, causes
the sclera to be hidden by the choroid or retina. Finally, the lipid behind the eye is hypointense to the
vitreous in the 𝛵2-weighted images, whereas the intensities of both tissues are similar in the clinical images
(Figure 1.1). This difference can be attributed to differences in 𝛵2-weighting between the sequences used
on the clinical and low field scanners. The clinical protocol has been optimised for tumour contrast, which
is not the case for the sequences used on the low field scanner. Furthermore, the window/level settings of
the MRI scan in Figure 1.1 are optimised for the tumour contrast, and may therefore not reliably reflect
the intensity of tissues with a high intensity.

5.3. Fulfilment of the design requirements
Although there are some small anatomical differences between porcine and human eyes, the most impor-
tant structures have a similar composition and size [31]. The images of porcine eyes can therefore be used
to assess whether the setup used during the experiments meets the requirements listed in Section 1.2.
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5.3.1. Field of View
As discussed in the Section 5.1.2, the FOV of the coil is large enough to contain the eye and orbit.

5.3.2. Contrast
A limitation of the experiments is that no eyes with tumours were scanned, so there is no data about the
contrast of tumours at low field strength. However, given the similarities in contrast between high and
low field images, tumours are likely to exhibit similar behaviour as well. In this case, tumours would have
a high intensity on 𝛵1-weighted images, and low to medium intensity on 𝛵2-weighted images. On both
weightings, the tumour can then be easily distinguished from the vitreous. On 𝛵2-weighted images, the
tumour could also be distinguished from the sclera, which is clearly visible on these images. The bad
visibility of the sclera on 𝛵1-weighted images could pose a problem for the contrast between the tumour
and the back of the eye. It cannot be ruled out that the intensity of the tumour is similar to the intensity
of the eye wall or the lipid surrounding the eye; in this case the contrast between tumour and eye wall may
be poor, and 𝛵1-weighted images need to be combined with 𝛵2-weighted images for proper delineation of
the tumour.

5.3.3. Resolution, scan time and SNR
Although the resolutions of TSE 2 – 5 were high enough to distinguish the most important structures in
the eye, these resolutions could only be attained by using a low resolution in the slice direction. Slices of
7.5 mm were used, which is more than a quarter of the eye diameter. With this slice thickness, the images
cannot be considered three-dimensional. However, this slice thickness was necessary to obtain images with
a sufficiently high SNR in a decent amount of time. Increasing the resolution to the minimum required
value of 1 mm isotropic would not only increase the scan time with a factor 7.5, but also decrease the SNR.

Suppose that the SNR of TSE 5 (Figure 4.3 E) is the minimum acceptable SNR. This result is already
quite noisy, but most structures can still be distinguished. The resolution of this scan is changed to 1.0
mm isotropic; this decreases the in-plane resolution, but increases the resolution in the slice direction. The
voxel size then decreases with a factor 3/2× 3/2× 1/7.5 = 0.3. This approximately halves the SNR. More-
over, the number of k-space points changes as well, increasing the scan time with a factor 60/90× 60/8 = 5.
The scan time then becomes 00:35:10, which is about 9 times the required 4 minutes. The scan time can
be reduced to a more acceptable value by reducing the number of averages. Since the original number
of averages is 8, an additional reduction of the FOV is necessary to reduce the scan time by a factor of 9.
Using the relations mentioned in Section 2.2, this reduction in scan time and FOV is found to reduce the
SNR by about a factor of 0.3. In total, this means √9

√0.3 ≈ 5.5 times the SNR is needed in order to meet the
requirements on scan time and resolution, while maintaining the SNR found in the results. This is close
to the initial estimated SNR deficiency of a factor of 5 (1.2), but it should be noted that the accuracy of
this original estimate is limited by the underlying assumptions.

Based on the above arguments, it can be concluded that the setup used during the experiments does
not meet the design requirements. The system is limited by the lower SNR inherent to low field MRI,
making it difficult to perform fast, high-resolution imaging in a small FOV. A scan that meets the mini-
mum requirements will have a low SNR and CNR; as a reference, the SNR is expected to be lower than
the SNR in Figure 4.3 A. In a clinical context, this means that the images are unusable, because the noise
will obscure small structures and tissue boundaries. This results, for example, in unreliable tumour mea-
surements. Scanning slightly longer than 4 minutes will not substantially improve the CNR, but is likely
to result in motion artefacts. Substantially decreasing the resolution in one direction will essentially result
in two-dimensional imaging. Moreover, reducing the resolution will reduce the reliability of tumour mea-
surements. The currently achievable image quality can therefore not compete with ultrasound. However,
if the system can be improved to deliver images of the same quality at a higher resolution, they would have
clinical value and improve over the current standards.
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5.4. Next steps
The previous section demonstrated that the SNR needs to be increased by more than a factor of 5, without
adjusting imaging parameters like resolution. It is highly unlikely that optimising the pulse sequences, i.e.
optimising the flip angle patterns and echo train lengths, will increase the SNR to the desired level. Fur-
thermore, undersampling methods like half-Fourier acquisitions will reduce scan times, but also further
decrease the SNR and can therefore not be used. In this section, a few other options to increase the SNR
will be explored.

Although improving the eye coil design in order to increase the SNR seems an obvious option, the
quality factor𝑄 needs to be increased by about a factor of 30 for the required gain in SNR. This gain in𝑄
is unrealistically high, given the already relatively high 𝑄 for the current design. Furthermore, replacing
the surface coil with a volume coil is not feasible, because this will significantly increase the required FOV
and scan times.

Increasing the static magnetic field strength is a more realistic option. At low field strengths, the SNR
is proportional to 𝛣3/20 [20]. This means that a three times stronger static field, i.e. 𝛣0 ≈ 150mT, would
sufficiently improve the SNR. A stronger field requires a different magnet, and further research is needed
to determine if this field strength can still be accomplished with a Halbach array.

Other reconstruction methods can also be used to improve the SNR of the images. Regularised [32]
and deep learning based [33, 34] reconstruction methods have been developed for low field MRI, and
were shown to increase the SNR with respect to conventional reconstruction methods. However, denois-
ing images with a very low SNR is likely to result in the loss of details like the sclera and small tumours.
Furthermore, deep learning based methods generally need large amounts of training data. These data are
readily available for some anatomies, but not for the eye.

Finally, the SNR is likely to improve as a result of further developments of the low field scanner. Im-
proved RF amplifier designs and RF shielding may reduce noise, and adding a preamplifier close to the
coil will reduce signal losses in the transmission line. In combination with the aforementioned options,
these improvements could increase the SNR sufficiently to meet the design requirements. In that case,
additional research is needed to develop a clinically useable system. First, the tumour contrast needs to be
determinedby ex-vivo scanning of enucleated eyes. In-vivo experiments onhealthy anddiseased volunteers
should be performed, which requires the development of a detuning circuit to prevent the observed prob-
lems with inductive coupling. Pulse sequences should be further optimised, in order to optimise contrast
for the tumour and minimise scan times. Lastly, it is necessary to develop a contrast-enhanced sequence,
which enhances the visibility of UM, further increases the SNR, and allows for the diagnosis of retinal
detachment.



6
Conclusion

It is possible to image the eye using the current low field MRI scanner, but the design requirements are
not met. The field of view of the eye coil is sufficient to image the eye and the orbit. The vitreous body,
lens, lipid and sclera can be distinguished in images of porcine eyes, and the contrast is similar to the
contrast seen in clinical images. However, the resolution of the images is lower than 1.0 mm isotropic,
and the acquisition time exceeds 4 minutes. Increasing the resolution and decreasing the scan time will
significantly reduce the SNR, which degrades image quality and reduces the ability to distinguish between
tissues. Fast, high-resolution imaging is therefore not possible with the current setup. The SNR can be
increased by using a stronger static magnetic field, which requires the development of new hardware. If a
higher SNRcanbe realised, it is necessary to determine tumour contrast, design optimised pulse sequences,
and test the method on human subjects, in order to develop a clinically useable system.
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A
Preliminary Experiments

Many design decisions mentioned in Chapter 3 are based on experiments performed with an early coil pro-
totype. This appendix gives an overview of the experiments that were relevant for later design decisions.

A.1. Coil design
A coil as schematically depicted in Figure 2.1 is constructed (Figure A.1). The coil consists of five loops
of single-stranded copper wire with a diameter of 1.5 mm, and is attached to a plastic base plate, designed
to position the coil anterior to the eye. Further details of the coil are provided in Table A.1. In this first
iteration, an existing base plate is used and the choice of the coil dimensions is based on the space available
on the base plate.

Figure A.1: Picture of the first eye coil prototype. The solid
copper wire is glued to a curved, plastic base plate. The

tuning and matching circuit is similar to the circuit shown in
Figure 3.4.

Number of loops 5
Largest inner dimensions 50.4 × 30.8 mm
Largest outer dimensions 60.9 × 50.5 mm
𝐶𝛵 2503 pF
𝐶𝛭 245.3 pF
𝑄 70.6

Table A.1: Properties of the first eye coil. The quality factor
has been measured outside the magnet.

A.2. Determination of the penetration depth
3D TSE scans of a water phantom are performed with different RF amplitudes, using only the eye coil.
Because the transmit field of a surface coil is not homogeneous, the desired flip angle will only be reached
at a single depth. Closer to the coil the flip angle will be larger, and further from the coil it will be smaller,
in both cases resulting in a lower signal. Increasing the RF amplitude will increase the depth at which
the desired flip angle is reached. Parameters for all scans are readout/phase 1/phase 2: z/y/x; FOV: 150
× 60 × 150 mm; resolution: 1.5 × 1.5 × 1.5 mm; 𝛵𝑅/𝛵𝛦/𝛵𝛦𝑒𝑓𝑓: 1000 ms/15 ms/15 ms (in-out k-space
trajectory); echo train length: 30. Duration for each scan is 00:02:18. Transmit powers range from -21.50
dBm to 17.50 dBm, in steps of 1 dBm. The penetration depth is determined along the anterior - posterior
axis, using the procedure explained in Section 3.4.1.
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A.2.1. Results
Figure A.2 shows a signal profile and a slice of the image for each RF amplitude. In each profile, the signal
first goes up, attains a maximum value, and then decays. This is caused by the inhomogeneous transmit
field of the surface coil. As a result, the exponential fit cannot be performed on the full profile. Instead,
only the decay section of the profile is used for the fit. Table A.2 lists the fit results and corresponding half
value depths.

Setup Transmit power Fit 𝑑1/2
[dBm] [mm]

Combined Rx/Tx -21.5 5.32𝑒−0.11𝑦 + 0.06 6.48 ± 0.86
Combined Rx/Tx -20.5 5.62𝑒−0.10𝑦 + 0.02 6.96 ± 1.17
Combined Rx/Tx -19.5 12.77𝑒−0.13𝑦 + 0.06 5.53 ± 0.87
Combined Rx/Tx -18.5 26.53𝑒−0.15𝑦 + 0.06 4.69 ± 0.80
Combined Rx/Tx -17.5 5.33𝑒−0.10𝑦 + 0.02 7.17 ± 1.59

Separate Rx/Tx -18 48.88𝑒−0.05𝑦 + 0.02 13.89 ± 0.32

Table A.2: Fits and penetration depths for the eye coil using different setups and transmit powers. The top five rows are results
obtained with the eye coil as receive and transmit coil. The bottom row is the result obtained using a separate transmit coil. Rx

= receive, Tx = transmit.

A.3. Imaging using a separate transmit coil
A 3D TSE scan of a water phantom is performed using the eye coil as receive coil and a 200 mm solenoid
coil (Section 3.1) as transmit coil. Because the transmit field of this coil is approximately homogeneous,
only a single transmit power is used. Scan parameters are readout/phase 1/phase 2: z/y/x; FOV: 180 ×
180 × 180 mm; resolution: 1.5 × 1.5 × 1.5 mm; 𝛵𝑅/𝛵𝛦/𝛵𝛦𝑒𝑓𝑓: 1000 ms/15 ms/15 ms (in-out k-space
trajectory); echo train length: 30. Total scan duration is 00:08:08.

A.3.1. Results
Figure A.3 shows a signal profile from the center of the coil, and a slice from the image acquired using
separate receive and transmit coils. The fit and penetration depth are included in Table A.2. The signal
intensity halves over a distance of 14 mm, which is approximately half the diameter of a human eye. This
penetration depth is nearly twice as large as the largest penetration depth found in Section A.2.1.

A.4. Imaging a porcine eye
Several images of a porcine eye are made, of which only the best results will be presented. Scan parameters
are listed in Table A.3. Images are reconstructed without and with zero-filling and filtering performed on
the k-space data.
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Figure A.2: Signal profiles (left column) obtained from images of a phantom (right column), acquired with different RF
powers. The profiles have been normalised to the maximum value of all profiles. The transmit power for the excitation pulse

(90°) is indicated above each row. The dotted vertical line in each profile indicates the left boundary of the region in which the
fit is performed. The red, dotted lines in the images indicate the location of the profile. The phantom is circular, but the images
show no signal originating from the top of the phantom. This is partly caused by a bubble, but also by the transmit field: close

to the coil, the flip angle is close to 180°, resulting in a weak signal.
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Figure A.3: Signal profile (left diagram) obtained from an image of a phantom (right diagram). The profile is normalised to its
maximum value. The dotted vertical line in the profile indicates the left boundary of the region in which the fit is performed.

The red, dotted line in the image indicates the location of the profile.

Weighting FOV Resolution Averages 𝛵𝑅/𝛵𝛦/𝛵𝛦𝑒𝑓𝑓 ETL Trajectory Duration
[mm] [mm] [ms] [mm:ss]

TSE 1 𝛵2 80 × 40 × 80 1.25 × 2.5 × 2.5 4 2000/9/72 16 linear 04:16
TSE 2 𝛵1 80 × 40 × 80 1.25 × 2.5 × 2.5 8 200/9/9 4 in-out 03:28
TSE 3 𝛵1 40 × 40 × 60 0.63 × 1.67 × 1.88 8 200/9/9 4 in-out 05:12

Table A.3: Scan parameters and durations for various scans of a porcine eye. The readout/phase 1/phase 2 directions are z/y/x.

A.4.1. Results
All results are noisy, and the eye is hardly visible without postprocessing. After zero-filling and applying
a squared sine bell filter on k-space, the lens and vitreous can be discovered in the images from TSE 1 and
TSE 2. The contrast is as expected: a dark lens and bright vitreous for the𝛵2-weighted TSE 1, and a bright
lens and dark vitreous for the 𝛵1-weighted TSE 2. The sclera cannot be discerned in both scans, which
can indicate that the resolution is too low. The result of TSE 3 has a significantly lower SNR, which is
expected for images with a smaller FOV and higher resolution. Without processing, the eye is not visible;
after filtering and zero-filling, the eye is still hardly visible. With a higher filter strength (Figure A.5), the
largest structures in the eye can be distinguished, but the image quality is unacceptably low. The bad
performance in this case could also be caused by the higher gradient strength needed for the smaller FOV.
The gradients in the low field system may not perform well at very high strengths. In any case, the low
SNR signifies that a larger FOV should be used, which means that gradient performance is not likely to
be a limiting factor for the final result.

Except for TSE 2, all scans took longer than 4 minutes, which is longer than the limit set in Section 1.2.
The acquisition time for TSE 2 is also close to this limit. Obtaining images with a higher SNR with this
setup would for all cases result in scan times that exceed 4 minutes. These results therefore demonstrate
that the current coil does not meet the design requirements.

A.5. Conclusion
In conclusion, the results show that the use of a separate transmit and receive coil significantly improves
the penetration depth. The final prototype will therefore use this two-coil setup. Furthermore, a small
FOV is not feasible, due to the low SNR of the images and presumed problems with gradient performance.
In the final prototype, a higher SNR can be obtained in two ways. First, acquiring a larger FOV increases
the SNR, which also allows for a larger coil with a larger penetration depth. Second, a higher quality factor
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Figure A.4: Slices from the results of three TSE scans, reconstructed from unprocessed k-space data (top row, A-C) and
zero-filled and filtered data (bottom row, D-F). Images A-C are from scans 1, 2 and 3 respectively. The eye is hardly visible in
the unprocessed images; only in B it is possible to recognise the lens and the vitreous. After zero-filling and filtering (filter

strength = 0.5), the results improve a bit, and the lens (red arrow), vitreous (green arrow) and lipid (blue arrow) can be
distinguished. The results of TSE 3 are bad in both cases.

Figure A.5: Slice of TSE 3 from the preliminary experiments (Section A.4), zero-filled and filtered with a filter strength of 1.0.
The lens, vitreous and lipid behind the eye are now visible, but the image shows strong blurring and its quality is still very low.

(𝑄) will increase the SNR. The final prototype will therefore be larger than the current prototype, and its
𝑄 will be improved by using Litz wire instead of single-stranded copper wire.



B
Magnetic Field Simulations

Based on the results obtained with the first coil (Appendix A), a new coil was designed. The dimensions
of this coil were based on magnetic field simulations using the Biot-Savart law:

B(r) = 𝜇0
4𝜋 ∫

𝐶

𝛪𝑑 ℓ × r′
|r′|3 . (B.1)

This equation expresses the magnetic field B at a point in space r as an integral over the path 𝐶, which is
in this case the RF coil. 𝛪 is the current flowing through the coil, ℓ is a point on the path𝐶, 𝑑ℓ is a tangent
vector of 𝐶 in the point ℓ, and r′ = r − ℓ.

The simulations were implemented in Julia 1.8.2 [35] and are available at https://git.lumc.nl/
chaasjes/CoilSimulations.jl. In these simulations, the coil was modelled as a single rectangular
wire wrapped around a cylinder with a radius 𝑅 of 13 cm, and parametrised with a height ℎ (the length
of the straight legs) and a width 𝑤 (the distance between the straight legs). The model and the coordinate
system used in the simulations are visualised in Figure B.1. The coordinate system is not related to the
scanner coordinate system. In these simulations, all constants in (B.1) are ignored.

Figure B.1: Model of the coil used for the simulations. The coil consists of a single square loop (depicted in red), wrapped
around a cylinder with radius 𝑅. The coil height ℎ indicates the length of the straight legs of the coils, and the width 𝑤 indicates

the distance between the straight legs.

The results of the simulations for several coil sizes are shown in Figure B.2 and B.3. The profiles in
Figure B.2 show that all simulated coils differ significantly from the old coil, but the differences between
the other coils are small. Wider coils result in a lower signal close to the coil, because the straight legs move
further away from the coil center, thus reducing their contribution to the magnetic field in the center of
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Figure B.2: Center profiles of the simulated field along 𝑥 (𝑦 = 𝑧 = 0), for coils of different sizes. The coil center is located at a
depth of 0 cm. The dotted line (𝑤 = 5.6, ℎ = 4.1) corresponds to the center loop of the first coil prototype, used in Appendix A.

All sizes are in centimetres.

the coil. The same effect is also observed when the height is increased, but it is much smaller. This can be
explained by the fact that increasing the width also causes the straight legs to move away from the center
in the 𝑥-direction.

The use of these simulations is limited: the coil geometry is different, the simulated coil consists of only
a single loop, and only the static field is simulated. Furthermore, the effect of the 𝛣0 field of the scanner is
not incorporated in the simulations. When a loop coil is positioned perpendicular to 𝛣0, the penetration
depth decreases. Increasing the width of the coil may ultimately increase its size in a plane perpendicular
to 𝛣0, in which case the simulated increase in penetration is an overestimation. When imaging a patient,
this can become a problem, because the coil will then be located on one side of the head, and 𝛣0 points in
the left - right direction. What can be concluded from these simulations, is that a larger coil is able to
significantly increase the penetration depth. However, this effect is smaller when using larger coils. For
example, using a coil of 8 × 8 cm instead of the old 5.6 × 4.1 cm will significantly improve the FOV, but
this difference is rather small with respect to a 7 × 7 cm coil.
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Figure B.3: Transversal (𝑥𝑦-plane), sagittal (𝑥𝑧-plane) and coronal (𝑦𝑧-plane) field maps of the simulated field for coils of
different sizes. The first column corresponds to the center loop of the first coil prototype. All sizes are in centimetres. The
coronal slices are located at a depth of 5 cm below the coil, which is a rough estimate of the location of the back of the eye.



C
Simulation of TSE sequences with

EPG

MRI is an inherently slow imaging modality, but imaging the eye requires a fast imaging protocol. Al-
though some time can be saved by limiting the field of view (FOV), this is generally not enough. Moreover,
decreasing the FOV also results in a lower SNR. The acquisition time can also be decreased by using a fast
pulse sequence. There is a large number of fast sequences available, which can be roughly divided into two
categories: fast gradient echo (or fast field echo, FFE) and Fast Spin Echo (FSE; also known as Turbo Spin
Echo, TSE). This appendix will focus on TSE, since attempts to image porcine eyes with gradient echo
sequences did not yield satisfactory results.

It is possible to use a very basic TSE sequence for imaging the eye, but this does generally not result in
optimal images. Optimizing the sequence for the relaxation times encountered in the eye can yield images
with a better contrast, and further improve scan times. Signal simulations play an important role in the
design of an eye-specific sequence. The following sections explain the key parameters of a TSE sequence
and the simulation method used to design a better sequence.

C.1. Turbo Spin Echo
A TSE sequence is a spin echo (SE) sequence with multiple echoes. As in a SE sequence, the sequence
starts with an excitation pulse, tipping the longitudinal magnetization𝛭𝑧 into the transverse plane. The
transverse magnetization 𝛭⟂ experiences exponential decay, which is caused by two processes. The first
process are spin-spin interactions; this decay is characterized by the transverse relaxation time 𝛵2. The
second process is dephasing due to inhomogeneities in the static 𝛣0 field; this decay can be characterized
using a different relaxation time, 𝛵′

2 . Together, these processes result in an effective relaxation time 𝛵∗
2 ,

defined as 1/T∗
2 = 1/T2 + 1/T′

2.

Spin echo exploits the fact that the signal decay due to magnetic field inhomogeneities can be reversed.
By applying a refocusing pulse, the orientations of the spins are reversed, and they will rephase again. This
causes the transverse magnetization to increase, ultimately leading to a local maximum called the ‘echo’.
If the refocusing pulse is applied at a time 𝑡 = 𝜏, the echo will occur at the echo time TE = 2𝜏. At this
moment, the spins are in phase; afterwards, they will dephase again. During this process, a single line of k-
space is acquired, in which the center of the line is acquired at 𝛵𝛦. In a normal SE sequence, the sequence
ends here, and this process is repeated for every line in k-space. A significant delay is added between the
repetitions, to allow for further decay of 𝛭⟂ and sufficient regrowth of 𝛭𝑧. TSE goes a step further, and
applies multiple refocusing pulses during each repetition. At each echo, a separate line of k-space is ac-
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Figure C.1: Simplified sequence diagrams for a Spin Echo (SE) sequence and a Turbo Spin Echo (TSE) sequence. The SE
sequence consists of a 90∘ excitation pulse and a 180∘ refocusing pulse, whereas the TSE sequence contains multiple refocusing
pulses. The excitation pulse and the first refocusing pulse are separated by a time interval 𝜏; the first echo therefore occurs at 𝛵𝛦

= 2𝜏. The echoes for both sequences are shown in red. The TSE sequence makes more efficient use of the time between the
repetitions, but the signal decreases for subsequent echoes.

quired. In this way, multiple k-space lines can be acquired during a single repetition, causing a significant
speedup. This speedup is proportional to the Echo Train Length (ETL) or TSE factor.

TSE sequences have multiple parameters that can be optimized. The ETL is one of these parameters: a
high ETL results in faster imaging, but the signal for the last echoes will be low. An ETL that is chosen too
high will therefore result in images with bad contrast. Additionally, the decaying signal imposes a filter in
k-space, and an ETL that is too high may therefore also lead to blurring in image space. The flip angles for
the RF pulses can be adjusted as well [36]. In the simplest case, the excitation pulse has a flip angle of 90∘

and all refocusing pulses have a flip angle of 180∘. Choosing a lower value for the refocusing pulses, e.g. 60∘,
generates stimulated echoes. This slows down the signal decay for a longer period of time, and therefore
allows for a higher ETL. It is also possible to use different flip angles for the refocusing pulses. In this way,
the signal can be kept constant for a short period of time, thus minimizing k-space blurring. It should be
noted that this is only possible for a single combination of longitudinal and transverse relaxation times.
Lastly, an important parameter is the k-space filling order, illustrated in Figure C.2. Sequential filling of
k-space lines results in a sawtooth-like amplitude variation, which can cause artifacts and blurring of the
image. Interleaved filling results in a smoother amplitude variation in k-space, which reduces these effects
[37, p. 784]. More complex filling orders are also possible [36]. An important aspect of the filling order
is the ability to choose at which moment the center of k-space is sampled. This is a determining factor for
the image contrast.

C.2. Extended Phase Graphs
Although it is possible to optimize these parameters by trial and error, it is more practical and less time-
consuming to start with simulations. A commonly used tool for the simulation of TSE sequences are
Extended Phase Graphs (EPG) [38]. EPG operates on the complex components of the magnetization,

𝛭+(r) = 𝛭𝑥(r) + 𝑖𝛭𝑦(r) = (𝛭−)
∗

𝛭−(r) = 𝛭𝑥(r) − 𝑖𝛭𝑦(r) = (𝛭+)
∗ (C.1)

Where𝛭+ and𝛭− can be interpreted as two transverse components rotating in opposite directions. Over
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Figure C.2: Two different k-space filling orders. Left: sequential filling; right: interleaved filling. Each color indicates a set of
k-space lines acquired during a single repetition. In this example, the ETL is 3. Sequential k-space filling causes amplitude

jumps in k-space, due to transverse relaxation. Interleaved k-space filling results in a smoother amplitude gradient [37, p. 784].

time, the spins acquire different phases, which need to be simulated separately. Keeping track of all differ-
ent spins with different phases becomes complex, even for simple simulations. Therefore, instead of using
the magnetisations directly, EPG works with a Fourier representation of these components:

�̃�−(k) = ∫
𝑉
𝛭−(r)𝑒−𝑖kr𝑑3𝑟

�̃�+(k) = ∫
𝑉
𝛭+(r)𝑒−𝑖kr𝑑3𝑟

�̃�(k) = ∫
𝑉
𝛭𝛧(r)𝑒−𝑖kr𝑑3𝑟

(C.2)

This Fourier basis allows to keep track of many spins using a single state. A state is represented by a single
value ofk. In themost basic versionofEPG, only discrete values ofk are used, i.e. k = … , −3, −2, −1, 0, 1, 2, 3, ….
States with 𝑘 ≠ 0 are assumed to be fully dephased, and thus do not contribute to the signal. In EPG, the
full system is described by a state matrix, which contains two transverse states (�̃�) and one longitudinal
state (�̃�):

𝛺 = [
�̃�+(0) �̃�+(1) �̃�+(2) …
�̃�−(0) �̃�−(−1) �̃�−(−2) …
�̃�(0) �̃�(1) �̃�(2) …

] (C.3)

The elementary actions in a pulse sequence, e.g. RF pulses, relaxation and gradients, are described as
matrix operations on this state matrix. An RF pulse with flip angle 𝛼 and phase 𝜙 is simulated using the
transformation matrix T(𝛼, 𝜙):

[
�̃�+(𝑘)
�̃�−(−𝑘)
�̃�(𝑘)

]

+

= [
cos2 𝛼

2 𝑒2𝑖𝛷 sin2 𝛼
2 −𝑖𝑒𝑖𝛷 sin 𝛼

𝑒−2𝑖𝛷 sin2 𝛼
2 cos2 𝛼

2 𝑖𝑒−𝑖𝛷 sin 𝛼
− 𝑖
2𝑒−𝑖𝛷 sin 𝛼 𝑖

2𝑒𝑖𝛷 sin 𝛼 cos 𝛼
] [

�̃�+(𝑘)
�̃�−(−𝑘)
�̃�(𝑘)

]

−

(C.4)

Relaxation during a time interval 𝜏 is simulated by multiplying the state matrix with a relaxation matrix
E, which is defined as

E (𝜏, 𝛵1, 𝛵2) = [
𝛦2 0 0
0 𝛦2 0
0 0 𝛦1

] , (C.5)
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where𝛦1 and𝛦2 are the longitudinal and transverse relaxation terms,which are defined as𝛦{1,2} = exp−𝜏/𝛵{1,2}.
This operator only includes decay, but the longitudinal magnetisation also experiences regrowth. To in-
corporate this in the simulations, a slightly different relaxation operator is used for the k = 0 state:

[
�̃�+(0)
�̃�−(0)
�̃�(0)

]

+

= [
𝛦2 0 0
0 𝛦2 0
0 0 𝛦1

] ⋅ [
�̃�+(0)
�̃�−(0)
�̃�(0)

]

−

+ [
0
0

𝛭0 (1 − 𝛦1)
] (C.6)

Finally, dephasing is defined as a simple shift.

𝑆(𝛥k) ∶ �̃�±(k) → �̃�±(k + 𝛥k); �̃�(k) → �̃�(k) (C.7)
In (C.7), all transverse states are shifted by𝛥k. Note that the longitudinal states are not shifted, since these
states do not dephase. 𝛧-states can therefore only be created by applying RF pulses [38].

C.3. Simulating multiple repetitions of a TSE sequence
Simulating a TSE sequence with EPG is fairly straightforward; a good example is provided in [38]. In the
simulations, the excitation pulse of this sequence has a phase of 90∘, according to the CPMG conditions.
The refocusing pulses have a phase of 0∘. During each half echo spacing 𝜏, a shift of𝛥k = 1 occurs, i.e. the
transverse states are shifted up by one state.

In practice, it can be useful to include a few dummy repetitions prior to acquiring the image. During
these dummy repetitions, the signal may still vary between the repetitions. The goal of these dummy rep-
etitions is to bring the system in an equilibrium situation. Surprisingly, the ‘standard implementation’ of
EPG provided by Weigel implements only a single repetition, and adding multiple repetitions to their code
is not straightforward. It was therefore necessary to write our own code, which was initially done using
Sycomore, a Python MRI simulation toolkit [39]. In order to assess the effect of multiple repetitions, the
sequencewas simulatedmultiple times, and each repetition startedwith the statematrix resulting from the
previous repetition. The result of this simulation for a simple TSE sequence is shown in C.3. A 90∘-pulse
is used for excitation and 180∘-pulses are used for refocusing. The ETL is 30, the echo spacing is 10 ms, and
the number of repetitions is 10; relaxation effects are ignored. In this case, the first repetition is expected
to give a very strong signal. After the first repetition, the transverse magnetization should be spoiled, and
no regrowth should occur, because there is no relaxation. All subsequent repetitions will therefore give
no signal, which can be considered the equilibrium situation. However, the results of this simulation
are unexpected: the system does not reach an equilibrium after the first few repetitions, but shows sudden
‘jumps’ in the signal amplitude instead. The jumps appear to be periodic and show a decreasing amplitude.

At first, the simulations were thought to contain an error, but this error could not be found. A second
implementation of EPG was therefore written from scratch; the results of these simulations displayed the
same behaviour. An explanation for this behaviour was found by drawing the EPG diagrams for a very
simple TSE sequence, ignoring relaxation effects. The mechanism behind the jumps is analogous to that
behind a stimulated echo. At the end of the first repetition, the state �̃�+(1) is occupied (Figure C.4 A);
after the excitation pulse of the second repetition, a part of this transverse magnetisation is converted to
�̃�−(1) (Figure C.4 B). At the end of the second repetition, this transverse magnetisation is rephased, i.e.
�̃�+(0) is occupied. The excitation pulse of the third iteration stores this transverse magnetisation as in-
phase longitudinal magnetisation in �̃�(0) (Figure C.4 C). This state remains unchanged during the third
repetition. In the fourth repetition, the excitation pulse flips the longitudinal magnetisation back into the
transverse plane (�̃�+(0)), where it causes an echo-forming pathway (Figure C.4 D).

It can thus be concluded that the signal jumps are caused by the spin history. However, this does not
reflect what one would expect during real measurements. In real life, the signal causing the jumps would
be spoiled before every new repetition. It is therefore necessary to include spoiling in the simulations.
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Figure C.3: Simulated and expected signal for 10 repetitions. The repetitions are separated by grey, dashed lines. Although this
sequence is expected to only give a signal during the first repetition, the simulated signal shows periodic jumping behaviour.
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Figure C.4: EPG diagram for multiple repetitions of a basic TSE sequence, consisting of a 90° excitation pulse and two 180°
refocusing pulses. Vertical, grey dashed lines indicate the RF pulses; horizontal grey dotted lines indicate the different states.
Echo forming pathways are coloured green; other pathways are coloured red. Transverse states are indicated by a solid line,

whereas longitudinal states are drawn using a dotted line. Relaxation effects are completely ignored in this diagram, so the echo
forming pathway in the fourth repetition (D) is entirely caused by spin history.

C.4. Simulating a spoiled TSE sequence
Various spoiling methods exist. The most used spoiling method, RF spoiling, makes use of RF pulses with
different phases [24, p. 505]. However, since the CPMG conditions [40] impose strict conditions on the
phase of the RF pulses, this method cannot be used in our simulations. Another well-known method is
gradient spoiling, which dephases the transverse relaxation using gradients [24, p. 506]. In practice, gra-
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dient spoiling can be incorporated in a TSE sequence by applying a very strong gradient at the end of each
repetition. Imperfections in the gradient field will cause incoherent behaviour, preventing the spins from
rephasing later on. In our simulations, however, the gradients are ideal, and the resulting behaviour will be
coherent. The dephased spins will therefore rephase again, and still cause the jumps in the signal. This is
visible in the simulations shown in Figure C.5. Furthermore, ringing-like behaviour is visible at the end of
each repetition: the signal suddenly increases during the last few pulses. Incoherence could be simulated
by randomising the gradient strength after each repetition, but this causes issues with the reproducibility
of the simulations.

Spoiling can also be simulated by directlymodifying the phase graph, for example by discarding certain
states. In practice, spoiling eliminates the transverse magnetisation, which can be simulated by discarding
all transverse states (𝐹±). This does not solve the jumping and ringing behaviour, as can be seen in Fig-
ure C.5. In fact, from Figure C.4 can be concluded that the jumping behaviour will occur as soon as a
transverse state 𝐹±(k > 0) exists at the start of a repetition. This is the case when there is a dephased lon-
gitudinal state 𝛧(k > 0) at the end of the previous repetition; discarding the longitudinal states only is
therefore not sufficient to solve the observed problems. Another approach is to discard all states except
�̃�(0); this means only the in-phase longitudinal magnetisation survives the repetition. The results for
this method are as well shown in Figure C.5; the jumping and ringing behaviour does indeed not occur
anymore. This seems therefore a suitable method to simulate spoiled TSE sequences using EPG.
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Figure C.5: Signals simulated using various spoiling implementations. The sequence is largely equal to the sequence used in
Section C.2, with spoiling after each repetition. In this case, relaxation effects were not ignored; instead, the simulations were
performed using 𝛵1 = 3500ms and 𝛵2 = 1500ms. Furthermore, refocusing pulses of 90° (top) and 60° (bottom) were used,

because some problems do not occur for refocusing pulses of 180°. Three different implementations for spoiling were used. For
gradient spoiling, a phase shift of 𝛥k = 7 was applied at the end of each repetition. This still results in the jumping and

ringing-like behaviour. Transverse spoiling means that the transverse states are discarded at the end of each repetition; this does
not solve the problems mentioned before. For full spoiling, all states except �̃�(0) are discarded, which does indeed solve these

problems. Unlike the other two methods, this method results in an equilibrium situation after a few repetitions.
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C.5. Remaining questions
Simulating spoiled TSE sequences using EPG by discarding all states except �̃�(0) solves the problems ob-
served in simulations using other spoiling methods. However, this does not mean that this is a correct
way to simulate spoiling. Discarding the transverse states can be justified by the fact that the goal of spoil-
ing is to eliminate the transverse magnetisation, but this is less clear for discarding dephased longitudinal
states (𝛧(k > 0)). On one hand, the fact that they are longitudinal states suggests that they should not be
affected by spoiling. On the other hand, the physical interpretation of dephased longitudinal states is un-
clear, and maybe they can only exist in combination with a dephased transverse state. In this case, spoiling
would affect both transverse and longitudinal states, which justifies the spoiling method proposed here.
In conclusion, discarding all states except �̃�(0) seems to be an appropriate method to simulate spoiling in
EPG, but a clear, physical understanding of the 𝛧(k > 0) states is necessary in order to verify this.
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Supplementary figures
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Figure D.1: Images of a porcine eye, acquired with the six sequences listed in Table 3.3. All images display the center slice of the
scans, in the transverse plane; the vertical axis is the readout axis. All images are displayed with the same intensity range. The

image order is the same as in Figure 4.3.
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A B C

D E F

Figure D.2: Images of a porcine eye, acquired with the six sequences listed in Table 3.3. All images display the center slice of the
scans, in the transverse plane; the vertical axis is the readout axis. The intensity ranges of these images are independent. These

images show that the SNR in the 𝛵2-weighted images (C, E) is lower than in the corresponding 𝛵1-weighted images (B, D).
Furthermore, the SNR in the higher resolution images (B, C) is lower than the SNR in the lower resolution images (D, E).
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