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Abstract 

Background The proliferation of generative artificial intelligence (AI) has facilitated the creation and publication 
of fraudulent scientific articles, often in predatory journals. This study investigates the extent of AI-generated content 
in the Global International Journal of Innovative Research (GIJIR), where a fabricated article was falsely attributed 
to me.

Methods The entire GIJIR website was crawled to collect article PDFs and metadata. Automated scripts were 
used to extract the number of probable in-text citations, DOIs, affiliations, and contact emails. A heuristic based 
on the number of in-text citations was employed to identify the probability of AI-generated content. A subset 
of articles was manually reviewed for AI indicators such as formulaic writing and missing empirical data. Turnitin’s AI 
detection tool was used as an additional indicator. The extracted data were compiled into a structured dataset, which 
was analyzed to examine human-authored and AI-generated articles.

Results Of the 53 examined articles with the fewest in-text citations, at least 48 appeared to be AI-generated, 
while five showed signs of human involvement. Turnitin’s AI detection scores confirmed high probabilities of AI-
generated content in most cases, with scores reaching 100% for multiple papers. The analysis also revealed fraudulent 
authorship attribution, with AI-generated articles falsely assigned to researchers from prestigious institutions. The 
journal appears to use AI-generated content both to inflate its standing through misattributed papers and to attract 
authors aiming to inflate their publication record.

Conclusions The findings highlight the risks posed by AI-generated and misattributed research articles, which 
threaten the credibility of academic publishing. Ways to mitigate these issues include strengthening identity verifica-
tion mechanisms for DOIs and ORCIDs, enhancing AI detection methods, and reforming research assessment prac-
tices. Without effective countermeasures, the unchecked growth of AI-generated content in scientific literature could 
severely undermine trust in scholarly communication.

Keywords Generative AI, Predatory journal, Author misattribution, Fake article, Academic fraud, Scientific integrity

Background
Generative artificial intelligence (AI), such as that offered 
by ChatGPT and Claude, is enabling unscrupulous pub-
lishers to generate and publish fake articles. In Decem-
ber 2023 an article titled “Global Business Strategies in 
the Digital Age” was published under my name and my 
primary affiliation in pp. 240–246 of the Global Interna-
tional Journal of Innovative Research (GIJIR), complete 
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with a valid DOI (digital object identifier): https:// doi. 
org/ 10. 59613/ global. v1i3. 42. I became aware of the arti-
cle when a colleague pointed it out to me, as it was nei-
ther created nor submitted by me. Its content is obviously 
AI-generated. The structure is formulaic, the claimed 
empirical evidence is missing, and the references, while 
real and influential, are not cited in the text. Furthermore, 
it contains several words that, according to an analysis by 
Stokel-Walker [1] and my experience, hint at AI-gener-
ated material: dynamic × 4, explore × 4, delve × 3, lever-
age × 2, intricate. Also, the Turnitin AI writing detection 
service reports a 100% AI generation score. (Although 
many generative AI detection services appear to have dif-
ficulty in detecting text generated by ChatGPT- 4.0, Tur-
nitin has been reported to be generally accurate [2]). A 
few days after I discussed the article on X (formerly Twit-
ter), I queried the Academia StackExchange forum, and I 
notified the other authors of GIJIR papers, the journal’s 
web pages were taken down causing the (temporary) dis-
appearance of both fake and genuine research articles 
published in it. Currently, the journal is back online, only 
with the article misatributed to me removed. At the time 
of writing all DOIs are still registered, while the specific 
article’s landing page and PDF are also archived on the 
Internet Archive’s Wayback machine. The following sec-
tions present the methods and results of an explorative 
analysis of the GIJIR’s articles, an overview of the risks 
associated with the AI-generated papers, and an outline 
of possible ways to address them.

Methods
To obtain a better understanding of the GIJIR’s content 
and operations, the journal’s entire web site was down-
loaded, metadata from the article landing pages and PDFs 
were extracted, the obtained metadata were analyzed, 
and the text of a selected set of articles was examined 
manually. Also, potentially affected authors were noti-
fied to alert them regarding the possibility of their name’s 
fraudulent use and the journal’s questionable practices. 
The software developed for the analysis (Python, shell, 
and awk scripts) as well as the results tabulated in a 
Microsoft Excel document are made available in the sup-
porting replication package [3].

Data were gathered on September 10th and 11th, 2024, 
on a computer running an Anaconda Python environ-
ment version 1.12.3 and Cygwin Bash version 5.2.15(3). 
The data extraction and transformation steps are illus-
trated in Fig. 1 as a UML (Unified Modelling Language) 
Activity Diagram. The journal site global-us.mellbaou.
com was completely crawled with the wget command to 
obtain the article PDFs. Article metadata were retrieved 
separately using a Unix shell script get-metadata.sh. 
Citations and contact emails were extracted from the 

article PDF files with two separate scripts: extract-
citations-emails.py and apply-to-pdfs.sh. Two other 
scripts (extract-doi-affiliations.py and extract-all-doi-
affiliations.sh) were employed to extract article DOIs 
and author affiliations from the metadata HTML files. 
The two result sets were joined based on the journal’s 
article number key and used to create a first version of 

Fig. 1 Data extraction and transformation steps

https://doi.org/10.59613/global.v1i3.42
https://doi.org/10.59613/global.v1i3.42
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the article-details Microsoft Excel file. A list of contact 
author emails and URLs was created with the script 
emails-to-csv.awk, and then used to inform article 
authors regarding the findings.

The journal seems to publish both AI-generated 
and humanauthored papers. A heuristic for identify-
ing AI-generated articles similar to the one discovered 
involves tracking in-text bibliographic citations written 
in the journal’s author-date (APA) style, such as “(Ahmad 
Razak, 2012)” or “Rosli et al (2024)”, which appear in the 
(probably human-authored) article https:// doi. org/ 10. 
59613/ global. v2i6. 187. In the GIJIR articles, a lack of in-
text citations appears to be a strong indication of an AI-
generated article. This is probably related to the difficulty 
ChatGPT has in generating correct citations [4]. Such 
citations can be detected by counting probable in-text 
citation delimiters (brackets and braces) appearing in the 
document before the article’s References section.

AI-generation was determined mainly through a man-
ual examination of two sets of papers for corresponding 
signs. For the GIJIR journal these signs include formulaic 
content, as well as lack of empirical data, citations, tables, 
and figures. The first manually examined set consisted 
of the 53 papers (up to rank 50 in terms of the number 
of citation delimiters) with the fewest such delimiters. 
The second set consisted of ten papers at the bottom of 
the heuristic’s ranking. Furthermore, a systematically 
selected subset of these papers was submitted to the 
Turnitin web-based service for AI scoring on September 
24th, 2024. This set comprised one paper in every ten 
from the first set and one paper every two from the sec-
ond one (excluding one article that lacked a DOI).

The Microsoft Excel document provided in the replica-
tion package, was derived from the automatically gener-
ated article-details.tsv file by hand-curating it as follows. 

1. Four duplicate entries with wrongly extracted mul-
tiple contact emails were removed (articles 172 and 
248).

2. Contact emails were partially redacted to comply 
with personal data protection regulations.

3. A subset of documents was examined manually and 
with Turnitin to determine AI content as detailed in 
the previous paragraphs.

4. Email domains were extracted from emails and listed 
in a separate column.

5. A column with undeliverable emails was added and 
hand-filled based on failed delivery reports regarding 
the sent notification emails. The “Y” designation was 
used for failed email deliveries due to faulty email 
addresses, and the “OOSS” was used for failures that 
occurred when a recipient’s mailbox had run out of 
storage space.

6. Affiliations of authors of publications that were 
unlikely to have been submitted by them (mainly 
evidenced by wrong contact emails) were marked in 
bold.

7. The web sites of the above authors were located with 
a Google search for their name and affiliation. These 
were visited to obtain their actual email address (for 
notifying them) and their academic status (for sub-
stantiating a lack of a motive for such a publication).

8. Notes regarding email communications and other 
provenance details were added to document the pre-
ceding actions.

All articles are available in the replication package’s 
global-us/global-us.mellbaou.com/index.php/global/arti-
cle/download folder. Individual articles can be located 
through the article number, which appears after the 
DOI’s last period. For example, https:// doi. org/ 10. 59613/ 
global. v2i1. 70 corresponds to article 70. The single folder 
appearing below the folder named after the article’s 
number contains a single numbered PDF file. The file 
lacks a.PDF suffix, so in popular user interfaces it can-
not be opened by double-clicking on it. Instead, it can 
be dragged and dropped into a PDF reader or it can be 
opened explicitly from the viewer by allowing the selec-
tion of all file types.

Results
The GIJIR, where the fake article under my name was 
published, has a valid ISSN (International Standard Serial 
Number — 2994 - 8312), is indexed by Google Scholar, 
and its articles receive Crossref [5] DOIs. According to 
its publishers, it is an open access journal, but its ISSN 
does not appear in the Directory of Open Access Journals 
(DOAJ) [6]. The content of the articles published in it, its 
charging of a $500 article processing charge, and the fact 
that it has been accused of listing individuals as editorial 
board members without their consent [7], suggest that it 
is a predatory journal [8]. Crossref API (application pro-
gramming interface) queries on the article’s DOI prefix 
(10.59613) and then the publisher’s Crossref member-id 
(39059) show that the GIJIR publisher is “Yayasan Banu 
Samsudin”, located in “Lombok Tengah, Nusa Tenggara 
Barat, Indonesia”. A further query through the Cross-
ref API for works published with the same DOI prefix, 
shows that the publisher is behind eleven titles in total, 
including “The Journal of Academic Science”, “Journal of 
Knowledge and Collaboration”, and “Journal of Social Sci-
ence and Education Research”.

Table  1 contains an excerpt of key analyzed articles. 
Articles are listed in the order of probable in-text cita-
tions. For each article the Table lists its in-text citation 
rank (ITC Rank), the number of detected in-text citations 

https://doi.org/10.59613/global.v2i6.187
https://doi.org/10.59613/global.v2i6.187
https://doi.org/10.59613/global.v2i1.70
https://doi.org/10.59613/global.v2i1.70
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(ITC), the suffix of its DOI (DOI Suf. — all DOIs begin 
with “10.59613/global.”), the manual assessment of 
whether the article was AI generated (MAI — M stands 
for AI with probably manual interventions), the corre-
sponding Turnitin score (TAI), the email address domain 
of the article’s (claimed) first author, and the correspond-
ing affiliation.

The manual examination of the 53 papers with the few-
est in-text citation delimiters shows at least 48 are prob-
ably mostly AI-generated, while another five show signs 
of human involvement. The five papers selected as one 
out every ten from the 53 ones and submitted to Turnitin 
received generative AI detection scores of 97%, 3 × 100%, 
and 82%. At the bottom of the citation delimiters rank-
ing, ten manually examined papers seem all to have been 
human authored. From that set of ten papers, one paper 
every two was also submitted to Turnitin, which gave 
to all a score of less than 20%. (Turnitin does not report 
exact scores lower than 20%.)

One can hypothesize that generative AI is used in the 
journal’s papers for two purposes, both helping the pub-
lisher profit from the real authors’ desire to publish in a 
scientific journal.

First, to create completely fake articles ostensibly by 
authors affiliated with well-known universities, probably 
to lend credence to the journal, as is also done with the 
bootlegging and rebranding of existing papers [9]. This is 
substantiated by the fact that the practice was prevalent 
at the journal’s launch. The first five published articles 

of volume 1 issue 1 (https:// doi. org/ 10. 59613/ global. 
v1i1.1 to https:// doi. org/ 10. 59613/ global. v1i1.5) are of 
this type. Furthermore, such articles were published 
only until volume 2 issue 1 (the last article appears to 
be https:// doi. org/ 10. 59613/ global. v2i1. 70). By that time 
the journal had published 52 out of its 220 articles. That 
the articles from well-known universities were not sub-
mitted by their authors is evidenced by wrong or Gmail 
contact emails and by at least two authors who had died 
several years before the articles under their name were 
published: Christodoulos A. Floudas [10] for https:// doi. 
org/ 10. 59613/ global. v1i2. 21 and Georges Guiochon [11] 
for https:// doi. org/ 10. 59613/ global. v2i1. 70. All authors 
in this category appear to be tenured professors, so there 
is also a lack of a motive to publish an article containing 
blatantly fake scientific research. The authors’ affiliations 
in this category include Washington University (with a 
Harvard author email address), Texas A&M, University 
of California at Berkeley, USC’s Keck School of Medicine, 
HEC Montreal, University of Shanghai, George Mason 
University School of Medicine, DePaul University, Uni-
versity of Alabama, Penn State, University of Tennes-
see, and Athens University of Economics and Business. 
The publication of wrong author emails was probably 
employed to reduce the chance of readers contacting the 
authors regarding those articles.

The second likely purpose for publishing AI-generated 
papers is to create publications for padding the CVs 
of their authors. In contrast to the articles of the first 

Table 1 Analyzed Articles (Excerpt)

ITC Rank ITC DOI Suf. MAI TAI First Article’s Author:

Domain Affiliation

1 0 v1i1.1 Y 97 channing.harvard.edu Washington University School of Medicine in St. Louis., St. Louis

3 0 v1i2.21 Y tamu.edu Texas A&M University, College Station

10 2 v1i2.32 Y 100 .ac.id Universitas PGRI Ronggolawe

20 4 v1i3.37 Y 100 yahoo.com Universitas Tadulako Palu Sulawesi Tengah

30 10 v1i2.20 Y 100 usc.edu Keck School of Medicine of USC, Los Angeles

31 10 v1i3.34 Y hec.ca Department of Entrepreneurship and Innovation, HEC Montreal, Canada

32 10 v1i3.42 Y 100 gmail.com Athens University of Economics and Business

34 12 v1i1.2 Y gmu.edu George Mason University - Science and Technology Campus, Manassas

37 14 v2i1.54 Y gmail.com Universitas Wahid Hasyim Semarang

40 20 v1i1.3 Y 100 jasonleonard117.com DePaul University, Chicago

44 23 v1i1.5 Y uah.edu The University of Alabama in Huntsville, Huntsville

47 25 v1i1.4 Y psu.edu Materials Research Institute, University Park

50 26 v2i2.79 M 82 .ac.id Universitas Nias

214 272 v2i6.187 N < 20 gmail.com Universitas Mitra Bangsa

216 286 v2i2.95 N < 20 gmail.com Department of Animal Science, University of Abuja

218 311 v2i7.219 N < 20 yahoo.com Universitas Veteran Bangun Nusantara

220 376 v2i1.67 N < 20 outlook.com Department of Animal Nutrition and Biochemistry, Sumitra Research 
Institute, Gujarat

https://doi.org/10.59613/global.v1i1.1
https://doi.org/10.59613/global.v1i1.1
https://doi.org/10.59613/global.v1i1.5
https://doi.org/10.59613/global.v2i1.70
https://doi.org/10.59613/global.v1i2.21
https://doi.org/10.59613/global.v1i2.21
https://doi.org/10.59613/global.v2i1.70
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category, most of the author contact emails of these arti-
cles appear to be correct and accessible. Matching find-
ings by Kurt [12] regarding predatory journal authors, 
many appear to be based in a developing world coun-
try and at least one seemed unaware of the journal’s 
nature. Specifically, the operation seems to be targeting 
or be used by Indonesian authors. Out of the 220 contact 
emails, apart from 113 Gmail addresses, 78 use the Indo-
nesian academic domain “.ac.id”. Furthermore, accord-
ing to one of the article authors who responded to the 
email notifications, the journal’s editors may be attract-
ing authors with canned articles preemptively published 
by the editors, asking them to appear as a corresponding 
author.

Discussion
The creation and publication AI-generated scientific 
papers, as was done by the GIJIR, damages the scientific 
discourse in multiple ways. Consequently, publishers and 
the scientific community must find and deploy methods 
to limit such practices.

Problems from AI‑generated papers
An understanding of the problems associated with the 
GIJIR’s practices is facilitated by dividing its articles into 
three categories, according to whether the article is AI-
generated or not and whether the article was published 
by its named author or whether the article’s author was 
wrongly attributed. Thus, the categories are: misattrib-
uted AI-generated articles (e.g. https:// doi. org/ 10. 59613/ 
global. v1i2. 21), correctly attributed AI-generated articles 
(e.g. https:// doi. org/ 10. 59613/ global. v1i2. 12), and cor-
rectly attributed human-written articles (e.g. https:// doi. 
org/ 10. 59613/ global. v2i9. 283). Predatory journal articles 
in the last category have been extensively studied [13], so 
the corresponding risks will not be further elaborated.

For both types of machine-generated articles, genera-
tive AI [14] lowers the bar of producing them, making 
it easy to concoct entire articles in a few minutes, all for 
the price of a $20 subscription to ChatGPT or an equiv-
alent service. In a simple experiment, a 67-word pair of 
prompts to ChatGPT (model 4o) asking for an article in 
one of the GIJIR’s many topics was all that was required 
to obtain a 1900-word article — of  similar length to 
the one published under in GIJIR under my name. The 
prompts and responses are available in the supporting 
material and online. As the generated articles are not 
exact copies of others, they are difficult to identify with 
existing plagiarism detection tools based on text similar-
ity, while automatically recognizing their AI provenance 
[2, 15] will likely become an uphill struggle as generative 
AI tools become more sophisticated and therefore pro-
duce output that will be increasingly difficult to detect.

Furthermore, machine-generated articles pollute the 
scientific communication landscape with trite platitudes, 
potentially incorrect facts [16], biased or discriminatory 
text ([17], p. 33), and often incorrect citations [18]. This 
material gets picked up by non-selective search engines, 
such as Google Scholar and can thus get cited in other 
publications. At least eight of the GIJIR’s journal’s articles 
have received a citation; an AI-generated article (https:// 
doi. org/ 10. 59613/ global. v1i1.2) has been cited in con-
ference proceedings published by Springer Nature [19]; 
more have been cited in what appear to be predatory 
venues. The openly available AI-generated papers may be 
even used for training future AI models, potentially lead-
ing to model collapses. This term refers to the finding [20] 
that haphazardly training LLMs (large language models) 
with LLM-generated content is an irreversible process 
that results in faulty models lacking the tails of the origi-
nal content distribution.

In addition, for fraudulently attributed articles, the 
ease of their production means that they can be churned 
out in a large volume, without needing to resort to the 
more cumbersome method of populating fake journals by 
bootlegging and modifying existing material [9]. This will 
impede processes for detecting them and rooting them 
out. Moreover, because such articles are obviously AI-
generated without appropriate acknowledgments and of 
an inferior quality, their authors and affiliated organiza-
tions suffer the reputational risk of appearing to publish 
drivel or to use generative AI in a fraudulent and unethi-
cal manner contrary to established policies ([17], p. 34). 
Adding insult to injury, if the articles get removed from 
the publication record, the authors will have the corre-
sponding retractions associated with their names.

Fraudulently attributed articles can also damage their 
ostensible authors’ reputations. I became aware of the 
fake article when a colleague asked me to summarize it 
for our MBA’s promotional newsletter. His request was 
based only on the article’s enticing title and relevance to 
the programme. He found the article through a Google 
Scholar search; currently the article appears as the first 
result in a query for “Spinellis business”, as can be seen 
in the replication package’s file spinellis business 
- Google Scholar.pdf. The linked article is a copy 
appearing on the Semantic Scholar [21] web site, demon-
strating the insidious entrenchment possibilities of such 
fake articles.

I replied to the colleague’s request pointing that the 
article was AI-generated drivel. Had the colleague read 
the article without realising it was misattributed to me, 
he might had drawn embarrassingly negative conclu-
sions regarding my scientific integrity and abilities. Such 
a conclusion would not be hastily derived for me given 
my established research and publication record, which 

https://doi.org/10.59613/global.v1i2.21
https://doi.org/10.59613/global.v1i2.21
https://doi.org/10.59613/global.v1i2.12
https://doi.org/10.59613/global.v2i9.283
https://doi.org/10.59613/global.v2i9.283
https://doi.org/10.59613/global.v1i1.2
https://doi.org/10.59613/global.v1i1.2
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is known by my colleagues. However, academics at the 
beginning of their career applying to schools that do not 
know their work might not be similarly lucky.

Moreover, correctly attributed AI-generated articles 
can be employed en masse by unethical authors to inflate 
their publication record, saving them the trouble and 
expense of procuring them from a paper mill [22]. Also, 
through them unscrupulous editors can easily entice 
large populations of misinformed authors into adding 
their name to an existing publication targeted to their 
interests and paying for their publication. Once such arti-
cles are published, they mislead organizations that use 
them uncritically for hiring and promotion.

Finally, the confusing mix of the three article types 
under the roof of one journal impairs the investigation of 
scientific misconduct associated with such publications 
and provides plausible deniability regarding the journal’s 
credentials to the authors publishing through the preda-
tory publisher.

The solution landscape
Addressing the problems introduced by the generative 
AI production of scientific works is not easy. Setting 
up guardrails in large language models [23] to prevent 
their use for such purposes is tricky, because the gen-
eration of corresponding manuscripts overlaps with the 
legitimate use case of aiding scientific research. Requir-
ing model developers to release detection tools for their 
models’ generated text [15] is likely to be ineffective, due 
to the existence of open-source models that can be eas-
ily adjusted and run even on a laptop. These models also 
limit the applicability of any future guardrails. It will be 
more effective to address the two uses of AI-generated 
articles through a correspondingly targeted double 
pronged approach.

Fraudulently attributed articles can be limited through 
technical means by tightening the DOI and ORCID 
(Open Researcher and Contributor ID) processes. Such 
tightened processes could be implemented across the 
board or, alternatively, the subset of identifiers obtained 
under a stricter regime could be enhanced with visible 
“verified provenance” attributes. In brief, the tightened 
processes could help ensure that ORCIDs are issued 
exclusively to individuals whose identity has been reli-
ably confirmed, that only the authors associated with an 
ORCID can bind a paper’s DOI to them, and that ORCID 
affiliations are indeed genuine.

The association of ORCIDs with real (reliably identi-
fied) persons can be enforced through the use of identity 
verification services. The secure binding between article 
DOIs and author ORCIDs can be implemented through 
ORCID’s authentication and authorization mechanisms 
[24] in conjunction with digital signatures and certificates 

associated with the author’s ORCID and tied to the 
paper’s DOI. For example, when authors submit a paper, 
the publisher may require them to use their ORCID cre-
dentials to authorize the binding of the paper’s DOI to 
their ORCID.

The secure association of affiliations with author ORC-
IDs can be implemented through a small extension to 
the Research Organization Registry (ROR) that will 
allow organizations to securely vouch for author affilia-
tions. This can be done e.g. through machine-readable 
lists or policy statements placed on the organizations’ 
primary web site or through records signed with keys 
made available via the internet’s Domain Name System 
(DNS), as is the case with DKIM (DomainKeys Identi-
fied Mail) email signatures [25]. The implementation of 
such a scheme will require the cooperation of publishers, 
research organizations, and diverse registrars. While this 
is a challenging task, there is precedent for success, as 
demonstrated by the research community’s widespread 
adoption of ORCIDs, DOIs, and ROR identifiers. This 
has been based on the cooperation of publishers with 
ORICD and DOI registrars and of research organizations 
with the ROR registrar.

Limiting the publication of correctly attributed AI-
generated articles is more difficult. The problems and 
their possible solutions overlap with those of paper mills 
— networks that sell to researchers authorships and low 
quality manuscripts [26]. Despite the ease with which AI 
can generate content that at a superficial level looks like a 
scientific research manuscript, I believe that paper mills 
will continue to exist offering additional services that 
unscrupulous individual authors who are not special-
ized in the dark arts of fake research production cannot 
easily match: fake raw data, tables, images, charts, peer 
reviews, and citations. Solutions for addressing the prob-
lem include closer examination of the articles’ raw data 
and images [27], increasing the journals’ transparency 
regarding the peer review process [9], collaborating to 
understand and battle paper mills [28], and steering the 
assessments for hiring, promoting, and funding research-
ers away from paper-counting toward evaluating the con-
tent of the performed research [29–31]. Adopting more 
substantive research assessment methods may be dif-
ficult [32], especially in settings where there is a lack of 
the required knowledge, trust, and social capital. In such 
cases mature universities, research centers, and learned 
societies can help by organizing and disseminating the 
required know-how, for the benefit of humanity.

Limitations
The study’s identification of AI-generated papers relies 
on heuristic methods, such as the absence of in-text 
citations, manual assessment regarding the absence of 
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empirical data and similar signs, as well as the opaque 
models employed by Turnitin. All these may lead to 
false positives or negatives. Additionally, the classi-
fication of articles involves subjective human judg-
ment, introducing potential bias and inconsistency. The 
analysis is based on a non-random subset of articles 
(those with the fewest and most probable citations), 
which may not fully represent the entire journal’s con-
tent. While the output of all automated processes was 
manually examined for errors, faults in the employed 
programs cannot be entirely ruled out. Furthermore, 
the investigation is limited to a single journal (GIJIR), 
leaving open the question regarding the extent to which 
similar patterns occur across other predatory or fraud-
ulent journals. While a replication package is provided, 
the combination of manual data curation and subjective 
assessments may hinder others to fully reproduce the 
findings, while changes to Turnitin functionality and 
the journal’s website could further challenge future ver-
ification efforts.

Conclusion
The study presents an alarming case of AI-generated 
and fraudulently misattributed articles in the GIJIR. 
The case demonstrates how the fraudulent use of gen-
erative AI undermines scientific integrity and discourse. 
The analysis of GIJIR’s content, uncovered systematic 
patterns of deception, where AI-generated articles are 
either falsely attributed to reputable scholars to boost the 
journal’s standing or published by authors to artificially 
inflate their publication records. Addressing the problem 
will require a multi-faceted approach, including stricter 
identity verification for authors, enhanced detection of 
AI-generated content, peer review transparency, and 
shifts in research evaluation practices to focus on evalu-
ating actual scientific contribution rather than quantita-
tive metrics. Without proactive measures, the unchecked 
proliferation of AI-generated research content could 
erode trust in scholarly publishing, damage reputations, 
mislead institutions, and ultimately degrade the credibil-
ity of scientific discourse. Future work can systematically 
examine the extent of the described practices and also 
explore the working context and motivations of authors 
engaging in them.
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