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A B S T R A C T

Heat pumps, which recycle waste heat, are a promising technology for reducing CO2 emissions. Efficiently
using low-grade waste heat remains challenging due to the limitations of standard heat exchangers and the
need for more effective working fluids. This work introduces a multi-scale methodology that combines force
field-based Monte Carlo simulations, quantum mechanics, and equations of state to explore the potential of
formic acid as a new reactive fluid in thermodynamic cycles. Formic acid exhibits dimerization behavior,
forming cyclic dimers in the gas phase, which can enhance the thermodynamic efficiency of heat recovery
systems. The dimerization reaction of formic acid is crucial because it integrates chemical energy into
thermodynamic processes, potentially improving the performance of heat pumps and other energy systems. The
study implements umbrella sampling in Monte Carlo simulations to compute the thermodynamic properties
of HCOOH dimerization, including equilibrium constants, enthalpy, and entropy. Results from two different
methods to study dimer formation, namely the dimer counter method and the potential of mean force method,
show strong agreement with the enthalpy of dimerization of −60.46 kJ mol−1 and −62.91 kJ mol−1, and
entropy of −137.36 J mol−1K−1 and −146.98 J mol−1K−1, respectively. A very good agreement of the Monte
Carlo results with Quantum Mechanics and experimental data validates the accuracy of the simulations. For
phase equilibrium properties, the Peng–Robinson equation of state, coupled with advanced mixing rules,
was applied and compared to Monte Carlo simulations in the Gibbs ensemble. This approach enabled the
determination of the Global Phase Equilibrium of the system, vaporization enthalpy, phase composition,
vapor and liquid densities of the coexisting phases, and entropy as a function of temperature. The agreement
between the thermodynamic model and Monte Carlo simulations confirms the reliability of the methodology
in capturing the phase behavior of the system. The findings demonstrate a promising approach for discovering
and characterizing new reactive fluids, contributing to more efficient and sustainable energy technologies.
1. Introduction

The reduction of greenhouse gas emissions has become urgent as
the European Climate Law requires the European Union economy and
society to achieve climate neutrality by 2050 [1]. The global energy-
related CO2 emissions were estimated at 37.4 billion tonnes (Gt) in
2023 [2], which indicates a need for further advancements in sus-
tainable energy technologies. The total energy-related emissions would
have increased three times more than the actual increase of ca. 900 Mt
between 2019 and 2023, if not for the application of five key clean en-
ergy technologies: heat pumps, solar photovoltaics, electric cars, wind
power, and nuclear power [2]. Heat pump technology which operates
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on a thermodynamic cycle that absorbs heat from a source, upgrades,
and transfers it to a sink using compression work, has the potential for
waste heat recovery towards the decarbonization of EU industry [3–6].
The most promising sectors for heat pump application are non-metallic
minerals, non-ferrous metals, paper, and food, while chemical industry
shows much lower potential due to the predominant need for high-
temperature heat, where heat pumps are less efficient [4]. To reduce
carbon emissions and utilization of non-renewable energy sources, heat
pumps are being explored as an alternative to heating technologies
based on fossil fuels. Heat pumps supplied only ca. 7% of the global
building heating demand in 2021 [7]. According to the International
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Energy Agency (IEA), to achieve net zero emissions by 2050, the num-
ber of installed heat pumps must increase from the current 180 million
o 600 million by 2030 [7]. Several countries, including Canada and
he United States, encourage residents to adopt heat pump technologies
or their space and water heating needs through, i.e. subsidies [7]. The

analysis of Kosmadakis et al. [4] showed that the total potential of
ndustrial heat pumps in the EU is 28.37 TWh/year which corresponds
o 1.5% of the total heat consumption. The waste heat required to be
ecovered and upgraded by the heat pump to cover this consumption
s approximately 21 TWh/year, representing 7% of the total waste heat

potential in EU industries. Despite being a significant energy resource,
waste heat is currently insufficiently utilized. Forman et al. [8] reported
hat around 72% of the world’s primary energy supply is lost through
xhaust/effluents (52%) and other losses (20%). The electricity gener-
tion sector accounts for the largest portion of this heat loss at 39%,
ith 88% of it being extremely low-grade heat (below 373 K).

Although harnessing waste heat is appealing, the low-temperature
difference between the heat source and the working fluid hinders
ffective heat transfer in standard heat exchangers, affecting the ef-
iciency [9]. While many heat transfer enhancement solutions exist,

these are generally designed for medium-to-high temperature ranges
(> 500 K) [10], with limited options for low-temperature applica-
tions [11]. Heat recovery techniques are broadly classified into two
categories: active methods, which involve mechanical or electrical
systems requiring external energy inputs, and passive methods, which
utilize natural processes or simple design features without external
nergy inputs. Passive techniques are considered more competitive

than active methods for recovering very low-grade heat (below 373
K) cost-effectively. Therefore, there is significant motivation to re-
evaluate a potentially cost-effective yet under-explored passive method:
heat transfer intensification through gas dissociation [9]. Currently,
eactive working fluids that undergo endothermic dissociation reac-

tions when heated or compressed and exothermic recombination when
cooled, instantly progressing towards chemical equilibrium, are inves-
tigated as an alternative to inert working fluids in thermodynamic
cycles, due to their higher energy-efficiency potential [3,12–14]. As
he temperature and pressure change during various unit operations,

e.g. turbines, heat exchangers, pumps, and compressors, the fluid can
undergo spontaneous, rapid, and reversible chemical reactions. These
reactions incorporate chemical energy into the thermodynamic pro-
esses, significantly influencing the efficiency of the thermodynamic

cycle and the design of components such as turbines [15]. Several
tudies have shown that the thermodynamic efficiency of supercriti-

cal (Brayton) and subcritical (Rankine) cycles using reactive working
fluids, particularly N2O4, is higher than that of cycles using specific
inert fluids such as water, ammonia, helium, or CO2 [15–18]. The

ain disadvantages of Brayton cycles with ideal gas working fluids are
he substantial compression work relative to the net output, and the
ighly sensitive performance to the efficiency of the turbomachinery
nd pressure losses [19]. In studies that consider fictive reactive fluids
o examine how reaction stoichiometry, enthalpy, and entropy affect
he performance of Brayton power cycles and heat pumps compared
o pure fluids, it was shown that reactive working fluids can improve
ower plant efficiency by up to 30% [12] and more than double the

coefficient of performance of heat pumps based on a gaseous inversed
Brayton cycle [3]. The general reaction for fictive reactive fluids is:
( 𝑛
𝑚

)

𝐴𝑚 ⇌ 𝐴𝑛 (1)

where 𝑛, and 𝑚 specify the number of atoms of the two molecules.
Recent theoretical studies are focusing on the use and charac-

terization of reactive fluids, including N2O4/NO2, Al2Cl6/AlCl3, and
Al2Br6/AlBr3 [15], to enhance the performance of unit operations and
thermodynamic cycles. Among these, N2O4 is the most thoroughly
studied, with its thermodynamic properties being determined through
equations of state [13,20–24], direct numerical simulation [9], Monte
Carlo simulations [13,25], and Quantum Mechanics [13]. In the study
 i

2 
of Zhang et al. [9] it was shown that the N2O4/NO2 chemical reaction
an enhance the heat transfer coefficient by up to 600% compared
o non-reactive fluids. Despite this potential, the broader adoption of
eactive working fluids in thermodynamic cycles is limited by the lack
f similarly reversible fast chemical reactions, aside from N2O4. Ad-

dressing this challenge, the European Research Council funded project
EACHER [26,27] that aims to discover new working fluids, char-
cterize their thermodynamic and kinetic properties, optimize ther-
odynamic cycle architectures, and validate performance calculations

hrough experimental micro-power plant testing.
The formic acid (HCOOH) reacting system has the potential as a new

reactive fluid in thermodynamic cycles due to its strong dimerization
behavior [28]. Formic acid is the simplest carboxylic acid, serving as a
rototypical molecule and one of the most stable neutral complexes,
ith a dimerization energy of ca. 63 kJ mol−1 [29]. Formic acid

is a significant product in the chemical industry, with a production
capacity reaching 800,000 tons annually as of 2017 [30,31]. The global

arket value of HCOOH is projected to grow from 1.8 billion dollars in
023 to 2.8 billion dollars by 2033 [32]. Producing HCOOH offers an

economically viable method for reducing CO2 emissions through direct
capture at the production source and subsequent conversion [33]. In
2021, HCOOH was utilized in various industries, including animal feed
and grass silage (27%), leather tanning (22%), pharmaceuticals and
food chemicals (14%), textiles (9%), natural rubber (7%), drilling fluids
(4%), and other applications (17%) [34,35]. The predominant method
for HCOOH production involves methanol carbonylation, resulting in a
ormate ester that is subsequently hydrolyzed to HCOOH [34,36–38].

Alternative methods for HCOOH production include the electrochem-
ical reduction of carbon dioxide in aqueous electrolyte solutions [39–
45] and the hydrogenation of CO2 [31,46–48].

The formation of cyclic HCOOH dimers that occurs in the gas phase
s significant to the human metabolism [49] and applications, e.g. the
xidation of unsaturated hydrocarbons [50] and atmospheric chem-

istry [51]. The graphical representation of the formic acid dimerization
equilibrium is shown in Fig. 1.

The dimerization of formic acid (HCOOH) has been extensively
tudied both theoretically and experimentally [28,29,52–57]. While the
tudies by Jedlovszky and Turi [58] and Schnabel et al. [59] provide

valuable insights into the modeling of formic acid systems, the focus of
these works does not include the thermodynamic properties of HCOOH
dimerization or the phase composition in terms of monomers and
dimers. In this study, we focus on the thermodynamic properties essen-
tial for the design of heat pumps using reactive fluids like HCOOH, in-
cluding vapor pressure, vaporization enthalpy, phase composition, and
the densities of coexisting vapor and liquid phases. These properties,
influenced by dimerization behavior, directly affect the heat transfer
and energy storage capabilities of HCOOH, enhancing its potential as
a working fluid in various industrial and engineering processes [28].
While HCOOH remains stable at room temperature, it exhibits thermal
instability and decomposes when subjected to heat [60]. Despite ex-
tensive studies, there are still gaps in experimental data, particularly
t varying temperature and pressure conditions, which makes the pre-

diction of entropy and phase behavior challenging. Given the complex
nature of HCOOH and the limited availability of experimental data,
molecular simulations provide an alternative for determining these
thermodynamic properties. Slavchov et al. [28] proposed a model to
describe the temperature dependence of vapor pressure and heat of va-
porization of associated liquids containing dimers and linear associates
in the gas phase. The analytic generalization of the Clausius–Clapeyron
equation resulted in an enthalpy of dimerization of −58.5 kJ mol−1 for
ormic acid. In a Monte Carlo simulation study by Turner et al. [52],

the enthalpy of dimerization for formic acid in a carbon dioxide solvent
was predicted to be −50.3 kJ mol−1 in the gas phase. In a study by
Chao and Zwolinski [60], several experimental values of the HCOOH
dimerization enthalpy were reviewed. The average enthalpy of dimer-
zation obtained from 𝑃 -𝑉 -𝑇 methods is ca. −59 kJ mol−1, while the
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Fig. 1. Graphical representation of the formic acid dimerization equilibrium, given by a reaction: 2HCOOH ⇌ (HCOOH)2.
average obtained from spectroscopic methods is ca. −57 kJ mol−1. The
chemicophysical properties of formic acid are influenced by its ability
to form various types of hydrogen bonds (H-bonds) [53]. A formic acid
molecule can act as a hydrogen acceptor via its two oxygen atoms
and as a hydrogen donor through its hydroxy and formyl hydrogen
atoms [53]. Consequently, four types of H-bonds are theoretically
possible: O–H⋯Oc, O–H⋯Oh, C–H⋯Oc, and C–H⋯Oh, where Oc and
Oh represent the carbonyl- and hydroxy oxygen atoms, respectively.
This variety leads to different structural forms despite the molecular
simplicity [53]. A recent ab-initio study by Brinkmann [57] describes
formic acid dimerization as a stepwise process. The study found that
the acyclic dimer, which is thermodynamically less stable, converts
to the global minimum, a cyclic structure with two O–H⋯O=C hydro-
gen bonds. This cyclic dimer has a direct dissociation energy of 67.4
kJ mol−1 and is 26.4 kJ mol−1 more stable than the acyclic dimer [57].
Farfan et al. [54] used DFT to determine the equilibrium geometries
of various formic acid dimer combinations (cis + cis, cis + trans, and
trans + trans). These authors identified 21 distinct minima within
a 69.0 kJ mol−1 energy window on the potential energy surface for
formic acid dimers.

In the gas phase, the dimer is more stable by ca. 58.6 kJ mol−1
compared to the monomer [61]. The population of the cyclic H-bonded
dimer configuration, dominant in the gas phase, is estimated to be
around 23% [56,62], with approximately 95% of the vapor existing in
the dimerized form at room temperature and normal pressure leading
to non-ideal gas behavior [34]. Unlike most carboxylic acids, which
retain dimeric structures in their crystalline form, formic acid exhibits
an infinite ‘‘polymeric’’ crystal structure [63,64] - H-bonded chains
with alternating O–H⋯O and C–H⋯O bonds [53,65,66]. Additionally,
at high pressure, crystalline formic acid can adopt a cis molecular
structure, differing from the trans structure found under normal con-
ditions (where ‘‘trans’’ and ‘‘cis’’ refer to the positions of the hydrogen
atoms) [53,67]. The liquid structure of formic acid is complex and
consists of a hydrogen-bonded network with various chain-like struc-
tures, differing from both the gas and crystalline forms [53,68–71].
Small clusters with O–H⋯O bonds are held together by weaker C–H⋯O
bonds, forming large branched structures, as suggested by recent first-
principles and classical molecular dynamics simulations [53,62]. In
addition to polymeric chains and cyclic dimers, an acyclic ‘‘open’’
dimer or a mixture of these species have been proposed as the main
components of liquid formic acid [55]. The structure and dynamics of
liquid formic acid related to H-bonding have been investigated using
reverse Monte Carlo simulations by Jedlovszky et al. [69] Jedlovszky,
Turi et al. performed Monte Carlo [58,68] and molecular dynamics
(MD) [72] simulations using a potential model based on the ab-initio
potential energy surface of formic acid dimers [58]. Hermida Ramón
and Ríos [49] developed a polarizable force field for trans-formic acid
for MD simulations in the liquid phase.

In this work, a multi-scale methodology, including force field-based
Monte Carlo simulations, Quantum Mechanics, and equations of state
is proposed to model the thermodynamic properties of a formic acid
reacting system to explore its potential as a new reactive fluid in
3 
thermodynamic cycles. This study is organized as follows: in Section 2,
we provide technical details of the computational and mathematical
methods. The methodologies for conducting two types of umbrella sam-
pling Monte Carlo (MC) simulations—the dimer counter method and
the potential of mean force method—are described, along with the ther-
modynamic modeling of the formic acid reactive mixture. In Section 3,
we present and discuss the results. The thermodynamic properties are
computed from Monte Carlo simulations and compared to Quantum
Mechanics calculations. The dimer counter and PMF methods showed
strong agreement, resulting in the enthalpies of HCOOH dimerization
of ca. −60.46 kJ mol−1 and ca. −62.91 kJ mol−1, respectively. The QM-
calculated enthalpy of dimerization is −60.48 kJ mol−1, deviating by
0.02% from the dimer counter method and 4% from the PMF method.
The QM and umbrella sampling MC simulations demonstrate high
accuracy in reproducing the experimental thermodynamic properties
of HCOOH dimerization. The Global Phase Equilibrium of the system,
vaporization enthalpy, phase composition, vapor and liquid densities of
the coexisting phases, and entropy as a function of temperature were
obtained from the thermodynamic model and compared with Monte
Carlo simulations in the Gibbs ensemble. The MC simulations agree well
with the model, confirming the accuracy of the simulations in capturing
the phase behavior of the system. Our findings are summarized in
Section 4.

2. Methodology

2.1. Monte Carlo simulations

The dimerization of formic acid in thermodynamic equilibrium is
simulated using the Monte Carlo (MC) Software Brick-CFCMC [73,74],
an open-source molecular simulation code for the calculation of phase
and reaction equilibria using state-of-the-art force field-based MC sim-
ulations in different ensembles, such as the NVT, NPT, grand-canonical,
reaction, and the Gibbs ensemble [74]. To sample the dimerization
reaction, it is crucial to explore all possible distances between the
two molecules of formic acid in the Monte Carlo simulation in the
canonical ensemble. Due to the strong interaction between the two
monomers through hydrogen bonds, once a dimer forms, it tends to
persist in each simulation cycle without dissociating. This phenomenon
leads to a simulation dominated by dimers, resulting in an insuffi-
cient sampling of monomers at various distances, which hinders the
accurate sampling of thermodynamic averages, such as the equilib-
rium constant and enthalpy of dimerization. To address this issue,
we implement umbrella sampling to Brick-CFCMC, a technique that
biases the sampling process to include a range of distances between
the two molecules. By applying this method, we can obtain a more
comprehensive representation of the system, enabling precise calcula-
tion of equilibrium properties. Additionally, while not employed in this
study, the Aggregation-Volume-Bias Monte Carlo (AVBMC) moves [75,
76] have the potential to enhance configurational exploration by ef-
ficiently sampling system-wide volume changes. This approach could
improve sampling efficiency in certain scenarios and would also be
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worth exploring in future studies.
In a Monte Carlo simulation in the canonical ensemble, ensemble

averages are computed by sampling configurations with a probability
proportional to the Boltzmann factor (e−𝛽 𝑈 (𝑟𝑁 )) as follows [77]:

⟨𝐴⟩ =
∫ d𝑟𝑁𝐴(𝑟𝑁 ) exp [−𝛽 𝑈 (𝑟𝑁 )

]

∫ d𝑟𝑁 exp
[

−𝛽 𝑈 (𝑟𝑁 )
] (2)

where 𝛽 = 1
𝑘𝐵𝑇

, and 𝑈 (𝑟𝑁 ) is the potential energy of a configuration.
he conventional Metropolis acceptance rule for a trial move is given

by [77,78]:

acc(old → new) = min
(

1, exp
[

−𝛽 ⋅ (𝑈new − 𝑈old)
])

(3)

where 𝑈old is the potential energy of the current configuration, and
new is the potential energy of the new configuration. In the umbrella

sampling method, a simulation is performed in an ensemble 𝜋, in which
a weight function 𝑊 (𝑑(𝑟𝑁 )) is added to the partition function, and the
configurations are sampled with a probability proportional to [77]:

𝜋(𝑟𝑁 , 𝑑) = exp [−𝛽 𝑈 (𝑟𝑁 ) +𝑊 (𝑑(𝑟𝑁 ))
]

(4)

where 𝑊 𝑑(𝑟𝑁 ) is a weight function (or biasing function) of the con-
figuration that depends on the distance between the centers of two
molecules 𝑑. The new acceptance rule for translation trial moves is
given by:

acc(old → new) = min
(

1, exp
[

𝑊new(𝑑new) −𝑊old(𝑑old) − 𝛽 ⋅ (𝑈new − 𝑈old)
])

(5)

where 𝑑old and 𝑑new are the old and new distances between dimers,
espectively. The ensemble average ⟨𝐴⟩ in the canonical ensemble can
e computed by [79]:

⟨𝐴⟩ =
⟨𝐴 exp[−𝑊 ]⟩𝜋
⟨exp[−𝑊 ]⟩𝜋

(6)

where ⟨… ⟩𝜋 is an ensemble average in the ensemble 𝜋 (Eq. (4)). This
assumes that a single coordinate (distance) is sufficient to describe
dimerization.

To sample all possible distances between the two molecules, a
istogram of 𝑊 (𝑑) must be obtained. This ensures that all distances are
ccommodated in simulation bins. Initially, 𝑊 (𝑑) is set to zero. During
 short simulation, the following iterative rule is applied:

𝑊 (𝑑) → 𝑊 (𝑑) − 1
2
ln(Hist(𝑑)) (7)

where Hist(𝑑) is the histogram count of observations for a given dis-
tance 𝑑 between the centers of two molecules. The procedure involves
a series of short simulations, where the updated 𝑊 (𝑑) from each
simulation is used as the input for the next. The process continues
until the resulting histogram of 𝑊 (𝑑) becomes sufficiently flat, ensur-
ing that all distances in the simulation box are adequately sampled.
The final function 𝑊 (𝑑) is then used in a longer simulation of the
dimerization reaction. From this simulation, the equilibrium constants
of dimerization can be obtained using two routes: the dimer counter
method and the potential of mean force (PMF) method. Both routes
are implemented in the umbrella sampling simulations, as the same set
of sampled configurations produced in a single MC simulation can be
sed to compute the equilibrium constant of dimerization using either
he dimer counter or the PMF method.

The dimer counter method uses geometric criteria from a study by
Turner et al. [52] to identify whether the configuration consists of one
dimer or two monomers of formic acid:

0.20nm ≤ 𝑑Ofa2⋯Ofa1 ≤ 0.34nm (8)

0.14nm ≤ 𝑑Ofa2⋯Hfa2 ≤ 0.24nm (9)

Both conditions must be met simultaneously to identify a dimer. The
chematic representation of the geometric criteria for HCOOH dimer
ith the atoms labeled is visualized in Fig. 2.
4 
The number of monomers (𝑁monomer) and dimers (𝑁dimer) are com-
uted using the probabilities of observing two monomers (𝑝) or one
imer (1 − 𝑝):

𝑁monomer = 2𝑝 (10)

𝑁dimer = 1 − 𝑝 (11)

The equilibrium constant 𝐾 is defined as:

𝐾 =

𝑃dimer
𝑃0

(

𝑃monomer
𝑃0

)2
=

𝑁dimer⋅𝑅𝑇
𝑃0⋅𝑉

(

𝑁monomer⋅𝑅𝑇
𝑃0⋅𝑉

)2
=

𝑁dimer

𝑁2
monomer

⋅
𝑃0 ⋅ 𝑉
𝑅𝑇

(12)

where 𝑃0 is the reference pressure (1 bar), 𝑉 is the volume of the sim-
ulation box, 𝑅 is the universal gas constant, and 𝑇 is the temperature
n the studied range from 250 K to 300 K. Substituting 𝑁monomer and

dimer from Eqs. (10) and (11) into Eq. (12), the equilibrium constant
is given as:

𝐾 =
(1 − 𝑝)
(2𝑝)2

⋅
𝑃0 ⋅ 𝑉
𝑅𝑇

(13)

The enthalpy of dimerization is determined using the Van’t Hoff equa-
tion [80]:
d ln𝐾

d
(

1
𝑇

) = −𝛥d𝐻
𝑅

(14)

The second approach for computing the equilibrium constants of
HCOOH dimerization involves the potential of mean force (PMF).
Umbrella sampling is used for computing the PMF, which allows to
understand the energy changes involved in the association/dissociation
rocesses of noncovalent ligand–receptor pairs [81]. This method is
articularly useful because it can be applied to a wide range of sys-
ems, from small molecular systems [82,83] to complex biological

systems [81,84,85]. By computing the free energy along the dissoci-
ation pathway, the PMF provides thermodynamic details for molecular
recognition. The PMF is obtained from umbrella sampling simulations
using:

𝑃 𝑀 𝐹 = − ln
(

Hist(𝑑) ⋅ exp(−𝑊 (𝑑))
Norm2 ⋅ 𝑉bin

)

(15)

where Hist(𝑑) is the histogram count of observations for a given dis-
ance bin 𝑑, 𝑊 (𝑑) is the weight function for the distance bin 𝑑, Norm2

is a normalization factor for Hist(𝑑), and 𝑉bin is the volume of the bin
in the distance histogram, accounting for the spacing between discrete
bins.

The change in Helmholtz free energy 𝛥𝐹 is calculated by integrating
the PMF over the distance 𝑑, from an initial distance 𝑑0 of ca. 2.6 Å to
ca. 4.6 Å using:

𝛥𝐹 = 𝑅𝑇 ⋅ ∫

𝑑

𝑑0
𝑃 𝑀 𝐹 (𝑑′)d𝑑′ (16)

This distance range is selected based on the probability distribution 𝑝(𝑑)
of the distance between the centers of two HCOOH molecules computed
using the geometrical criteria. Substituting the enthalpy and Helmholtz
free energy change from Eqs. (17) and (18) into Eq. (19), the change
in Gibbs free energy 𝛥𝐺 was determined:

𝛥𝐻 = 𝛥𝑈 + 𝛥(𝑃 𝑉 ) (17)

𝛥𝐹 = 𝛥𝑈 − 𝑇 𝛥𝑆 (at 𝑇 = const.) (18)

𝛥𝐺 = 𝛥𝐻 − 𝑇 𝛥𝑆 = 𝛥𝑈 + 𝛥(𝑃 𝑉 ) − 𝑇 𝛥𝑆
= 𝛥𝐹 + 𝛥(𝑃 𝑉 ) = 𝛥𝐹 + 𝑅𝑇 𝛥𝑛 (at 𝑇 , 𝑉 = const.) (19)

where 𝛥𝑛 = 1 (representing the dissociation of a dimer). The equilib-
rium constant 𝐾 is obtained from Eq. (20), and is used to calculate the
nthalpy of dimerization from the Van’t Hoff equation (Eq. (14)).

[ 𝛥𝐺 ]
𝐾 = exp −
𝑅𝑇

(20)
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Fig. 2. Graphical representation of the geometric criteria for the HCOOH dimer [52] with the atoms labeled.
The molar entropy for HCOOH dimerization was calculated at 298.15 K
for both the dimer counter method and the PMF method by:

𝛥d𝑆 =
𝛥d𝐻 − 𝛥𝐺
298.15K (21)

The composition of the vapor and liquid phases at saturation con-
ditions is computed using the Gibbs Ensemble method at constant
total volume, combined with the CFC method [73]. This ensemble
consists of two simulation boxes that can exchange molecules. In
the Gibbs ensemble, thermodynamic equilibrium of dimerization is
achieved without the need for umbrella sampling, as both the for-
mation of dimers and their subsequent dissociation into monomers
are observed due to molecule exchanges between simulation boxes.
Initially, each simulation box contains 200 molecules, and both boxes
are identical in terms of the number of molecules and volume. Phase
equilibrium densities are simulated for a temperature range of 335 K
to 560 K. The mole fractions of monomers in each phase are computed
using the implemented monomer counter based on the inverse dimer
geometric criterion (where pairs of molecules that do not meet the
dimer criterion defined in Eqs. (8) and (9), are considered monomers).
For the temperature range from 335 K to 460 K, additional NPT
simulations of the gas phase were performed using densities obtained
from Gibbs Ensemble simulations. This approach was used to determine
the mole fractions of HCOOH monomers in the gas phase with higher
accuracy. Saturated vapor pressures are estimated by assuming an ideal
gas phase as [86]:

𝑃sat = 𝜌liq ⋅ 𝑘B𝑇 ⋅ exp
( 𝜇ex

liq

𝑘B𝑇

)

(22)

where 𝜌liq and 𝜇ex
liq are the number density and the excess chemical

potential of the liquid phase from Gibbs Ensemble simulations, respec-
tively. Despite the assumption of an ideal gas phase, this approach
provides better agreement with experimental data compared to the
computation from the series of 𝑁 𝑃 𝑇 simulations of vapor phase, as
shown in a study of Wasik et al. [45] The 𝑃 -{𝑥, 𝑦} and 𝑇 -{𝑥, 𝑦}
diagrams are obtained and compared with results from the Equation
of State. The enthalpy of vaporization can be calculated using the
following equation for a non-ideal gas [87]:

𝛥vap𝐻 =
(

𝑈vap + 𝑃sat𝑉vap
)

−
(

𝑈liq + 𝑃sat𝑉liq
)

(23)

where 𝑈vap and 𝑈liq represent the potential energies of the vapor and
liquid phases, respectively, 𝑅 is the gas constant, 𝑃sat is the saturation
pressure, 𝑉vap and 𝑉liq represent the molar volumes of the vapor and
liquid phases, respectively. The entropy of the liquid and vapor phases
5 
was calculated from [88]:

𝑠𝑖 =
𝑈𝑖 − 𝜇 𝑁𝑖 + 𝑘B𝑇 ln𝑃sat

𝑇
(24)

where 𝑈𝑖 is the potential energy of the vapor or liquid phase, 𝜇𝑖 is
the chemical potential of the vapor or liquid phase, 𝑁𝑖 is the num-
ber of molecules in the vapor or liquid phase, 𝑘B is the Boltzmann
constant, 𝑇 is the temperature, and 𝑃sat is the pressure at satura-
tion. To check the correlation between the vapor pressure and the
enthalpy of vaporization prediction, the Clausius–Clapeyron equation
was used [89]:

𝛥vap𝐻 = d𝑃
d𝑇 ⋅ 𝑇 ⋅ 𝑉vap =

𝑠vap − 𝑠liq

𝑉vap
⋅ 𝑇 ⋅ 𝑉vap (25)

The dimerization of HCOOH is studied using the ‘FF-2’ variant of the
OPLS/AA force field for HCOOH [90], previously applied in our earlier
research [45,47,48]. This force field is applied to the HCOOH molecule
model, which was constructed and optimized at the B3LYP/6-31G(d)
level of theory in a study of Wasik et al. [45] The HCOOH model is
rigid, with point charges assigned to all atoms. The LJ parameters and
partial charges for HCOOH used in this work are listed in Table S1
of the Supporting Information. The geometry of the HCOOH molecule
is presented in Table S2 of the Supporting Information. The HCOOH
force field has been validated by successful reproduction of the vapor–
liquid equilibrium coexistence curve, saturated vapor pressures, and
densities at various temperatures [45]. Additionally, the force field
was used in our previous studies on the adsorption of HCOOH in M-
MOF-74 [48], as well as the CO2 hydrogenation reaction to HCOOH
in UiO-66, Cu-BTC, IRMOF-1 [47], and M-MOF-74 [48], where it was
applied together with the non-polarizable CO2 and H2 force fields [91].
The presence of dimers was confirmed in the gas phase of pure HCOOH
and HCOOH/H2O/NaCl simulations using the HCOOH force field, lead-
ing to non-ideal gas behavior and an inaccurate description of the
HCOOH/H2O azeotrope [45].

In all MC simulations, intermolecular interactions are modeled using
Coulombic and Lennard-Jones (LJ) potentials. The Lorentz–Berthelot
mixing rules [92] are applied for interactions between different LJ sites.
The cutoff radius for intermolecular interactions is set to 10 Å, with
interactions truncated and analytic tail corrections applied. Periodic
boundary conditions are applied in all three directions. Electrostatic in-
teractions in terms of energy are computed using the Ewald summation
method [93], with the number of k-vectors in each direction (Kmax)
set to 8, and the damping parameter (𝛼) set to 0.32 Å−1. The Ewald
summation parameters correspond to a relative precision of 10−6.

The weight functions 𝑊 (𝑑) for HCOOH dimerization equilibrium
are obtained from a series of ten short consecutive umbrella sampling
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simulations for each temperature within the range of 250 K to 300 K.
hese simulations involve 2 molecules of HCOOH in a simulation box
ith a length of 80 Å. Each simulation comprises 2⋅102 initialization MC

ycles, 2 ⋅ 105 equilibration MC cycles, and 106 production MC cycles.
A single MC cycle consists of N MC trial moves, where N is the total
umber of molecules at the start of the simulation. The final weight
unctions are used as input for extended umbrella sampling simulations
f 2 molecules of HCOOH in a simulation box of the same size and
t the corresponding temperatures to compute equilibrium constants.
hese simulations involve 2 ⋅ 103 initialization MC cycles, 106 equili-
ration MC cycles, and 108 production MC cycles. The probabilities for
electing trial moves were 50% for translations and 50% for rotations.
he Gibbs Ensemble simulations are performed with 2⋅103 initialization
C cycles, 2⋅105 equilibration MC cycles, and 106 production MC cycles.
he probabilities for selecting trial moves in these simulations were
8.57% for translations, 28.57% for rotations, 14.29% for 𝜆 changes,
nd 28.57% for CFC hybrid trial moves, which combine swap and
dentity changes [73]. To calculate the standard deviations of the

computed values, all sets of simulations were conducted five times,
starting from independent configurations and using different random
number seeds. Random initial configurations were generated using the
algorithms provided in Brick-CFCMC [73,74].

2.2. Thermodynamic modeling of formic acid formation

One of the successful tentative approaches used in the modeling
f the thermodynamic properties of carboxylic acids is based on the

representation of these systems as reactive mixtures [94,95]. It is pos-
sible to model the breaking (dissociation) and formation (association)
of hydrogen bonds between, respectively, dimers and monomers, as a
chemical reaction effect (see Fig. 1).

The theoretical model which has been applied in this work to char-
acterize the formic acid system is similar to the one that has recently
been used to represent the reactive N2O4 ⇌ 2NO2 mixture [13], where
he use of a cubic equation of state has already proven its successful
pplication. This model is summarized below. For more details, the
eader is referred to the description by Lasala et al. [13].

The equation of state which has been selected is the cubic Peng–
Robinson equation of state (Eq. (26)), coupled with advanced mixing
rules, EoS+a𝐸 ,𝛾𝑟𝑒𝑠 (Eq. (27)) [96].

𝑃 (𝑇 , 𝑣, 𝒛) = 𝑅𝑇
𝑣 − 𝑏𝑚

−
𝑎𝑚

𝑣(𝑣 + 𝑏𝑚) + 𝑏𝑚(𝑣 − 𝑏𝑚)
(26)

where 𝑇 is the temperature, 𝑅 is the universal gas constant, 𝑣 is the
olar volume, z is the vector of the molar composition, and 𝑎𝑚 and 𝑏𝑚

re the mixing energy and covolume parameters calculated as follows:
⎧

⎪

⎨

⎪

⎩

𝑏𝑚 =
∑𝑁 𝐶

𝑖=1 𝑧𝑖𝑏𝑖
𝑎𝑚
𝑏𝑚

=
∑𝑁 𝐶

𝑖=1 𝑧𝑖
𝑎𝑖
𝑏𝑖
+ 𝑎𝐸 ,𝛾res

𝛬EoS

(27)

where EoS+𝑎𝐸 ,𝛾res is the residual part of an excess Helmholtz energy
odel calculated from an activity coefficient (𝛾) model, 𝛬EoS is a
umerical parameter being a function of the considered equation of
tate, the pure component energy and co-volume parameters, i.e. 𝑎𝑖 and
𝑖, respectively, are calculated using the standard PR-78 equation of
tate [97] as a function of the critical temperature, critical pressure and

acentric factor of the two components of the mixture (the monomer and
the dimer of formic acid). The composition z is a result of the chemical
equilibrium condition, the zero-Gibbs energy condition:

𝛥𝑅𝐺(𝑇 , 𝑃 , 𝒛) = 0 (28)

In this work, the athermal version of Eq. (27) has been considered,
.e. the residual excess Helmholtz energy is null (𝑎𝐸 ,𝛾res = 0). This choice
s motivated by the fact that the strong physical interactions related to
ydrogen bonds are modeled here as chemical interactions instead of
hysical association effects.
 s

6 
To calculate the thermodynamic − phase equilibrium and energetic
− properties of the reactive system formed by monomers and dimers of,
or example, formic acid with a cubic equation of state, it is necessary
o determine some basic properties for the single molecules forming the
ixtures: the monomeric and the dimeric form of, in this case, formic

cid. These basic properties are the ideal gas thermochemical properties
standard enthalpy of formation, standard absolute entropy) and some
hermophysical ones (the ideal gas heat capacity, critical temperature,
ritical pressure, and acentric factor). To calculate these properties, we
ave performed Quantum Mechanics (QM) calculations to determine
he ideal gas properties, and then an optimization step aimed to fit
he critical coordinates of the two pure components in order to match

the experimental vaporization enthalpy and saturation pressures of the
eactive mixture. Since the reactive system is at chemical equilibrium,
t is not possible to experimentally determine the critical parameters of
oth the monomer and the dimer.

Quantum mechanics calculations were performed at the CBS-QB3
evel of theory, with the Gaussian09 software [98], to obtain the lowest

energy conformer. A post-processing of the results has been performed
with GPOP [99] to derive thermodynamic properties. The results of
these calculations are shown in where the expression for the ideal gas
isobaric specific heat capacity is given by:

𝑐𝑖𝑔𝑃 ,𝑖(𝑇 ) = 𝑐0 + 𝑐1

(

𝑐2∕𝑇
sinh(𝑐2∕𝑇 )

)2
+ 𝑐3

(

𝑐4∕𝑇
cosh(𝑐4∕𝑇 )

)2
(29)

We have then optimized the critical temperature, 𝑇𝑐1 and 𝑇𝑐2, and
he critical pressure, 𝑃𝑐1 and 𝑃𝑐2, of the monomer (subscript 1) and of

the dimer (subscript 2) by minimizing the following objective function:

min
𝑇 𝑐1 ,𝑇 𝑐2
𝑃 𝑐1 ,𝑃 𝑐2

𝐹 = 1
𝑛𝛥vap𝐻exp

𝑛𝛥vap𝐻exp
∑

𝑖=1

(

𝛥vap𝐻calc − 𝛥vap𝐻exp

𝛥vap𝐻exp

)2

+ 1
𝑛𝑃 exp

VLE

𝑛𝑃 exp
VLE
∑

𝑖=1

(

𝑃 calc
VLE − 𝑃 exp

VLE

𝑃 exp
calc

)2

+

(

𝑇 calc
𝑐 − 𝑇 exp

𝑐

𝑇 exp
𝑐

)2

+

(

𝑃 calc
𝑐 − 𝑃 exp

𝑐

𝑃 exp
𝑐

)2

(30)

The experimental data used for this optimization are the ones
reported for formic acid by the DIPPR database [100] (79 points for
𝑃VLE and 23 points for 𝛥vap𝐻 , see Tables S3 and S4 of the Supporting In-
formation, respectively) and the ones obtained in this study. It is worth
highlighting that the available data are quite dispersed and cover,
for the vapor–liquid equilibrium pressure, a quite limited temperature
range (up to 400 K). At a first but acceptably accurate approach, the
acentric factor of dimers can be considered to be double the acentric
factor of monomers. In this study, the acentric factor is assumed to be
0.1 for the monomer of formic acid and 0.2 for its dimeric form, based
on the values proposed for ethane and butane [101], respectively.

3. Results and discussion

To investigate the dimerization of HCOOH at thermodynamic equi-
librium, we first computed the weight functions 𝑊 (𝑑) and the observed
probability distributions 𝑝(𝑑) (normalized Hist(𝑑)) of the distance be-
tween the centers of two HCOOH molecules from the umbrella sam-
ling MC simulations at 250–300 K. Fig. 3 shows examples of 𝑊 (𝑑) and

𝑝(𝑑) computed at 250 K. In Fig. 3a and b, the initial weight function (re-
ulting from the first short consecutive umbrella sampling simulation)

and the corresponding probability distribution of the distance between
the centers of two HCOOH molecules are shown, respectively. In the
nitial 𝑊 (𝑑), the distances longer than ca. 4.6 Å are not sampled as the
orresponding probability distribution 𝑝(𝑑) is close to 0. The distances
rom ca. 2.9 Å to 4.6 Å, corresponding to dimer formation, are sampled
ith a very high probability. Since monomers are not sampled in the

imulation, the equilibrium of HCOOH dimerization cannot be repro-
uced. In Fig. 3c and d, the final weight function (resulting from the last
hort consecutive umbrella sampling simulation) and the corresponding
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Fig. 3. Weight function 𝑊 (𝑑) in units of 𝑘B𝑇 and probability distribution 𝑝(𝑑) of the distance between the centers of two HCOOH molecules simulated at 250 K: (a) the weight
unction resulting from the first of a series of ten short umbrella sampling MC simulations, (b) the probability distribution of the observed distance between two molecules resulting
rom the first of a series of ten short umbrella sampling MC simulations, (c) the weight function resulting from the tenth of a series of ten short umbrella sampling MC simulations,
d) the probability distribution of the distance between two molecules resulting from the tenth of a series of ten short umbrella sampling MC simulations. The probabilities for
he distance distribution sum up to 100%.
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observed probability distribution of the distance between the centers
f two HCOOH molecules are shown, respectively. The distances are
ampled starting from ca. 2.6 Å, which is the shortest distance between
wo HCOOH molecules possible due to intermolecular interactions. The
istance range between two HCOOH molecules considered a dimer
2.6–4.6 Å) is sampled with a slightly higher probability than longer
istances assigned to monomers (longer than 4.6 Å) by ca. 0.06. Due to
he small difference between the probabilities of sampling dimers and
onomers, the final weight function 𝑊 (𝑑) was selected as the input for

he extended umbrella sampling simulation of two HCOOH molecules
t the corresponding temperature to determine the thermodynamic
roperties of HCOOH dimerization. The procedure used to compute
(𝑑) at 250 K was applied consistently for simulations performed at

60, 270, 290, and 300 K.

The equilibrium constants of HCOOH dimerization were computed
from both routes of umbrella sampling MC simulations: dimer counter
and potential of mean force. To obtain the equilibrium constants from
he PMF method, it is necessary to calculate the change in Helmholtz
ree energy and subsequently the Gibbs free energy, see Eq. (20).

The Helmholtz free energy change 𝛥𝐹 is calculated using Eq. (16) by
integrating the PMF over the distance 𝑑, from an initial distance 𝑑0
f ca. 2.6 Å to ca. 4.6 Å. In this range, two molecules are considered
imers according to the probability distribution 𝑝(𝑑) of the distance
etween the centers of two HCOOH molecules computed using the
eometrical criteria [52] (Eqs. (8) and (9)). This approach ensures com-

patibility between the dimer counter and PMF methods and maintains
consistency in the criteria used to identify a dimer. The example of
PMF as a function of the distance between the centers of two HCOOH
molecules is shown in Fig. 4.
7 
The logarithms of the equilibrium constants for HCOOH dimeriza-
ion computed using the dimer counter method and the potential of
ean force (PMF) method are compared in Fig. 5. The changes in Gibbs

ree energy and equilibrium constants used to obtain the Arrhenius
plots are listed in Table S5 of the Supporting Information. The values
f ln𝐾 from both methods show close agreement, with an average

deviation of ca. 2%. The logarithms of the equilibrium constants of
HCOOH dimerization computed from MC methods differ from the
experimental study of Buettner and Maurer [102] by approximately
2 units, while showing similar slopes of the linear trendlines. Despite
the discrepancy in the absolute magnitude of the equilibrium constants
potentially impacting the species distribution, the model accurately
captures the qualitative behavior of the dimerization process. This
shows the ability of the model to represent non-ideal interactions and
trends in the system, which offers valuable insights for applications
such as the design of heat pumps and other thermodynamic cycles.
Compared to literature data from the study by Chao and Zwolinski [60]
based on the statistical thermodynamic method, the values of ln𝐾 from
the dimer counter and PMF methods are shifted by approximately 2
units, which slightly affects the slopes of the linear trendlines and
consequently the enthalpy of dimerization. Compared to the computa-
ional study of formic acid dimerization in a carbon dioxide solvent by
urner et al. [52], the values of ln𝐾 from both methods are shifted

by approximately 4 units. The enthalpies of HCOOH dimerization,
derived from the slopes of the linear trendlines in the Arrhenius plots
−𝛥d𝐻∕𝑅), are provided in Table 1. The 𝛥d𝐻 values differ by only 4%
etween the dimer counter and PMF methods, resulting in −60.46 kJ
ol−1 and −62.91 kJ mol−1, respectively. The difference between the
olar entropy of dimerization between the two routes is slightly higher

t 7%. The deviation between the enthalpy of dimerization from Monte
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Fig. 4. Potential of mean force (PMF) in units of 𝑘B𝑇 from an umbrella sampling MC simulation of two HCOOH molecules at 250 K as a function of the distance between the
enters of two HCOOH molecules 𝑑. The value of Helmholtz free energy change 𝛥𝐹 calculated for this example by integrating the PMF over the distance 𝑑, from an initial distance
0 of ca. 2.6 Å to ca. 4.6 Å, is −28.33 kJ mol−1.
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Carlo simulations and the study by Chao and Zwolinski [60] is only ca.
%. The deviation between the enthalpy of dimerization from Monte
arlo simulations and the computational study by Turner et al. [52]

s more significant, at an average of 23%. In the study of formic
cid dimerization by Turner et al. [52], carbon dioxide is present in

the simulated system as a solvent, and a different HCOOH force field
s used (from the study of Jedlovszky and Turi [58]). Due to these
ifferences, umbrella sampling MC simulations show better agreement
ith experimental data of pure formic acid than the computations of
urner et al. [52] The dimerization enthalpies obtained from the dimer

counter and PMF methods deviate by ca. 4% from 𝑃 -𝑉 -𝑇 methods [60],
ca. 9% from spectroscopic methods [60], and ca. 4% from the enthalpy
calculated using experimental equilibrium constants [102]. The dimer
ounter method shows a smaller deviation than the PMF method, with
n average difference of 4% from the experimental methods, while PMF

results in an 8% difference. In sharp contrast, 𝛥d𝐻 from the study of
Turner et al. [52] deviates by ca. 15% from 𝑃 -𝑉 -𝑇 methods, ca. 11%
rom spectroscopic methods, and ca. 15% from the enthalpy calculated
sing experimental equilibrium constants [102]. These results indicate

that the umbrella sampling MC simulations used in our work provide
an accurate reproduction of the enthalpy of HCOOH dimerization. The
imerization entropies obtained from MC methods also show good
greement with the value calculated using experimental equilibrium

constants [102] deviating by only ca. 5%. Additionally, the results from
the MC simulations were compared to the association model for dimer-
ization of alkanoic acids from the study of Nagata et al. [103]. The
ogarithms of the equilibrium constants for the association of HCOOH
olecules calculated from the association model differ by approxi-
ately 3 units from both MC results, leading to a significant deviation

f about 31% in the enthalpy of dimerization (−42.4 kJ mol−1), and
he entropy of dimerization approximately three times smaller. The en-
halpy of dimerization calculated from the association model does not
eproduce the experimental methods accurately showing a deviation of
a. 27%. While association models are widely used and effective for
any systems, these models rely on simplifying assumptions regarding
olecular interactions, which can limit their accuracy in describing

hermodynamic properties. In contrast, the methodology applied in this
ork provides a detailed molecular-level understanding, enabling the
irect computation of dimerization equilibrium constants, enthalpy,
nd entropy without relying on pre-assumed association parameters.
8 
The thermodynamical properties computed from MC simulations
were also compared to the Quantum Mechanics calculations. The re-
ults of the Quantum Mechanics calculations are reported in . The

enthalpy of monomer formation at 298.15 K calculated from QM
(−379.07 kJ mol−1) is in excellent agreement with the literature data
reported by Chao and Zwolinski [60] (−378.57 kJ mol−1), result-
ing in 0.1% difference. Similarly, the calculated enthalpy of dimer
formation at 298.15 K (−818.617 kJ mol−1) deviates by only 0.3%
from the literature value of −820.94 kJ mol−1 [60]. The entropies
of monomer and dimer formation at 298.15 K obtained from QM are
254 J mol−1K−1 and 370 J mol−1K−1, respectively. This results in 2% of
deviation from the reported entropy of monomer formation (248.88 J
mol−1K−1) [60] and 11% from the reported entropy of dimer formation
332.67 J mol−1K−1) [60]. The logarithms of the equilibrium constants
or HCOOH dimerization from QM calculations were compared to the
imer counter method and the PMF method in Fig. 5. Compared to

MC methods, the ln𝐾 values from QM are shifted by approximately
0.16 units and result in the enthalpy of dimerization equal to −60.48 kJ

ol−1, deviating from the dimer counter method by 0.02% and from
PMF by 4% ( Table 1). The value of 𝛥d𝐻 calculated from QM differs
similarly from the experimental data [60,102] as the MC simulations,
esulting in an average deviation of ca. 4% from experimental meth-
ds, and the deviation of ca. 5% from the value calculated using the
nthalpies of monomer and dimer formation at 298.15 K from the study
y Chao and Zwolinski [60]. The molar entropy of dimerization calcu-

lated from QM (−138 J mol−1K−1) differs by an average of 3% from
both MC methods and is in good agreement with the value calculated
using experimental equilibrium constants (−150.29 J mol−1K−1) [102]
deviating by ca. 8%, as well as with the value obtained from the
ntropies of monomer and dimer formation at 298.15 K (−165.09 J
ol−1K−1) [60] deviating by ca. 16%.

The QM and umbrella sampling MC simulations used in this study
ave demonstrated a high degree of accuracy in reproducing the ex-
erimental thermodynamic properties of HCOOH dimerization. Our
esults show that the dimer counter and PMF methods are in excellent
greement. Notably, the dimer counter method provides a more precise
atch with experimental data compared to the PMF method.

The results of the Quantum Mechanics calculations () and the opti-
mization procedure (Table 3) have enabled plotting the Global Phase
Equilibrium Diagram of the system (Fig. 6), the vaporization enthalpy
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Fig. 5. Arrhenius plot for HCOOH dimerization at 250–300 K computed from Quantum Mechanics and both routes of umbrella sampling MC simulations: dimer counter and
potential of mean force. The logarithms of the equilibrium constants are compared with literature data from the experimental study by Buettner and Maurer [102], the study
by Chao and Zwolinski [60] using a statistical thermodynamic method, the computational study by Turner et al. [52], and the association model by Nagata et al. [103]. The
enthalpies of dimerization are calculated from slopes of the linear trendlines. The error bars are smaller than the size of the symbols.
o

Table 1
Enthalpy and entropy of dimerization computed from Quantum Mechanics and both
outes of umbrella sampling MC simulations: dimer counter and potential of mean
orce. The subscripts show uncertainties computed as the standard deviation from
ive independent simulations. The computed results are compared with literature data
52,60,102,103].
Method 𝛥d𝐻/ 𝛥d𝑆/

(kJ/mol) (J/mol/K)

MC - Dimer counter −60.460.45 −137.361.76
MC - PMF −62.910.64 −146.982.27
QM −60.48 −138
Buettner and Maurer [102] −59.29 −150.29
Chao and Zwolinski [60] −63.81 −165.09
Turner et al. [52] −50.3
Nagata et al. [103] −42.44 −46.99
𝑃 -𝑉 -𝑇 [60] −59.12
Spectroscopy [60] −56.57

Table 2
Results of QM calculations for the monomer and dimer of HCOOH, including the
nthalpy and entropy of monomer and dimer formation at 298.15 K, as well as the

expression for the ideal gas isobaric specific heat capacity (Eq. (29)).
Compound 𝛥𝑓𝐻◦

𝑖 ,298.15K/ 𝛥𝑓𝑆◦
𝑖 ,298.15K / 𝑐0 / 𝑐1/

(kJ/mol) (J/mol/K) (J/kmol/K) (J/kmol/K)

HCOOH −379.07 254 36 322.4 46 443.9
(HCOOH)2 −818.617 370 77 376.5 97 286.3

Compound 𝑐2/ 𝑐3/ 𝑐4/
K (J/kmol/K) K

HCOOH 724.28 41 856.3 2168.01
(HCOOH)2 712.16 92 502.6 1979.58

(Fig. 7), and the non-isothermal but unique phase diagram showing the
olar composition of the liquid phase (𝑥1) and of the vapor phase (𝑦1)

as a function of the pressure (and thus of the temperature) of this mono-
variant system (Fig. 8). Additionally, the vapor and liquid densities of
he coexisting phases of the reactive HCOOH mixture, as a function of
emperature (Fig. 9) was calculated, as well as 𝑇 -𝑠 diagram (Fig. 10).

More details on the methodology are provided in Lasala et al. [13] The
esults of Monte Carlo simulations in the Gibbs ensemble are shown in
9 
Table 3
Results of the optimization procedure for the monomer and the dimer of HCOOH.

Compound 𝑇𝑐/K 𝑃𝑐/bar Acentric Factor

HCOOH 350 40 0.1
(HCOOH)2 633 38 0.2

Table S6 of the Supporting Information.

Fig. 6 shows the Global Phase Equilibrium Diagram that highlights
the complex behavior of the monomer and dimer forms of formic acid,
as well as the critical phenomena that arise from the interactions.
The results of thermodynamic model calculations are compared to MC
simulations in the Gibbs ensemble and the experimental data [100].
The figure features the saturation pressure of the monomer of formic
acid, the saturation pressure of the dimer of formic acid, the reactive
mixture vapor–liquid equilibrium pressure curve, and the locus of the
critical points of the inert mixtures formed by monomers and dimers.
As temperature increases from 281.5 K (which is the melting point of
formic acid [104]) to a critical value of 350 K, the saturation pressure
f the formic acid monomer also rises, reflecting the typical behavior

of a pure substance where higher temperatures require higher pressures
to maintain the substance in a liquid state. The curve starts at a low-
pressure value of ca. 10 bar and gradually increases with temperature
to a critical pressure of ca. 40 bar. The curve of the saturation pressure
of the HCOOH dimer lies below the monomer saturation pressure curve,
indicating that the dimer has a lower vapor pressure compared to the
monomer at the same temperature. This is consistent with the fact
that dimers, being larger and having stronger intermolecular forces, are
less volatile than monomers. The curve also shows an upward trend
as temperature increases from 281.5 K to a critical value of 633 K,
where the critical pressure is as high as 38 bar. The vapor–liquid
equilibrium pressure of the reactive mixture includes contributions
from both monomers and dimers. This curve lies between the monomer
and dimer saturation pressure curves, reflecting the combined effects
of both species in the equilibrium. As temperature rises from 281.5 K
to ca. 570 K, the equilibrium pressure also increases up to ca. 65 bar,
determined by the ongoing reaction between monomers and dimers.
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Fig. 6. Global Phase Equilibrium Diagram, showing the saturation pressure of the monomer of formic acid (orange curve), the saturation pressure of the dimer of formic acid
(yellow curve), the reactive mixture vapor–liquid equilibrium pressure curve (blue curve), and the locus of the critical points of the inert mixtures formed by monomers and dimers
(violet curve), calculated with the thermodynamic model: (a) in the temperature range from 281.5 K to 633 K, and (b) a zoom-in on the low-temperature range. The green points
represent experimental vapor–liquid equilibrium pressures [100] while the blue cross represents the experimental critical coordinate of the equilibrium mixture. The black points
epresent vapor–liquid equilibrium pressures computed from MC simulations in the Gibbs ensemble. Vapor–liquid equilibrium properties of HCOOH computed from MC simulations
n the Gibbs ensemble are listed in Table S6 of the Supporting Information.
l

w
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The results are compared with vapor–liquid equilibrium pressures com-
puted using MC simulations and experimental data [100], showing
easonable agreement across the examined conditions and confirming

the thermodynamic model prediction. The locus of the critical points
for the inert mixture of monomers and dimers shows a parabolic shape,
eaking at ca. 490 K and ca. 80 bar, and then declining. This behavior
s characteristic of critical phenomena for systems of type I according
o the classification of Van Konynenburg and Scott [105–107].

The vaporization enthalpy calculated from the thermodynamic mode
is compared to MC simulations in the Gibbs ensemble and the experi-
mental data [100] in Fig. 7. In the temperature region from 281.5 K
10 
to 500 K, the vaporization enthalpy is relatively high (ca. 450 kJ
mol−1), as indicated by both the experimental data and the thermo-
dynamic model. The curve remains almost flat or slightly increases

ith temperature. This suggests that the amount of heat required to
aporize the substance does not change significantly with temperature
n this range. The MC simulations show a significant deviation in

this region, predicting higher values of vaporization enthalpy than
observed experimentally and by the model. This discrepancy may be
due to an overestimation of the hydrogen bonding strength resulting
from the HCOOH force field. Overestimating hydrogen bonding leads
to a more stabilized liquid phase, potentially resulting in a too-high
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Fig. 7. Vaporization enthalpy as a function of temperature of the reactive mixture at chemical equilibrium. The blue line represents calculations from the thermodynamic model,
while the green points represent the experimental data [100]. The black points represent the results of MC simulations in the Gibbs ensemble.
o
i
l
M
f
w
a
T
m
t
t
o
t
I
c
a

i

r

p

s

concentration of molecular clusters, in the simulation. The force field
sed for formic acid has not been analyzed for these higher-order
lusters present in the liquid and vapor phases, as the mole fraction was
nly calculated for monomers. If the simulations predict an excessive

number of trimers or higher-order clusters compared to reality, this
would increase the cohesive energy of the liquid, leading to a higher
vaporization enthalpy. Similar issues are presented in the study of
Schnabel et al. [59], using simulation results of Chialvo et al. [108],
where a large deviation of the computed enthalpy of vaporization
from experimental data is shown in the low-temperature region. Ad-
ditionally, the 𝑁 𝑉 𝑇 simulations of two HCOOH molecules showed
that without implementing the umbrella sampling technique, there
is a related issue: due to the strong interactions between monomers
via hydrogen bonds, once a dimer forms, it tends to persist in each
simulation cycle without dissociating. This persistence further suggests
that the hydrogen bond strength may be overestimated for the force
field. In the high-temperature region, particularly above 500 K, the
curve shows a sharp decline in the enthalpy of vaporization. Above
500 K, formic acid becomes unstable, which is reflected in the decreas-
ing enthalpy of vaporization observed in experiments. This indicates
that the heat required to vaporize the mixture becomes significantly
less as the temperature approaches its critical point, where the liquid
and vapor phases become indistinguishable. This behavior is typical
as the thermal energy of the system increases, making it easier for
molecules to escape the liquid phase. The experimental data and the
thermodynamic model start to converge with the MC simulations in this
temperature range, suggesting a better agreement between theoretical
and experimental observations. All three data sets – experimental,
thermodynamic model, and MC simulations – show this sharp decrease,
which is consistent with the behavior expected near the critical point.
The better agreement at higher temperatures might indicate that the
effects of overestimated hydrogen bonding and cluster formation are
reduced as thermal fluctuations dominate and the system approaches
the critical point. The enthalpy of vaporization calculated from the MC
simulation data using Eq. (23) was checked for consistency with the
Clausius–Clapeyron equation [89]. The comparison resulted in a good
greement between the two calculation methods with a deviation of
nly ca. 6%, showing the reliability of the applied methodology.
11 
Fig. 8a shows a non-isothermal phase diagram for a reactive formic
acid mixture at chemical equilibrium, with the pressure 𝑃 as a function
f the mole fractions 𝑥1 and 𝑦1, representing the HCOOH monomers
n the liquid and vapor phases, respectively. The phase behavior calcu-
ated from the thermodynamic model is compared with the results from
C simulations in the Gibbs ensemble. In the liquid phase, the mole

raction of the monomers increases rapidly from 𝑥1 = 0 to ca. 0.35
ith pressure up to ca. 65 bar, which suggests that more monomers
re retained in the liquid phase, reducing the tendency to vaporize.
he results of MC simulations align closely with the thermodynamic
odel curve, showing the accurate reproduction of the behavior of

he liquid phase. This agreement indicates that the force field used in
he simulations is well-suited for modeling the liquid-phase behavior
f HCOOH monomers. The vapor-phase curve behaves differently, ini-
ially increasing more slowly at low pressures and low mole fractions.
t eventually reaches a maximum mole fraction of ca. 0.5, where the
urve bends and begins to decrease. This behavior is characteristic of
 vapor phase where, beyond a certain pressure, further increases lead

to the condensation of monomers, thereby reducing the mole fraction
n the vapor. The MC simulation data for the vapor phase also match

the thermodynamic model curve, particularly in the higher pressure
ange of 20–40 bar. At pressures lower than 20 bar, there is a slight

deviation between the simulation data points and the model curve,
but the overall trend is consistent. This slight discrepancy at lower
ressures could be due to the limitations in the MC simulations, such

as the challenge of accurately capturing the complex phase behavior in
reactive mixtures at chemical equilibrium. The phase diagram shows
that the thermodynamic model is successful in describing the non-
isothermal phase behavior of the HCOOH mixture, with the liquid
and vapor phase curves exhibiting expected behaviors as pressure
varies. The MC simulations agree well with the model across most of
the pressure and mole fraction range, confirming the validity of the
imulations in capturing the phase behavior of the system. The phase

compositions are also presented as a function of temperature in Fig. 8b,
where the trends in the mole fraction of HCOOH monomers exhibit
similar patterns.

Fig. 9 shows vapor and liquid densities of the coexisting phases of
the reactive HCOOH mixture, as a function of temperature calculated
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Fig. 8. Phase diagrams of the reactive HCOOH mixture at chemical equilibrium: (a) non-isothermal 𝑃 -{𝑥, 𝑦}, and (b) 𝑇 -{𝑥, 𝑦}. The curves represent the mole fraction of HCOOH
onomer in the liquid phase (blue curve) and in the vapor phase (red curve), calculated with the thermodynamic model. The points represent the mole fraction of HCOOH
onomer in the liquid phase (blue points) and the vapor phase (red points), resulting from MC simulations in the Gibbs ensemble.
4

from the thermodynamic model, compared to MC simulation in the
Gibbs ensemble. The vapor phase density, starting from very low den-
sities and increasing as the temperature approaches the critical point,
s in good agreement with MC simulations and closely matches the
12 
experimental data, especially at lower densities. However, the liquid
phase density of the thermodynamic model is underestimated by ca.
00 kg m−3 at 335 K but still follows the general trend. As temperature

increases, the liquid phase curve calculated from the thermodynamic
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Fig. 9. Vapor and liquid densities of the coexisting phases of the reactive HCOOH mixture at chemical equilibrium, as a function of temperature. The curves represent the liquid
phase density (blue curve) and the vapor phase density (red curve), calculated with the thermodynamic model. The points represent the liquid phase density (blue points) and the
vapor phase density (red points), resulting from MC simulations in the Gibbs ensemble. The green curve represents experimental data [100].
c
o
a
p
d
u
o
r
u
B
o
A
d
d
m
T

model slowly converges to MC simulation and experimental data. While
the MC simulations agree well with experimental data, effectively
capturing the experimental liquid phase behavior up to the critical
point, there is still potential for improving the thermodynamic model
for formic acid, particularly in accurately reproducing the liquid phase
density. The low accuracy of cubic equations of state in reproducing
the liquid phase density is well known. Nevertheless, an improvement
in modeling liquid densities could be achieved with the inclusion of a
volume-translation term in the cubic equation of state [109].

Fig. 10 shows 𝑇 -𝑠 diagram of the reactive HCOOH mixture at
hemical equilibrium, calculated with the thermodynamic model and
ompared to MC simulations in the Gibbs ensemble. The liquid phase
as a relatively low entropy compared to the vapor phase at the
ame temperature, with the highest difference at 281.5 K (ca. 2.9 kJ
ol−1K−1 and ca. 4.5 kJ mol−1K−1 for liquid and vapor phases, re-

pectively). This difference is due to the structured nature of the
liquid phase compared to the disordered vapor phase. In the vapor
phase, temperature increases significantly from 281.5 K to 500 K
while entropy changes relatively little (from ca. 4.5 kJ mol−1K−1 to
4.7 kJ mol−1K−1). In this phase, additional heat primarily increases the
temperature, rather than further increasing entropy due to a low heat
capacity. In sharp contrast, in the liquid phase temperature increases
more steadily from 281.5 K to ca. 580 K with an increase in entropy
from ca. 2.9 kJ mol−1K−1 to ca. 4.5 kJ mol−1K−1. This gradual change
reflects a higher heat capacity of the liquid phase. The results of MC
simulations in the Gibbs ensemble are in good agreement with the
thermodynamic model, reproducing the trend in entropy of the liquid
and vapor phases. The values of entropy of the liquid and vapor phase
are shifted from the thermodynamic model by ca. 1.5 kJ mol−1K−1

and ca. 1 kJ mol−1K−1, respectively. The close alignment between the
thermodynamic model and MC simulations confirms the accuracy of
the multi-scale methodology in capturing the behavior of both phases
for a wide range of temperatures.

4. Conclusions

This work introduces a multi-scale methodology that integrates
force field-based Monte Carlo simulations, Quantum Mechanics, and
quations of state to characterize the thermodynamics of the formic
13 
acid dimerization reaction. This approach explores the potential ap-
plication of formic acid as a new reactive fluid in thermodynamic
ycles, particularly in the design of heat pumps. Accurate knowledge
f thermodynamic properties is crucial for optimizing heat transfer
nd energy efficiency in these systems. To compute thermodynamic
roperties, such as the equilibrium constants, enthalpy, and entropy of
imerization, umbrella sampling was implemented in Monte Carlo sim-
lations. This technique biases the sampling process to include a range
f distances between the two molecules. The logarithms of the equilib-
ium constants for HCOOH dimerization were computed at 250–300 K
sing both the dimer counter and the potential of mean force methods.
oth methods showed strong agreement, with an average deviation of
nly 1.8%. The enthalpies of HCOOH dimerization derived from the
rrhenius plots were −60.46 kJ mol−1 and −62.91 kJ mol−1 for the
imer counter and PMF methods, respectively. The molar entropy of
imerization computed from the dimer counter method is −137.36 J
ol−1K−1, while from the PMF method, it is −146.98 J mol−1K−1.
he results of Monte Carlo simulations were compared to Quantum

Mechanics calculations. The QM-calculated enthalpy of dimerization is
−60.48 kJ mol−1, deviating by 0.02% from the dimer counter method
and 4% from the PMF method. The QM-calculated molar entropy of
dimerization is −138 J mol−1K−1, differing by an average of 3% from
both MC methods. The QM and umbrella sampling MC simulations
employed in this study demonstrated high accuracy in reproducing
the experimental thermodynamic properties of HCOOH dimerization,
with the dimer counter method providing the most precise match with
experimental data. To calculate the thermodynamic phase equilibrium
properties, the cubic Peng–Robinson equation of state, coupled with
an athermal version of advanced mixing rules, was applied. Ideal gas
properties, which cannot be experimentally measured, were determined
using Quantum Mechanics calculations. These properties are necessary
for an optimization step aimed at fitting the critical coordinates of the
two pure components to match the experimental vaporization enthalpy
and saturation pressures of the reactive mixture. The Global Phase
Equilibrium of the system, vaporization enthalpy, phase composition,
vapor and liquid densities of the coexisting phases as a function of tem-
perature, and entropy as a function of temperature were obtained from
the thermodynamic model and compared with Monte Carlo simulations



D.O. Wasik et al.

l

t
p
t
r
a
p
p
d
p
l
s
s
e
o
t
a
d
t
t
o
w

Fluid Phase Equilibria 594 (2025) 114356 
Fig. 10. 𝑇 -𝑠 diagram of the reactive HCOOH mixture at chemical equilibrium, calculated with the thermodynamic model. The blue curve represents the liquid phase, where
temperature increases gradually with entropy. The red curve represents the vapor phase, where temperature increases significantly while entropy changes relatively little due to a
ow heat capacity. The points represent the entropy of the liquid phase (blue points) and the vapor phase (red points), resulting from MC simulations in the Gibbs ensemble.
t
H
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in the Gibbs ensemble. Overall, the MC simulations agree well with
he model, especially for saturation pressure and the non-isothermal
hase diagram of the HCOOH mixture, confirming the validity of
he simulations in capturing the phase behavior of the system. These
esults are directly relevant to the design of heat pumps using formic
cid as a working fluid, where precise control over thermodynamic
roperties is essential for optimizing performance. However, it is im-
ortant to note that this study does not consider the kinetics of the
imerization reaction, which could influence the performance of heat
umps. Future work could incorporate reaction kinetics into the simu-
ations, potentially through kinetic Monte Carlo or Molecular Dynamics
imulations, to provide a more comprehensive understanding of the
ystem behavior. To conclude, the presented methodology has proven
ffective in accurately determining the chemical equilibrium properties
f 2HCOOH ⇌ (HCOOH)2. It could be adapted to preliminarily predict
he thermodynamic properties of other similar reactive systems, such
s other carboxylic acids, thereby broadening its applicability in the
esign of heat pumps and other thermodynamic devices. It is important
o note that our rigid HCOOH force field was not optimized or fitted to
he dimerization reaction. As a first step, the Monte Carlo simulation
nly considers monomers and dimers. A more realistic description
ould include trimers and more complex structures.
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