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Summary

Flight simulators, or Flight Simulation Training Devices (FSTDs), offer great benefits
in terms of safety and cost associated with pilot training and certification. To warrant
uniform certification standards and to prevent adverse pilot training, (sub)system fidelity
requirements are imposed by the Federal Aviation Authority (FAA) and European Aviation
Safety Agency (EASA). While comprehensive, a notable example of an area in which these
requirements are somewhat limited, are those pertaining to theMotion Cueing System (MCS)
of full-flight flight simulators. The MCS comprises hardware, typically a set of actuators
to enable physical motion of the platform, and software, often termed the Motion Cueing
Algorithm (MCA), to process the simulated vehicle motion to prevent violation of (physical)
simulator constraints. Naturally, the MCA introduces a significant mismatch between the
actual (i.e., in-flight) and simulated vehicle motion perceived by the pilot. Furthermore, this
mismatch often comes on top of inaccuracies in the mathematical model used to compute
the simulated vehicle motion. Because of this complex interaction, the formulation of
quantitative requirements pertaining to the allowed mismatch between real vehicle and
simulator motion has proven cumbersome. To date, certification of flight simulator motion
is therefore based predominantly on subjective evaluation by experienced pilots. To address
this problem, the aim of this dissertation is to develop a unifying tool to quantify motion
cueing fidelity in helicopter flight simulation and to evaluate its suitability in realistic
applications.

Before developing a new tool, however, existing methods to measure motion cueing
fidelity are studied first. A distinction is made between qualitative and quantitativemethods,
respectively. Qualitative methods are characterized by their reliance on direct human
operator judgement when subjected to the simulated environment. In contrast, quantitative
methods rely on physical measurements or models to assess motion cueing fidelity. Many
methods in both categories are reviewed, fromwhich only a few are selected for evaluation in
this thesis. In terms of qualitativemethods, the thesis focuses on the concept of rating scales
for the subjective evaluation of simulation fidelity. The quantitative method investigated is
that of the Objective Motion Cueing Test (OMCT) proposed in the domain of fixed-wing
aircraft simulation. The main findings from these two studies are summarized in the next
two paragraphs.

Because subjective evaluations made by qualified pilots remain the primary means for
the certification of flight simulators, a study is conducted to assess the effectiveness of
two prominent subjective metrics, namely the Simulator Fidelity Rating (SFR) and Motion
Fidelity Rating (MFR) scales, as indicators of flight simulation fidelity. Of particular interest
is the ability of operational pilots to use these metrics to distinguish between the effects of
changes in the flight model and/or changes in the MCA. The obtained results have exposed
several interesting findings. For example, there is some evidence that changes in SFR and
MFR ratings are inconsistent between the experimental conditions evaluated. Also, while
the participating pilots seemed able to recognize a large degradation in both helicopter
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dynamics and motion, degrading either one of these characteristics yielded less conclusive
results. Finally, a strong relation between the adopted task strategy and awarded ratings is
identified, where a less aggressive task strategy is found to result in more favourable ratings.
It is concluded that many caveats exist in the application of subjective metrics for the
assessment of flight simulation fidelity. Nonetheless, to maximize the utility of subjective
metrics, it seems beneficial to limit modifications to a single simulator component when
conducting these types of studies. Also, close attention must be paid to task performance
specifications in relation to the applied pilot strategy as well as flight model and simulator
centred limitations. These findings are valuable for later contributions of this thesis, where
subjective metrics are used extensively to evaluate the relative merit of different motion
cueing strategies.

In terms of existing quantitative methods, the utility of the original OMCT as defined
for fixed-wing aircraft applications is “extended” towards application in the rotary-wing
aircraft domain. Both computer-based (“paper pilot”) and pilot-in-the-loop simulations are
performed to obtain time traces of human-perceived quantities (i.e., specific forces and
angular rates) during typical helicopter manoeuvering flight. Frequence domain spectra
of these time traces are then computed and used to define an alternative set of OMCT
input signals, in which all MCS degrees-of-freedom are driven simultaneously. Subsequent
OMCT analyses performed using these alternative signals reveal interactions in the motion
cueing signals that are not captured in the original OMCT. In particular, a strong coupling
is found between the translational (surge) and rotational (pitch) degrees-of-freedom. It is
important to emphasize, however, that the obtained results are specific to a single combina-
tion of vehicle and task. That is, a change in either requires a redefinition of the frequency
domain data and, hence, might result in substantially different tailored OMCT results. Fur-
thermore, processing of the vehicle- and task-specific frequency domain data is a relatively
tedious process sensitive to signal processing particularities and, more importantly, inter-
pilot variability. While certainly insightful, the “extended” OMCT developed for modeling
the interaction between the vehicle and MCS dynamics is therefore not pursued further in
this thesis. Instead, a method is sought to explicitly capture the dynamics of both the vehicle
and the MCA.

The first step towards this new methodology is the development of a model to describe
the six rigid-body degrees-of-freedom dynamics of rotorcraft. This model, named Delft
Rotorcraft Simulation (Draftsim), is aimed primarily at efficient (real-time) flight simulation
as well as common offline analyses (e.g., trim and linearization). In this process, a variety
of existing tools and methods are explored, with particular emphasis on those pertaining to
Handling Qualities (HQs) as documented in the Aeronautical Design Standard 33E (ADS-
33E). First, Draftsim is verified by a trim and dynamic stability analysis of the Bo-105
helicopter, after which the model is applied to the AH-64 helicopter in a HQs evaluation
conducted on the Desdemona simulator. Both these studies are concluded with satisfactory
results, indicative of a satisfactory proof-of-match with an existing model of similar fidelity
and, in case of the AH-64, a good degree of realism (in terms of HQs) according to
expert judgement. More importantly, however, these analyses signify the predictive value
of rudimentary quantitative tools in the domain of helicopter flight dynamics. This inspires
the development of a new utility, aimed at quantitative analysis of motion cueing fidelity.
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This new utility is based on the novel concept of Eigenmode distortion (EMD). In EMD,
the generally non-linear dynamics of the MCA are linearized and subsequently coupled
algebraically (in state-space form) to an existing and unaltered model of linear helicopter
dynamics. It is shown that this formulation of the coupled vehicle and MCA dynamics
can be studied in terms of the vehicle’s dynamic modes and, within each mode, also in
terms of human-perceived quantities (i.e., specific forces and angular rates). In addition,
the Mode Participation Factor (MPF) is introduced as a tool to measure the contribution of
each mode in a (measured) vehicle response. To exemplify the new method, a case study is
also conducted, which shows that EMD is capable of revealing several intricate interactions
between the vehicle and MCA dynamics that, up to present, could not be captured using
existing tools such as OMCT. A notable example are the inherently coupled pitch-surge
dynamics of helicopters, which are found to be strongly affected by the MCA dynamics,
a result that is also in accordance with the results predicted by the “extended” OMCT
method. EMD, in conjuction with MPFs, is therefore believed to be a powerful model-
based framwork for the quantitative analysis of motion cueing fidelity suitable for a wide
variety of vehicle types and tasks.

Finally, this thesis also demonstrates the practical utility of the EMD methodology
using several pilot-in-the-loop experiments conducted on both the SIMONA Research Sim-
ulator (SRS) at TU Delft as well as the Desorientation Demonstrator Amst (Desdemona)
simulator in Soesterberg, the Netherlands. In these experiments, EMD is used as a guid-
ing methodology for the selection of different motion cueing configurations applied to two
different helicopter types, the AH-64 and Bo-105, in three typical helicopter Mission Task
Elements (MTEs): the precision hover, lateral reposition and the depart/abort. These ex-
periments yield valuable knowledge on the relative merit of motion cues aimed at preserving
the various vehicle modes. Specifically, it seems motion cues in the rotational (i.e., roll and
pitch) subsidence modes are more valued than motion cues aimed at representing the classic
longer-term modes (e.g., phugoid and Dutch roll). For tasks that are more dynamic, involv-
ing rapid and large changes in the vehicle attitude, the overall experiment results suggest
that the opposite is true. In the Desdemona simulator, a possible explanation for this could
be the combination of physical motion cues with immersive Virtual Reality (VR) visuals.
This could lead pilots to “reweight” the importance of visual and vestibular cues. Other
advanced considerations, such as the incorporation of extended (rotor) dynamics or stability
augmentation in EMD, are also addressed. Together, these applications highlight the gen-
erality and versatility of the new EMD methodology in motion cueing fidelity assessment
applied to helicopter flight simulation.

Reflecting back on the main goal of this dissertation, it can be concluded that a novel
and unifying tool, the so-called EMD method, has been delivered to quantifymotion cueing
fidelity from the perspective of the simulated vehicle dynamics. The method is unifying
because, unlike existing tools, it explicitly models the coupled dynamics of both the vehicle
and theMCA. Also, themethod itself is task-agnostic, i.e., it does not require knowledge that
pertains to the execution of the task. Nonetheless, many future improvements and extensions
to EMD can be suggested. First, an EMD analysis and experimental application to tasks that
involves helicopter motion in six degrees-of-freedom would be of interest. This requires
the complete formulation of the EMD method as outlined in this thesis. Second, despite the
fact that MPFs bridge the gap between the somewhat abstract modal domain and the time
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domain, assigning a relative importance to individual modes for EMD-based motion cueing
fidelity analyses remains troublesome. Thus, formally exploiting task-specific MPFs as,
e.g., weighing factors in EMD-based optimization schemes, could yield improved motion
cueing strategies for specific tasks. Third, applications to other helicopter configurations
(e.g., tandem-, tilt-rotor, etc.), fixed-wing aircraft and other vehicles of interst in moving-
base flight simulation are strongly encouraged. Finally, but certainly not less interesting, is
the exension of EMD with models of human operator perception and control behaviour.



Samenvatting

De inzet van vliegsimulatoren voor de opleiding en certificering van piloten biedt grote
voordelen in termen van kosten en veiligheid. Om uniforme standaarden op het gebied
van certificering te kunnen garanderen en om negatieve training van piloten te voorkomen,
zijn er formele en gedetailleerde specificaties die betrekking hebben op de benodigde waar-
heidsgetrouwheid (ofwel fidelity) van ieder subsysteem in een vliegsimulator. Deze eisen
worden opgesteld en gehandhaafd door de Federal Aviation Authority (FAA) en European
Aviation Safety Agency (EASA). Het bewegingssysteem (ofwel het Motion Cueing Sys-
tem (MCS)) van een full-flight simulator is echter een notoire voorbeeld van een systeem
waarin de specificaties tot op heden wat tekort schieten. Het MCS omvat namelijk zowel de
hardware, meestal een combinatie van actuatoren om de simulator fysiek te kunnen bewe-
gen, als de software (ofwel het Motion Cueing Algorithm (MCA)). Het MCA manipuleert
de gesimuleerde voertuigbewegingen om zo te voorkomen dat fysieke beperkingen van het
bewegingsplatform worden overschreden. Dit levert echter ook gesimuleerde bewegingen
op die beduidend kunnen afwijken van de werkelijkheid. Bovendien komt deze mismatch
bovenop reeds bestaande onnauwkeurigheden in het wiskundige model dat wordt gebruikt
om de beweging van het voertuig te berekenen. Door deze complexe interactie tussen
de verschillende systemen die de uiteindelijke beweging van de simulator bepalen, is het
opstellen van kwantitatieve specificaties met betrekking tot de toegestane afwijking tussen
gesimuleerde beweging en de werkelijkheid in de praktijk lastig gebleken. Tot op heden is
de certificering van vliegsimulatoren daarom voornamelijk gebaseerd op subjectieve beoor-
delingen door ervaren piloten. Het doel van dit proefschrift is om een verenigde methode
te ontwikkelen die in staat is om de waarheidsgetrouwheid van de gesimuleerde beweging
(ofwel motion cueing fidelity) van helikopters te kwantificeren, en om diens geschiktheid te
evalueren voor realistische toepassingen.

Voordat een nieuwemethodewordt ontwikkeld, is er onderzocht welke bestaandemetho-
den er bestaan voor hetmeten van demotion cueing fidelity. Hier is een onderscheid gemaakt
tussen kwalitatieve en kwantitatievemethoden. Kwalitatieve methoden worden gekenmerkt
door hun afhankelijkheid van de directe feedback vanmensen die worden blootgesteld aan de
gesimuleerde omgeving. Kwantitatieve methoden maken daarentegen gebruik van fysieke
metingen en modellen om de motion cueing fidelity te bepalen. Vele methoden in beide
categorieën zijn hierbij in beschouwing genomen, waarbij slechts enkele in dit proefschrift
zijn geselecteerd voor een uitgebreidere analyse. Met betrekking tot kwalitatieve methoden
is gekeken naar beoordelingsschalen (ofwel rating scales) ten behoeve van de subjectieve
evaluatie van de waarheidsgetrouwheid van simulaties. De onderzochte kwantitatieve me-
thode is dat van de Objective Motion Cueing Test (OMCT), welke recent is geïntroduceerd
in het domein van de vliegtuigsimulatie. De belangrijkste resultaten van deze twee studies
zijn samengevat in de volgende twee paragrafen.
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Omdat subjectieve metrieken nog altijd de voornaamste manier zijn om vliegsimulatoren
te certificeren, wordt een experiment uitgevoerd om de effectiviteit van de meest prominente
beoordelingsschalen te bepalen. Het gaat dan om de Simulator Fidelity Rating (SFR) en
MFR schalen en diens doeltreffendheid om dewaarheidsgetrouwheid van gesimuleerde vlie-
gomgevingen te meten. Hierbij staat de de mogelijkheid van operationele helikoptervliegers
om, door middel van deze schalen, veranderingen in het wiskundig vliegmodel dan wel het
MCA van elkaar te onderscheiden centraal. De resultaten van deze evaluatie leverden enkele
interessante bevindingen op. Zo is er bijvoorbeeld bewijs dat veranderingen in SFR enMFR
ratings inconsistent zijn tussen de geëvalueerde experimentele condities. Hoewel vliegers
in staat leken om negatieve veranderingen in zowel het viegmodel als het MCA als dusdanig
te herkennen, bleken veranderingen in één van deze twee componenten minder sluitende re-
sultaten op te leveren. Tot slot werd een sterke relatie blootgelegd tussen de taakstrategie die
werd toegepast en de hierbij behorende ratings, waarbij eenminder agressieve strategie vaker
resulteerde in betere ratings. Er zijn aldus vele kanttekeningen te plaatsen bij de toepassing
van subjectieve metrieken ter beoordeling van de waarheidsgetrouwheid van gesimuleerde
vliegomgevingen. Desalniettemin, om het nut van subjectieve metrieken zoveel mogelijk te
vergroten, is het gunstig om veranderingen tijdens evaluaties zoveel mogelijk te beperken
tot een enkel subsysteem van de simulator. Daarnaast is het belangrijk om goed te letten op
taakprestatie-eisen in relatie tot de toegepaste taakstrategie van piloten als ook limitaties in
het vliegmodel en andere simulator(sub)systemen. Deze bevindingen zijn nuttig voor latere
bijdragen in dit proefschrift, waar subjectieve metrieken uitgebreid zullen worden toegepast
om verschillende motion cueing strategieën ten opzichte van elkaar te beoordelen.

Op het gebied van kwantitatievemethoden, is de mogelijkheid onderzocht om de OMCT
uit het vliegtuigdomein “uit te breiden” naar het helikopterdomein. Zowel computer-
gebaseerde (“paper pilot”) als pilot-in-the-loop simulaties zijn uitgevoerd om signalen van
door de mens waargenomen grootheden (d.w.z., specifieke krachten en hoeksnelheden)
tijdens typische helikoptermanoeuvres te verkrijgen. Vervolgens zijn spectra in het frequen-
tiedomein berekend op basis van deze tijdsdomeinsignalen en gebruikt om een alternatieve
set van OMCT input signalen te definiëren, waarbij alle graden van vrijheid van het MCS
tegelijkertijd worden aangedreven. Daaropvolgende OMCT analyses op basis van deze al-
ternatieve signalen hebben een aantal interacties in de bewegingssignalen blootgelegd die
niet kunnen worden verkregen met de oorsponkelijke OMCT. Zo viel in het bijzonder
een sterke interactie op tussen de translationele (surge) en rotationele (pitch) graden van
vrijheid in de simulator. Het is hierbij echter belangrijk om te benadrukken dat de verkregen
resultaten specifiek zijn gebonden aan een enkele combinatie van voertuig en taak. D.w.z.,
een verandering van één van beide heeft tot gevolg dat alle frequentiedomein data moeten
worden herzien en dat vandaar ook substantieel andere OMCT resultaten kunnen worden
verkregen. Daarbij is het verwerken van voertuig- en taakspecifieke frequentiedomein data
een relatief uitvoerig proces dat gevoelig is voor bepaalde bijzonderheden op het gebied van
signaalverwerking en, belangrijker nog, variatie tussen piloten. Hoewel de “uitgebreide”
OMCT zeker inzichtvol is gebleken, is deze daarom niet verder onderzocht in dit proef-
schrift. In plaats daarvan is er gezocht naar een beschrijving die zowel de voertuig- als de
MCA-dynamika expliciet omvat.
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De eerste stap richting de ontwikkeling van deze nieuwe methode is de ontwikkeling
van een wikundig model om de beweging van een helikopter in zes graden van vrijheid te
beschrijven. Dit model, Delft Rotorcraft Simulation (Draftsim), is primair gericht op het
uitvoeren van efficiënte (d.w.z. real-time) vliegsimulaties en veelvoorkomende “offline” ana-
lyses (bijv. trim en linearisatie). In dit proces zijn verscheidene hulpmiddelen en methoden
gebruikt, met een bijzondere nadruk op hetgeen dat betrekking heeft op Handling Quali-
ties (HQs)), zoals gedocumenteerd in de Aeronautical Design Standard 33E (ADS-33E).
Om het ontwikkelde model te verifiëren zijn eerst trim en dynamische stabiliteitsanalyses
toegepast op de Bo-105 helikopter, waarna het model is gebruikt voor een HQs evaluatie
van de AH-64 helikopter op de Desorientation Demonstrator Amst (Desdemona) simulator
in Soesterberg. In geval van de Bo-105 werd een toereikende “proof-of-match” gevonden
in vergelijking met een gelijkwaardig bestaand model, en in geval van de AH-64 een goede
mate van realiteit (in termen van HQs) volgens het deskundige oordeel van testvliegers.
Bovendien onderschrijven deze analyses de voorspellende kracht van rudimentaire kwanti-
tatieve hulpmiddelen op het gebied van helikoptervliegdynamika. Dit ligt ten grondslag aan
de ontwikkeling van een nieuwe methode, die gericht is op de kwantitatieve analyse van de
motion cueing fidelity.

Deze methode is gebaseerd op het nieuwe concept van Eigenmode distortion (EMD).
In EMD wordt de over het algemeen niet-lineaire dynamika van het MCA gelineariseerd
en vervolgens algebraïsch gekoppeld aan een bestaand en ongewijzigd lineair model van de
helikopterdynamika. Met behulp van deze formulering is het mogelijk om de gekoppelde
voertuig- en MCA-dynamika te bestuderen in termen van de zogeheten dynamische voer-
tuig modi, en binnen elke individuele mode, ook in termen van door de mens waargenomen
grootheden (d.w.z., specifieke krachten en hoeksnelheden). Daarbij is ook de Mode Partici-
pation Factor (MPF) geïntroduceerd als hulpmiddel om de bijdrage temeten van iederemode
in een (gemeten) voertuigresponsie. Om de nieuwe methode te illustreren is vervolgens een
case studie uitgevoerd. Hieruit bleek dat EMD in staat is om ingewikkelde dynamische
interacties tussen voertuigdynamika en het MCA bloot te leggen, welke tot op heden niet
konden worden gevangen door bestaande methoden zoals OMCT. Een noemenswaardig
voorbeeld hiervan zijn de inherent gekoppelde pitch-surge dynamika van helikopters, die
sterk worden beïnvloed door de aanwezigheid van het MCA. Deze bevinding is overigens
in overeenstemming met resultaten uit de voorgaande ‘uitgebreide” OMCTmethode. EMD,
tezamen met MPFs, vormen hiermee een sterk model-gebaseerd raamwerk voor de kwanti-
tatieve analyse van de motion cueing fidelity, dat bovendien toepasbaar is op een breed scala
aan voertuigtypen en taken.

Tot slot heeft dit proefschrift de praktische toepasbaarheid van de nieuwe EMD me-
thode getoetst door middel van een aantal pilot-in-the-loop experimenten op de SIMONA
Research Simulator (SRS) van de TU Delft en de Desdemona simulator in Soesterberg.
In deze experimenten is EMD gebruikt als sturend hulpmiddel voor de selectie van ver-
schillende configuraties van het MCA, toegepast op twee verschillende helikoptertypen, de
AH-64 en Bo-105, en drie Mission Task Elements (MTEs): de precision hover, lateral
reposition en de depart abort. Deze experimenten hebben waardevolle resultaten opgele-
verd over het relatieve belang van bewegingsstimuli die gericht zijn op het weergeven van
de verschillende voertuigmodi. In het bijzonder lijken bewegingsstimuli in de rotationele
voertuigmodi (d.w.z., de roll en pitch subsidence) beter gewaardeerd te worden dan bewe-
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gingsstimuli die gericht zijn op het weergeven van de klassieke langere-termijn modi (d.w.z.,
de phugoide en de Dutch roll). Het tegenovergestelde lijkt echter waar voor dynamischere
taken, die gekarakteriseerd worden door snelle en grote verandering in de houding van het
voertuig. Een mogelijke uitleg hiervoor in het geval van het experiment op de Desdemona
simulator kan worden gevonden in de combinatie van fysieke bewegingsstimuli en een im-
mersief, op Virtual Reality (VR) gebaseerd, visueel systeem. Dit kan mensen er namelijk
toe bewegen om het belang van visuele dan wel vestibulaire stimuli te “herwegen”. Andere
geavanceerdere aspecten, zoals de integratie van hogere orde (rotor)dynamika of stabiliteits-
augmentatie binnen EMD zijn tevens in dit proefschrift opgenomen. Tezamen illustreren
deze toepassingen de algemeenheid en veelzijdigheid van de nieuwe EMDmethode voor de
beoordeling van de motion cueing fidelity toegepast of helikoptervliegsimulatie.

Om terug te komen op het oorspronkelijke doel van dit proefschrift, kan worden gecon-
cludeerd dat er inderdaad een verenigdemethode is geleverd, namelijk EMD, dat in staat om
de motion cueing fidelity te kwantificeren vanuit het perspectief van de gesimuleerde voer-
tuigdynamika. De methode is verenigd te noemen, omdat deze in tegenstelling tot bestaande
methoden expliciet de gekoppelde voertuig- enMCA-dynamika modelleert. Daarnaast is de
EMD methode op zichzelf taak-agnostisch, d.w.z. dat er voor diens toepassing geen kennis
benodigd is die betrekking heeft op de uitvoering van een specifieke taak in de simulator.
Desalniettemin zijn er vele mogelijke verbeteringen en uitbreidingen van de EMD methode
te bedenken. Ten eerste zou een op EMD gebaseerde analyse en experimentele toepassing
voor een taak met beweging in alle zes graden van vrijheid interessant zijn. Hiervoor is de
volledige wiskundige formulering van de EMD methode benodigd zoals in dit proefschrift
uiteengezet is. Ten tweede kunnen de in dit proefschrift geïntroduceerde MPFs beter wor-
den benut om de kloof tussen het enigszins abstracte modale domein en het tijdsdomein te
overbuggen. Door bijvoorbeeld op basis van de MPFs een relatieve weegfactor toe te ken-
nen aan de individuele voertuigmodi, kunnen potentieel betere motion cueing strategieën
worden verkregen voor specifieke taken. Ten derde worden ook toepassingen op andere
helikoptertypen (bijv., tandem- of tilt-rotors), vliegtuigen en andere voertuigen die reeds
worden gesimuleerd op bewegende platformen aangemoedigd. Tot slot, maar zeker niet
minder interessant, is de uitbreiding van EMD met wiskundige modellen van de menselijke
perceptie en stuurgedrag.
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FFS Full Flight Simulator
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1
Introduction

The main objective of this thesis is to advance motion cueing fidelity evaluation in helicopter
flight simulation. This requires a comprehensive understanding of problem domains closely
related to this objective. Therefore, a literature study was conducted on the state-of-the-
art in helicopter dynamics modelling, motion cueing systems and flight simulation fidelity
assessment. Based on this study, research opportunities were identified and a research
framework was formulated.

The chapter is structured as follows. First, Section 1.1 presents background information
regarding the motivation for the research project as well as the stakeholders involved.
The literature study is included in Section 1.2. Finally, Section 1.3 presents the proposed
research framework and the thesis outline.
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1.1. Motivation and stakeholders
Helicopters are used for many applications that require capabilities beyond those offered
by regular (fixed-wing) aircraft. Typical examples include medical emergency services,
military and law enforcement, offshore oil and gas, as well as transportation in urban
environments. The growing usage of helicopters across these sectors, combined with a
rising demand from emerging economies around the world, is forecasted to culminate in a
growth rate of the global commercial helicopter market of approximately 3.5% during the
period 2017-2027 [Anonymous, 2017]. At the same time, key demands in terms of safety
and cost effectiveness push Full Flight Simulators (FFSs) (see, e.g., Figure 1.1) to occupy
increasingly important roles in helicopter pilot training and certification.

Figure 1.1: Motion platforms studied in present thesis: the SRS (left) and Desdemona (right, courtesy
of Desdemona B.V.).

Pilots rely on in-flight cues (e.g., from instruments, outside visuals, haptics, physical
motion, etc.) for manual control of their aircraft [Hosman and Stassen, 1998]. FFSs aim
to reproduce these cues as accurately as possible by the use of many interacting systems.
These include image generators for the out-of-the-window view, detailed cockpit replicas
with functional instruments, a flight dynamics model to compute the aircraft’s response
to pilot control inputs and atmospheric disturbances and robotic mechanisms to reproduce
physical motion. For training simulators, the required accuracy, or fidelity, of each simulator
subsystem is regulated. These regulations are formulated by the Federal Aviation Authority
(FAA) in the United States [FAA, 2016, App. C] and the European Aviation Safety Agency
(EASA) in Europe [EASA, 2012b]. A notable omission from these regulations, however, are
comprehensive quantitative standards regarding the necessary fidelity of synthetic motion
cues in relation to those experienced in real flight.

Motion cues in FFSs are provided by theMotion Cueing System (MCS), which simulates
a limited portion of the vehicle’s physical motion and prevents the simulator from exceeding
its mechanical constraints. To this end, the MCS includes a Motion Cueing Algorithm
(MCA) to filter the vehicle’s motion as computed by a flight dynamics model. While there
is an on-going debate in the flight simulation community regarding the use and necessity
of MCSs for pilot training [Burki-Cohen et al., 2000; de Winter et al., 2012], the general
consensus seems to be that motion cues contribute to immersion in and acceptance of
simulated flight environments [de Winter et al., 2012; Gundry, 1976]. The formulation of
quantitative motion fidelity standards and research into improved MCSs therefore remain
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subjects of great interest in the aeronautical research community. The present thesis aims
to contribute to these problem domains in relation to helicopter flight simulation and is the
result of a collaboration between TU Delft and Desdemona B.V.

The interest of TU Delft in the research project stems from its recent involvement in
the GARTEUR HC/AG-21 action group [GARTEUR HC/AG 21, 2015]. The purpose of
this specific action group was to facilitate collaboration between academic institutions and
commercial corporations on the topic of rotorcraft simulation fidelity. The section of Control
& Simulation has a number of state-of-the-art facilities, including the SIMONA Research
Simulator (SRS) [Stroosma et al., 2003] (see Figure 1.1).

Desdemona B.V. is a commercial corporation that operates the Desorientation Demon-
strator Amst (Desdemona) simulator, [de Graaf et al., 2002], located in Soesterberg, the
Netherlands. Desdemona was manufactured by the Austrian company AMST Systemtech-
nik GmbH and is a unique moving-base simulator with a large workspace. The simulator
is used for a broad range of research and training applications [Desdemona B.V., 2019],
including military flight and driving simulation, civil aviation and naval simulation. In the
area of (military) helicopter flight simulation, the types of training offered by Desdemona
B.V. include landing in degraded visual conditions and flying over treacherous terrains such
as mountains. Of main interest to Desdemona B.V. is to determine the appropriate degree of
“dynamic detail” required in the various simulator cueing systems, with particular emphasis
on the flight dynamics model and the MCS.

The remainder of this chapter is structured as follows. First, a literature study is presented
in Section 1.2, based on which a research framework is formulated in Section 1.3. Readers
familiar with topics in the areas of helicopter flight dynamics modelling and (motion)
simulation may prefer to proceed directly to Section 1.3.

1.2. Literature study
Before formulating the research framework, a literature study was conducted that focused on
the state-of-the-art in helicopter dynamics modelling,motion cueing systems and algorithms
as well as flight simulation fidelity. These studies are summarized here.

1.2.1. Helicopter dynamics modelling
An indispensable component in any FFS is the flight dynamics model, which computes the
vehicle motion and drives other simulator components (e.g., the outside visuals, instruments
and the motion system). The central vehicle of interest in the present work is the helicopter,
therefore an in-depth survey on helicopter flight dynamics modelling was performed.

Helicopter flight dynamics is a fundamental subject on which a vast and dedicated body
of literature is available, e.g., [Bramwell et al., 2001; Padfield, 2007]. It is evident that
helicopter dynamics are complex and can be studied at several levels of physical detail.
By far the component that exhibits the most complexity is the main rotor, which provides
both the vehicle’s lifting and propulsive capability. An overview of the different degrees-
of-freedom associated with helicopter modelling, together with common applications, was
compiled by Pavel [2001] and is shown in Table 1.1. Modelling complexity is governed by
the interaction of two main components in any main rotor model: the blade dynamics and
the inflow (aero)dynamics.
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Table 1.1: Different helicopter degrees-of-freedom and known applications [Pavel, 2001].

Blade dynamics In its most simple form, the rotor blades are generally modelled as
rigid and blade motion as quasi-steady. The latter entails that the blade’s forces, moments
and aerodynamics undergo instantaneous changes in comparison to the (vehicle) body
dynamics. Thus, only the six body degrees-of-freedom are included in the dynamic model.
While this is a gross simplification to reality, from Table 1.1 it appears sufficient to capture
the main dynamic characteristics of helicopters with articulated rotor systems, constrained
to moderately aggressive manoeuvering flight well within the operational flight envelope
[Padfield, 2007; Pavel, 2001]. A common first extension to the quasi-steady formulation of
blade dynamics is the inclusion of flapping dynamics. It has been recognized by Curtiss
[1986] that, in particular for helicopters with hingeless rotor systems, a so-called body-
flap coupling is seen to appear. This phenomenon couples the low-frequency (regressing)
dynamic flap mode of the rotor system to a relatively high-frequency dynamic body mode
(roll subsidence) producing a new oscillatory mode as a result. For this reason, models
concerning (piloted) flight simulation of helicopters with hingeless rotors typically include
blade flapping dynamics. However, from Table 1.1 it is also evident that higher dof models
tend to be applied more often for applications involving high-frequency manoeuvring flight,
extending up to the boundaries of the operational flight envelope. It is indeed known that
higher-order blade dynamics, including blade flapping and lagging dynamics, occupy a
significant role in the design and validation of high-gain flight control systems commonly
applied in helicopters [Chen et al., 1988].
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Inflow dynamics A second important aspect pertaining to modelling of helicopter dy-
namics is the consideration of inflow dynamics, which are known to have a strong impact
on stability and control characteristics of helicopters [Carpenter and Fridovich, 1953; Chen,
1986; Gaonkar and Peters, 1985; Ormistron, 1976]. It has been shown that natural fre-
quencies associated with inflow dynamics are of the same order of magnitude as those
associated with blade flapping dynamics [Curtiss, 1986]. Thus, it is generally accepted
that dynamic inflow should be incorporated in applications where flapping dynamics are
considered important as well. Over the years, many different models have therefore been
formulated to improve understanding of the complex induced flow field surrounding the
main rotor [Chen, 1989]. Of these models, the one that has evidently withstood the test of
time is the dynamic inflow model developed by Pitt and Peters [Peters and HaQuang, 1988;
Pitt and Peters, 1981]. This nonlinear model of the induced velocity field surrounding the
main rotor is phenomenological at its core, yet still includes sufficient dynamic detail for
many practical applications in real-time flight simulation and flight control design [Peters,
2009]. Nonetheless, aeroelastic models aimed at capturing ever higher frequencies associ-
ated with main rotor (aero)dynamics are under active development for applications in, e.g.,
Rotorcraft-Pilot Coupling (RPC) [Pavel et al., 2013a; Serafini et al., 2014] and real-time
flight simulation [Bludau et al., 2017; Gori et al., 2015].

1.2.2. Motion cueing systems and algorithms
MCSs are used for the simulation of physical motion cues in FFSs. This section presents an
overview of the motion platforms considered in this thesis and reviews the most commonly
applied Motion Cueing Algorithms described in the literature.

Motion platforms Human self-motion perception is governed by a number of different
sensory modalities [Previc and Ercoline, 2004]. These include the visual (i.e., brain/visual
cortex), the proprioceptive (i.e., limb displacement), the somatosensory (i.e., skin pressure),
the auditory (i.e., ears) and, finally, the vestibular system, which is sensitive to specific force
and changes in angular rate. Physiological research suggests that the visual and vestibular
system are the most dominant [Benson, 1990; Henn et al., 1980].

While visual stimuli can be accurately reproduced in modern simulators and have much
improved over the years with advancements in Computer Generated Imaging (CGI) technol-
ogy, physical motion cues are substantially more problematic [Cyrus, 1977]. To enable the
simulation of physical motion cues in FSTDs, motion platforms are used. These platforms
are available in many forms, but are always constrained in both the magnitude and the
duration of motion cues that can be reproduced before mechanical constraints are exceeded.
In the present thesis, two distinct motion platforms are considered, namely the SIMONA
Research Simulator at TU Delft and the Desorientation Demonstrator Amst in Soesterberg,
the Netherlands. Both platforms bases are depicted in Figure 1.1.

The SRS has a conventional Stewart platform motion base [Stewart, 1965], which com-
prises a static base that is connected to a movable platform using six linear (hydraulic or
electric) actuators. The synergistic extension of these six actuators enables motion in six
degree-of-freedom. The main advantages of the Stewart platform is its compact config-
uration and its ability to accurately reproduce high-frequency acceleration profiles. Due
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to its compact size, however, its workspace is limited and therefore reproducing sustained,
low-frequency, accelerations is significantly impaired.

Desdemona has a more exotic configuration. Here, a cabin is suspended in a three
dof gimbal with 360 degrees range of rotation around all axes. The gimballed cabin, in
turn, is mounted on a short vertical track to provide a translational degree of freedom. A
second translational degree of freedom is provided by a longer, horizontal track. Finally, the
horizontal track is connected to a large central pivot with a range of 360 degrees, yielding a
total of six degrees-of-freeom of motion. This innovative configuration has a considerably
larger workspace than conventional Stewart platform motion bases, as well as the ability to
reproduce sustained and large magnitude accelerations.

Motion cueing algorithms To ensure that the motion platform does not exceed its motion
limitations, but still provides some sensation of the vehicle motion to pilots, use is made
of a Motion Cueing Algorithm (MCA). This algorithm transforms the translational and
rotational accelerations calculated from a vehicle dynamics model according to a predefined
set of rules. Perhaps the best known and most widely applied MCA is the Classical Washout
Algorithm (CWA) [Conrad et al., 1973; Reid and Nahon, 1985, 1986].

Figure 1.2: The Classical Washout Algorithm developed by Reid and Nahon [1985] (adapted from Pool
[2012]).

The CWA, illustrated in Figure 1.2 was developed primarily for conventional Stewart
platform motion bases. In order to constrain the motion platform to its motion space, the
CWA applies both scaling and filtering. Here, the magnitude of calculated vehicle acceler-
ations (actually, specific forces) is scaled down and low-frequency motion components are
filtered out using high-pass filters. These filters also ensure that the platform returns to a
neutral point at a rate below the human motion perception threshold. To compensate for the
attenuation of low-frequency (sustained) motion components, the CWA also allows for the
application of tilt coordination. Tilt coordination applies a rotation of the motion platform
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such that a component of the gravitational force is “aligned” with the vehicle specific force
to be reproduced.

The response of theCWAcan be controlled separately for each dof of themotion platform
using gains and filter break frequencies. In practice, these parameters are adjusted, or tuned,
by motion cueing experts on the basis of representative piloted simulator evaluations. The
main advantages of the CWA are its relative simplicity, the rather intuitive interpretation of
its parameters and the vast amount of experience gathered over the years.

Possible “extensions” to the CWA have also been proposed in the literature [Wu and
Cardullo, 1997]. One of such algorithms is the Coordinated Adaptive Washout Algorithm
(CAWA), which adaptively updates the CWA parameters to minimize acceleration errors
subject to simulator workspace limitations [Parrish et al., 1975]. Othermethods, categorized
under the Optimal Washout Algorithms (OWAs), include a model of the human vestibular
system to minimize perception errors between aircraft and simulator accelerations in the
selection of MCA parameters [Reid and Nahon, 1985, 1986; Sivan et al., 1982; Telban
and Cardullo, 2005; Wu, 1997]. Piloted simulator evaluations and comparisons of these
extended MCAs relative to each other and the CWA have been performed [Telban et al.,
2005]. These studies have yielded results, in terms of pilot performance, workload and
rating, mildly in favor of the more advanced algorithms. However, a large variability in
the subjective pilot ratings gathered was also noted. Reid and Nahon [1986] furthermore
concluded that while the CAWA and OWA do seem to offer several key advantages as
compared to the CWA, their higher complexity results in more parameters and thus also a
less transparant andmore involved tuning process. An enhancement to the CWA, namely the
Lateral Manoeuvring Motion (LM2) algorithm, was also proposed by van Biervliet [2008]
to more accurately cue the lateral (sway) specific forces at the expense of roll motion cues.

Another recent and promising approach to motion cueing involves the adoption of a
Model Predictive Control (MPC)-based strategy for car driving simulation [Augusto and
Loureiro, 2009; Baseggio et al., 2011; Beghi et al., 2012; Dagdelen et al., 2004; Venrooij
et al., 2015]. The core of this method also comprises a model of the human vestibular
system. In the MPC-based approach, however, this model is used to minimize errors
between human-perceived motion over a pre-specified prediction horizon and a (known
or assumed) reference trajectory. Tuning of the algorithm is accomplished by a proper
selection of the prediction horizon and weighing factors that act on the individual error
terms, MCA inputs and input variations. In addition, the method allows for the implicit
incorporation of tilt coordination and motion platform constraints. Beghi et al. [2012]
further claim that tuning of the MPC-based MCA is more intuitive than existing methods,
as the weighing factors allow for a direct trade-off between workspace exploitation and
perceived motion accuracy. Currently, however, MPC-based MCAs have been evaluated
primarily using offline computer simulations, which also rely on the availability of future
reference trajectories [Augusto and Loureiro, 2009; Dagdelen et al., 2004]. Several studies
have also demonstrated the performance of MPC-based MCAs for situations in which a
future reference is not available as well as the feasibility of real-time execution [Baseggio
et al., 2011; Beghi et al., 2012]. More recently, the merits of an MPC-based MCA were
evaluated for application in driving simulation, where it was concluded that “there exists
a potential to further improve the quality of the motion simulation with optimization-based
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methods, deserving future research” [Cleij et al., 2017a]. However, all studies to date are
limited to passive experiments without an active human-in-the-loop element.

The MCAs previously discussed are solutions designed and applied for conventional
(Stewart platform based) motion platforms. To exploit the unique capabilities of advanced
configurations like the Desdemona simulator, specialized cueing algorithms can also be
applied. This was recognized byWentink et al. [2005], who devised the innovative Spherical
Washout Algorithm (SWA) to drive Desdemona. He realized that the motion trajectory of
Desdemona is best described using polar coordinates, as opposed to a conventionalCartesian
reference system in which the CWA operates. The SWA therefore simulates translational
vehicle motion by employing arbitrary radials as well as the central and cabin-fixed yaw
axes of the simulator. This substantially extends the feasible workspace of the simulator
and allows for the cueing of sustained accelerations of up to three times the gravitational
acceleration [de Graaf et al., 2002]. The downside of the SWA, however, are the centripetal
accelerations and Coriolis effect-related rotational cues that result from employing circular
motion trajectories for simulating rectilinear motion [Bles, 1999].

1.2.3. Flight simulation fidelity
Figure 1.3 compares the manual control loop in the real aircraft directly to the situation in
a flight simulator. Of central interest in this thesis are the aircraft dynamics model and the
Motion Cueing System, because these elements determine the motion cueing fidelity from
the perspective of the pilot. The figure demonstrates that fidelity in the context of (flight)
simulation can be approached from multiple different perspectives.
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Figure 1.3: Different perspectives on flight simulator fidelity [Pool, 2012].
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The extent to which the individual cueing systems of the simulator (e.g., flight dynamics
model, visual system, motion system, cockpit layout, etc.) are able to replicate the cues to
which human operators are exposed during real flight, is defined as objective fidelity. Error
fidelity, on the other hand, refers to the extent to which equal or similar task performance is
attainable in the simulator as compared to actual flight [Ashkenas, 1986].

A more human-centered definition of fidelity is perceptual fidelity [Rehmann et al.,
1995]. Here, the ability of the simulator to match the low-level psychological and physio-
logical processes that occur within the pilot is of primary interest. From the perspective of
training, it similarly can be argued that the ultimate goal of a flight simulator is to induce
human operator control behaviour that is representative of actual flight. This corresponds
to the definition of behavioural fidelity [Heffley et al., 1981].

An overview of prominent literature according to the adopted definition of simulation
fidelity is shown in Table 1.2. The literature is also categorised according to the emphasis
on either the flight dynamics model or the MCS or both, when the distinction is not explicit.
Many studies combine elements of both perceptual and error fidelity. Therefore, literature
in these two categories have been merged in Table 1.2.

Objective fidelity In the current regulatory standards, requirements on simulator cueing
systems are stipulated in CFR-Part 60 [FAA, 2016, App. C] and CS-FSTD (H) [EASA,
2012b]. These requirements pertain to the level of detail and accuracy necessary in the
replicated cockpit environment and the relevant vehicle subsystems to attain a given fidelity
level. A distinction is made between FFSs, Flight Training Devices (FTDs) and Flight and
Navigation Procedures Trainers (FNPTs). In the area of FFSs, four levels of simulation
fidelity are distinguished: A, B, C and D. Level D is the highest qualification, in principle
allowing for zero flight time training (ZFTT) of pilots [EASA, 2012a].

In relation to the fidelity of helicopter dynamics models, developments over the years
have culminated in many improvements to rotor (aero)dynamics modelling that are also
suitable for (real-time) simulation (see Section 1.2.1). However, determining the necessary
fidelity of such models in a training simulator is non-trivial [Pavel, 2001]. A sensible
approachmight be to opt for themostmathematically detailed and tractablemodels available.
However, contemporary FSTDs are naturally limited in reproducing the synthetic world
perceived by pilots. Thus, adding more detail to the flight dynamics model may not be
effective at increasing the overall simulation fidelity, if such dynamics cannot be reproduced
by other simulator cueing systems. Hence, the statement: “it is not sufficient to blindly
extend a simulation model; one has to identify the right modes to be included in the right
situations in order to obtain a good prediction of helicopter behaviour” by Pavel [2001]
applies here. This has also come to light recently when regulatory standards prescribing
error tolerances with respect to data obtained from in-flight tests were reviewed.

A comprehensive analysis of these criteria in relation to simulation (model) fidelity was
performed by Pavel et al. [2013b]. Here, it was shown that due to the nonlinear dynamics
and inter-axis coupling inherent in helicopters, compliance with the regulatory standards is
not always synonymous with a similarity in vehicle handling qualities. To overcome these
difficulties, the model is often “tuned”, where a distinction is made between physical and
artificial tuning. In physical tuning, the structure and parameters of the model are modified
on the basis of physical insights gained from, e.g., flight tests performed in the real aircraft
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or improved knowledge of fundamental principles. In artificial tuning, modifications to the
model are made based on expert judgment. The latter is problematic, however, because the
resulting modifications to the model often cannot be justified from a physical perspective
[Pavel et al., 2013b].

In relation to MCS fidelity, Section 1.2.1 has reviewed many MCAs aimed at improving
motion cues in the simulator. However, the regulatory standards only specify robotic
constraints and required response times of the MCS, in addition to requirements on the
replication of various types of special effects, such as vibrations and buffets. In fact, EASA
[2012b] states that these requirements are limited to basic system capability and fail to
quantify to what extent the motion cues experienced by pilots in the simulator must represent
those experienced in real flight. To date, prescribed practice consequently stipulates that
“until there is an objective procedure for determination of the motion cues necessary [...],
motion systems should continue to be tuned subjectively” [EASA, 2012b, p. 75].

A significant contribution towards a more quantitative approach was initiated over a
decade ago by Advani and Hosman [2006a,b]. This approach is based on the measurement
of the linear frequency response of the integrated MCS. The MCS comprises the MCA, the
motion platform hardware in conjunction with all its associated control laws. It therefore
provides insight into the amplitude and phase mismatch induced by the complete MCS as a
function of motion frequency. After application of the method at independent institutions
and subsequent refinement [Advani et al., 2007], the International Civil Aviation Authority
(ICAO) adopted the test in its manual of criteria for the qualification of FSTDs in 2009
[Anonymous, 2009, II-Att F-1] as the OMCT. Currently, a preliminary set of criteria
based on “industry best practice” is available [Hosman and Advani, 2016], although the
validation and refinement of these criteria is an on-going process and is performed in close
cooperation with partners from both academia and industry [Jones, 2017a,b; Seehof et al.,
2014; Stroosma et al., 2013; Zaal et al., 2014, 2015b].

Perceptual and/or error fidelity It may seem somewhat peculiar to combine two perspec-
tives on simulation fidelity that appear quite distinct. However, many studies use aspects
of both error and perceptual fidelity to support research findings. Typically, error fidelity
metrics are quantitative (e.g., task performance and pilot control inputs), whereas perceptual
fidelity metrics are more often qualitative (e.g., pilot opinion). Error fidelity metrics are
thus often used in support of perceptual fidelity metrics.

Useful tools to assess task performance in the context of error fidelity include phase-
plane plots and Hooke portraits, which depict a given spatial variable with respect to its
first and second order time derivative, respectively. To quantify pilot control strategy,
useful metrics are the Root-Mean-Square (RMS) and maximum velocity of the applied
control inputs. Such criteria have been used, e.g., in studies to compare pilot strategy in
simulation and real flight [Heffley et al., 1981] or as aids in formulating requirements for
helicopter flight simulators Schroeder [1999]. Recent studies by Ellerbroek et al. [2008] and
Wiskemann et al. [2014] performed similar experiments, where a combination of phase-
plane plots, Hooke portraits and pilot control input characteristics were used along with
subjective metrics in assessments on the effect of different motion cues. Perfect et al. [2013]
proposed an alternative metric that is based on pilot control input characteristics, control
attack, which is a unified measure of both the speed and magnitude of pilot control inputs.
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In the context of perceptual fidelity, pilot/human operator opinion is typically relied
upon. However, it is always strived to use a structured approach to gather subjective metrics.
Perhaps the most famous example of such a subjective metric in the aeronautical domain is
the Cooper-Harper Handling Qualities Rating (HQR) scale [Cooper and Harper, 1969], also
adopted in the Aeronautical Design Standard (ADS-33E) [Anonymous, 2000] and used in
the certification of military rotorcraft. While not directly developed for simulation fidelity
assessment, the Cooper-Harper HQ Rating (CHR) scale has been applied, e.g., to assess the
effects of simulator motion system properties and time delays on perceived flying qualities
Mitchell et al. [1992] or as part of studies on helicopter flight simulator system optimization
Beard et al. [2012, 2013]; Reardon and Beard [2015].

Recently, alternative subjective metrics specific to simulation fidelity assessment have
been proposed. One example is the SFR scale [Perfect et al., 2014; Timson, 2013], which
aims to measure the relative difference in adopted control strategy between real and simu-
lated flight in relation to the task performance attained. The SFR scale was later applied
independently by Beard et al. [2013] and Reardon et al. [2014] and appeared consistent
to the authors. Another example is the MFR scale [Hodge et al., 2011], which measures
motion cueing fidelity as the degree to which physical motion cues contribute to an improved
task performance in the simulator. The MFR scale was also applied in studies aimed at
investigating the performance of two different MCAs for application to a small motion-base
flight simulator [Hodge et al., 2015a,b].

Over the years, there have been many attempts to use perceptual fidelity metrics com-
bined with error fidelity metrics, in attempts to formulate re-usable and more quantitative
criteria on simulation fidelity. A notable example aimed at simulationmodel fidelity is based
on the concept ofMaximumUnnoticeableAddedDynamics (MUAD) [Tischler, 1995;Wood
and Hodgkinson, 1980], where “envelopes” are defined in the frequency domain that corre-
spond to changes in controlled vehicle dynamics, but that are unnoticeable by pilots. Later,
the concept of MUAD was applied by Mitchell et al. [2006] in relation to a study on pilot
sensitivity to variations in vehicle dynamics when performing high-workload manual con-
trol tasks. This resulted in the introduction of Allowable Error Envelopes (AEEs), which
specify the allowed level of mismatch in the model as a function of frequency and are defined
with respect to some baseline aircraft dynamics.

More recent studies on the application of AEE for helicopter model validation in flight
simulation were performed by Penn [2013] and Li [2016]. In these studies, several piloted
experiments in both fixed- and motion-base flight simulators were conducted in an attempt
to establish suitable boundaries for model validity. Efforts have also focused on formulating
motion cueing fidelity criteria [Schroeder, 1999; Sinacori, 1977]. In these studies, pilot-
in-the-loop experiments were performed to define regions of acceptable gain and phase
distortion imposed by the MCS (at a nominal frequency of 1 rad/s). These criteria later
resulted in the formulation of several engineering rules of thumb [Schroeder and Grant,
2010] to aid in tuning of MCAs and were also extended to include workspace limitations
[Gouverneur et al., 2003].

Another notable approach aimed at evaluating perceptual fidelity on a more fundamental
level originates from work performed by van der Steen [1998, 2000] and later by Grant and
Lee [2007] and Valente Pais [2013]. This work culminated in the so-called perception
coherence zones, which depict allowable regions of mismatch between perceived visual and
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motion stimuli in simulated environments. Later, this work was extended by investigating
the effects of motion frequency [Wentink et al., 2009], modeling and prediction of coherence
zones [dos Santos Buinhas et al., 2013] as well as on the identification of an “optimal” region
[Correia Grácio et al., 2013] within coherence zones. A particularly interesting finding in
the latter study is that subjects seem to prefer significantly lower than one-to-one amplitude
inertial stimuli in the simulator, a result consistent with findings from earlier studies (e.g.,
[Feenstra et al., 2009; Groen et al., 2001]). Recently, another promising extension to
coherence zones by Cleij et al. [2017a,b] was proposed that relies on the notion of Perceived
Motion Incongruence (PMI). In contrast to coherence zones, PMI is a continuous measure
of the mismatch between inertial and visual motion cues. Nonetheless, applications remain
mostly limited to a single dof and situations without an active human controller in the loop.

Behavioural fidelity Approaching simulation fidelity from a behavioural perspective im-
plies striving for similarity in pilot control behaviour beteen the simulator and real flight in
a given task and environment [Heffley et al., 1981]. Note that, in contrast to pilot control
inputs often used in the context of error fidelity, behaviour is not generally measurable as it
depends on many processes that occur (possibly subconciously) within the human. This is
the subject of the field of manual control cybernetics, pioneered by Wiener [1961].

Over the years, many attempts to describe and predict human behaviour in manual
control tasks by using control theoretic models have been documented. In aeronautics, the
best known example is perhaps the crossover model proposed by McRuer et al. [1965]. The
crossover model stipulates that humans adapt their control behaviour in such a way that the
combined pilot-vehicle system exhibits adequate closed-loop system characteristics in the
vicinity of the crossover frequency. The crossover frequency, in turn, is selected such to
minimize tracking error and determines the bandwidth of the pilot-vehicle system. This later
led to the development of the precision model to describe the equalization dynamics adopted
by humans [McRuer, 1980; McRuer and Jex, 1967]. These models were also extended and
applied by Stapleford et al. [1969] and Levison [1981] in studies on the effect of motion
cues in manual tracking tasks conducted in a moving-base flight simulator.

More recently, research was initiated to apply the cybernetic approach in the evaluation
of simulation fidelity [Steurs et al., 2004]. These efforts culminated in a multimodal pilot
model that explicitly separates the contributions of the different human sensory modalities
to the adopted control behaviour [Pool, 2012; Zaal, 2011]. Over the last decade, the
multimodal pilot model has been applied extensively in a vast variety of studies to explain
manual control behaviour in (combined) tracking and disturbance rejection tasks. Notable
and recent examples are Zaal and Mobertz [2017]; Zaal and Pool [2014] and Pool et al.
[2016], who studies the transfer of manual control skills between conditions with different
motion cues by identifying parameter changes in the multimodal pilot model. A similar
approach was adopted by Damveld [2009] and Yilmaz [2018], who studied aircraft and
rotorcraft HQs, respectively, using cybernetic models, as well as Lu [2018], who proposed
the Manual Control Adaptation Boundaries (MCAB) as a more objective alternative to
MUAD envelopes. A comprehensive and detailed review of many other studies is available
in [Mulder et al., 2018].

Other authors also contributed models to describe manual control behaviour for sim-
ulation fidelity assessment. This includes the well-known structural model proposed by
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Hess [1990, 1997]. The structural model is based on the same fundamental principles
behind McRuer’s crossover model, but was developed from a more analytical, rather than
experimental, point of view. It is valid for a class of more realistic (e.g., pursuit rather than
compensatory tracking) tasks and explicitly models the effects of the human central nervous
system, vestibular system and neuromuscular system as well as motion cues on manual
control behaviour. It has been applied in several studies on simulation fidelity [Hess and
Malsbury, 1991; Hess et al., 1993; Hess and Marchesi, 2009; Timson, 2013].

Difficulties in the application of the structural model, however, stem from the fact that the
model parameters must be selected a-priori and are difficult to validate using experimental
data. Another notable example is the adaptive pilot model proposed by Padfield and White
[2005]. This model relates the concept of the τ-coupling guidance strategy [Padfield, 2011;
Padfield et al., 2003] to changes in parameters of a simple pilot model proposed by [Heffley,
1982]. A comprehensive review of several prominent pilot models was performed by Grant
and Schroeder [2010], who conclude that all models can predict pilot behaviour in well-
defined tasks with reasonable accuracy. However, their application to lesser known problem
domains is significantly impaired by the fact that these models rely on prescribed rules in
the selection of their parameters. Currently, behavioural pilot models are either profoundly
difficult to validate or are mostly limited to simplified tracking and disturbance rejection
tasks. Hence, the application of such models for simulation fidelity assessment involving
a much broader range of applications requires a more thorough understanding of human
perception and adaptive control behaviour (see, e.g., [Mulder et al., 2018; Young, 1969]).

1.3. Research framework
This section presents the research frameworkwhich forms the foundation of this dissertation.
First, the state-of-the-art, objective and scope of the project are presented. Subsequently,
the research questions are formulated and, finally, the outline of the thesis is given.

1.3.1. State-of-the-art, objective and scope
State-of-the-art The objective of this thesis cannot be formulated in full without consid-
eration of the state-of-the-art of motion cueing fidelity in helicopter flight simulation. From
Section 1.2.3, it has become evident that many different approaches to address this problem
have been proposed over the years. Perhaps the most significant conclusion that can be
drawn from this survey is the lack of generally accepted quantitativemeans to measure sim-
ulation fidelity. Indeed, in the rotorcraft domain, existing regulatory standards still require
subjective assessment by qualified pilots as their most important means of compliance.

There have been many efforts over the years to introduce more quantitative means
of fidelity evaluation in this process. The introduction of the Objective Motion Cueing
Test (OMCT) in the fixed-wing aircraft domain is a particularly important and promising
example. This is because the OMCT has already been adopted in the ICAO Manual of
Criteria for fixed-wing aircraft [Anonymous, 2009, II-Att F-1]. However, it was designed
for fixed-wing aircraft and thereforemay not be directly applicable to rotorcraft. Moreover, it
considers theMotion Cueing System (MCS) in isolation and overlooks aircraft- and/or pilot-
specific factors. Another promising development, namely that of Maximum Unnoticeable
Added Dynamics (MUAD) or Allowable Error Envelopes (AEEs), addresses the problem of



1.3 Research framework

1

15

aircraftmodel fidelity, but does not explicitly account for the influence of the other simulator
cueing systems (e.g., motion). In fact, it appears from Table 1.2 that no efforts have been
undertaken yet to study the combined effect of the aircraft model and the MCS from the
perspective of objective fidelity.

The more scientifically rigorous approaches to simulation fidelity are perhaps found in
the application of perceptual and behavioural models of the human controller. The most
advanced of these models can account explicitly for the effects of characteristics in both the
aircraft model and the MCS on the perception and action of the human controller. Unfor-
tunately, these models are valid only in strongly simplified tasks involving tracking and/or
disturbance rejection in a limited number of degrees-of-freedom. Similar reservations apply
to concepts like the perception coherence zones between visual and inertial motion stimuli.
While promising, these also have not yet been formalized and have only been validated in
conditions where the human controller is passive.

In conclusion, it seems subjective assessment is to remain the “gold standard” in sim-
ulation fidelity assessment for the foreseeable future, possibly supported by structured
approaches involving, e.g., the use of the Simulator Fidelity Rating (SFR) and Motion Fi-
delity Rating (MFR) scales. Until perceptual and behaviour pilot models have matured,
quantitative tools such as the OMCT or MUAD/AEEs can play a vital role in formulating
accessible and verifiable best practices. Although, for the latter, perhaps a prospective
unifying tool that captures the combined effect of both the flight dynamics model and the
MCS is more suitable.

Objective Based on the established state-of-the-art and in cooperation with the stakehold-
ers involved in this dissertation, the following objective was formulated:

Develop aunifying tool to quantifymotion cueingfidelity in helicopter
flight simulation and evaluate its suitability in realistic applications.

A unifying tool signifies amethodology that captures both the influence of the flight dynamics
model as well as the MCS on motion cueing fidelity. Moreover, the prospective tool should
be applicable to real-word (training) scenarios, or common elements thereof, performed in
moving-base flight simulators.

Scope From the objective, it is clear that this dissertation approachesmotion cueing fidelity
from a quantitative perspective, aiming to capture the combined effect of the flight dynamics
model describing helicopter dynamics and the MCS. This means that the influence of the
(many) other simulator cueing systems will not be considered explicitly in this thesis, i.e.,
they will be used “as is”. The simulators available are the SIMONA Research Simulator
(SRS) and the Desorientation Demonstrator Amst (Desdemona), shown in Figure 1.1.

The thesis is concerned with capturing the main dynamic response characteristics of
helicopters in basic manoeuvering flight. Therefore, in light of the literature reviewed (see
Section 1.2.1), it appears sufficient to initially limit the level of physical detail inherent in
the used helicopter models to the six rigid-body degrees-of-freedom, and to consider rotor
system dynamics as quasi-steady. This is believed to be sufficiently representative for the
elementary manoeuvers considered in this thesis. Extensions to this basic model will also
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be studied briefly in relation to motion cueing fidelity. For the sake of wide applicability,
only conventional helicopters, with one main and one tail rotor are considered.

The specific helicopter types considered are such to, on the one hand, enable verification
of the flight dynamics model(s) used and, on the other hand, be able to evaluate the
prospective tool to be developed in experiments with qualified pilots in realistic manoeuvers.
The Messerschmitt-Bölkow-Blohm Bo-105 helicopter is therefore selected because of the
accessibility of verification data, while the Boeing AH-64 Apache helicopter is used for
the availability of pilots, though limited in quantity, via Desdemona B.V. and the Royal
Netherlands Airforce (RNLAF). The choice for the AH-64 also greatly benefits Desdemona
B.V. as a stakeholder in this dissertation.

With regard to the MCS, the analysis is limited to the consideration of the Motion
Cueing Algorithm (MCA) only. This is because, in modern motion platforms, the effect of
motion cueing hardware is negligible in relation to the effect of the MCA [Stroosma et al.,
2013]. The analysis is furthermore constrained to the Classical Washout Algorithm (CWA),
because it is widely used in industry. While there are many more advanced MCAs (see
Section 1.2.2), these provide no substantial advantages to warrant their increased complexity
in the domain of helicopter flight simulation.

Finally, in order to allow for the evaluation of the prospective tool in realistic applications,
subjectivemetrics are primarily relied upon. These include structured approaches involving,
e.g., the Simulator Fidelity Rating (SFR) orMotion Fidelity Rating (MFR) scales. In support
of these subjective metrics, use will also be made of more quantitative error fidelitymetrics,
such as task performance. The tasks used in the evaluation are based on the Mission Task
Elements (MTEs) documented in ADS-33E [Anonymous, 2000], as they come with clearly
defined performance specifications and are likely familiar to pilots.

1.3.2. Research questions
Using the information presented up to this point, the following research questions can be
formulated:

1 How to model the interaction between the helicopter dynamics and the MCS?
This question is about the development of a methodology to describe the interaction
between the dynamics of the simulated aircraft and the inherent limitations imposed
by the MCS. In order for this methodology to be as general as possible, it is strived for
themethod to be independent of the specific task or aircraft simulated. To gain insights
in how such a method should be applied, a thorough understanding of helicopter and
MCS dynamics is required. A substantial portion of this thesis is therefore dedicated
to developing this knowledge.
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2 What aspects of helicopter dynamics can the MCS feasibly reproduce?
After having established a means to study the combined effect of the simulated he-
licopter and MCS dynamics, the next step is to develop knowledge regarding the
capabilities of MCSs to feasibly reproduce the helicopter dynamics in the simulator.
Insights may furthermore be gained regarding favourable MCA configurations. Ther-
after, the flight dynamics model can be extended with more advanced rotor system
dynamics. This will lead to an initial understanding of enhanced model fidelity in
relation to the capabilities of the MCSs.

3 What aspects of helicopter dynamics reproduced by the MCS are most valued
by pilots?
At this point, a number of generic guidelines or hypotheses should be available regard-
ing possible variations of parameters in theMCA in relation to aspects of the helicopter
dynamics to be simulated. The next step is to validate these guidelines or hypotheses
by conducting pilot-in-the-loop experiments in both the SRS and Desdemona for a
selected number of realistic flight tasks. A combination of quantitative and qualitative
(i.e., subjective) metrics can be employed to evaluate motion cueing fidelity from the
perspective of the pilot.

1.3.3. Thesis outline
Based on the three research questions, a thesis outline can be constructed. This outline
is illustrated in Figure 1.4 and shows the contribution of each chapter to the formulated
research questions as well as the relation between individual chapters.

Figure 1.4: Relation between thesis chapters and
research questions.

In Chapter 2, subjective assessment
of simulation fidelity in helicopter flight
simulation is addressed through a pilot-
in-the-loop experiment conducted on the
Desdemona simulator. Of specific interest
is the sensitivity of SFR and MFR scale
ratings when both the aircraft model and
the MCA are modified. The knowledge
gained in this chapter contributes to Re-
search Question 3 and is used in Chapter
6.

Chapter 3 studies the utility of the
OMCT for application in the rotorcraft do-
main. It includes a sensitivity analysis of
the test in its current form and proposes
helicopter-specific modifications based on
both simulated as well as experimental
data gathered from a pilot-in-the-loop ex-
periment on the SRS. This chapter con-
tributes to Research Question 1 and mo-
tivates the existence of Chapter 5.
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In 4, knowledge on helicopter flight dynamics is refined using a newly developed model
named Draftsim. Draftsim is a six-dof nonlinear helicopter model developed specifically for
real-time, pilot-in-the-loop, simulation. It is used to conduct an in-depth study on helicopter
flight dynamics from a number of different perspectives. This chapter exemplifies themodal
domain as a novel perspective to study the characteristics of linear helicopter dynamics. It
thereby strongly relates to Research Question 1 and forms the foundation of the contents
in Chapter 5.

Chapter 5 presents a new perspective on the motion cueing fidelity problem in helicopter
flight simulation by analytically coupling the linearized helicopter and MCA dynamics.
The application of modal analysis to this coupled system leads to a novel method, named
Eigenmode distortion (EMD), capable of quantifying the MCA-induced distortion of the
vehicle dynamics as perceived by the human controller. It thereby contributes to Research
Question 1 and is the basis for Chapter 6.

In Chapter 6, the EMD method is evaluated on its utility in the assessment of motion
cueing fidelity. To this end, a number of representative pilot-in-the-loop experiments are
conducted on both the SRS and Desdemona simulators. The chapter thereby aims to answer
Research Questions 2 and 3 .

Finally, Chapter 7 concludes the dissertation. The main findings are summarized and
answers to the three research questions are formulated. It also reflects on the extent to
which the objective of the dissertation has been attained and presents several opportunities
for future research involving Eigenmode distortion.
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The use of pilot ratings in

helicopter flight simulation

Many components in a modern full-flight flight simulator interact to produce a realistic flight
environment to pilots. Often these interactions, and especially their effect on simulation
fidelity from the perspective of the human operator, are poorly understood. As a result,
experienced evaluation pilots remain extensively involved in both the development of as
well as the acceptance of the flight simulator as a whole. However, the ability of pilots to
distinguish between the effects of simultaneous changes introduced in different simulator
components during this process remains largely unknown.

This chapter investigates the effectiveness of state-of-the-art subjective evaluation tools
proposed for flight simulation fidelity assessment, when both the Motion Cueing Algorithm
and mathematical vehicle model are varied. The chapter is structured as follows. First,
background information on the most prominent subjective fidelity assessment tools is pro-
vided in Section 2.1. Then, the design of an experiment performed on the Desorientation
Demonstrator Amst (Desdemona) simulator aimed at evaluating the effectiveness of these
tools is presented in Section 2.2. The results from this experiment are documented and
discussed in Sections 2.3 and 2.4, respectively. The chapter is concluded in Section 2.5.

The contents of this chapter have been published in: Miletović, I. et al, The Use of Pilot Ratings in Rotorcraft
Flight Simulation Fidelity Assessment, Proceedings of the AHS 73d Annual Forum, Fort Worth (TX), 2017.
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2.1. Subjective fidelity assessment
While there have been studies into objective motion tuning and evaluation methodologies,
e.g., [Jones, 2016; Reardon et al., 2014], the general consensus seems to be that subjectively
tuned motion is often preferred by pilots. In addition to subjective tuning of the MCA,
artificial or engineering tuning of the flight model is often also required to match its
response to flight test data as demanded by regulations [Pavel et al., 2013b]. In case of
rotorcraft, it was shown that this process can produce handling qualities of the flight model
that differ significantly from those of the reference aircraft [Pavel et al., 2013b]. With both
the mathematical vehicle model and the MCA subject to tuning and having an influence on
simulation fidelity, it is of interest to study the relationship between these two components.
Their interaction can lead to deficiencies present in either to influence the perceived fidelity
of the other [Reardon et al., 2014]. It is therefore important to investigate the sensitivity and
effectiveness of state-of-the-art subjective fidelity assessment tools in the presence of such
complex interactions.

To support the process of subjective simulation fidelity assessment and enhancement,
many rating scales have been proposed in the literature over the years. A prominent
example is the well-known Cooper-Harper HQ Rating (CHR) scale [Cooper and Harper,
1969]. Drawing from experience in aircraft handling qualities, the application of HQRs for
simulation fidelity assessment are actively applied and researched. For example,Mitchell
et al. [1992] first applied the well-known Cooper-Harper scale to assess the effects of
simulator motion system properties and time delays on perceived rotorcraft flying qualities.
Later, HQRs were also used for the assessment of helicopter flight simulation fidelity, e.g.,
[Schroeder, 1999]. However, it is important to emphasize that the Cooper-Harper HQR
scale was not originally intended to be applied for evaluation of flight simulation fidelity.
This is because assessing the fidelity of flight simulators is fundamentally different from
assessing the performance and HQs of real aircraft. The purpose of flight simulators is to
reproduce, as accurately as required and physically possible, the flying characteristics of the
modelled aircraft, including any specific deficiencies in HQs. That is, while the Cooper-
Harper HQR scale provides an absolute measure of aircraft HQs, a measure relative to the
baseline aircraft is actually desired. Simply matching Cooper-Harper HQRs between actual
and simulated flight therefore cannot guarantee that simulation fidelity is satisfactory. After
all, two different aircraft with similar HQs may still possess distinct dynamic characteristics
and may therefore require vastly different control strategies from pilots [Perfect et al., 2014].

To address these issues, the Simulator Fidelity Rating (SFR) scale [Perfect et al., 2014;
Timson, 2013] was developed more recently. The SFR scale aims to capture the relative
difference in adopted control strategy between actual and simulated flight to achieve a
prescribed level of desired or adequate task performance (see Figure 2.1). The SFR scale
was applied independently by Beard et al. [2013]; Reardon et al. [2014] and although only
based on evaluations collected from experiments performed by a relatively small number
of test pilots, the scale appeared consistent. Though it can be argued that the SFR scale is
an improvement over the CHR scale for flight simulator fidelity assessment, it does lack its
well-established level of maturity as well as its level of familiarity and acceptance within
the aeronautical community. Also, it lacks a specification of accompanying objective task
performance criteria, but instead relies on attained task performance relative to the baseline
aircraft. Moreover, it remains questionable to what extent pilots are able to recognize and
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Figure 2.1: SFR scale [Perfect et al., 2014].
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quantify required adaptions in their control strategy with respect to an established baseline
vehicle. Recommended means to enhance the applicability of the SFR scale in capturing
simulator fidelity include minimizing the timespan between experiment trials in the actual
aircraft and in the simulator as well as using highly experienced pilots for the specific type
of aircraft simulated [Perfect et al., 2014].

A rating scale that is closely related to the SFR scale is the MFR scale [Hodge et al.,
2015a], shown in Figure 2.2. It was proposed as an alternative to the more crude MFR scale
developed and applied by Sinacori [1977] and Schroeder [1999]. It bears more resemblance
to the CHR and SFR scales. Like the SFR scale, the MFR scale asks pilots to quantify
fidelity, in this case specifically motion fidelity, with respect to the actual aircraft. Pilots
are furthermore expected to express to what extent the available motion cues contribute
towards attaining the specified task performance and can highlight specific deficiencies
using the letter abbreviations as shown in the lower part of Figure 2.2. The MFR scale was
successfully applied in conjunction with the CHR scale to quantify pilot opinion in recent
studies [Hodge et al., 2015a,b]. In these studies, the performance of two different MCAs
for application to a small motion-base flight simulator in a low-speed helicopter flying task
were investigated. Two test pilots provided MFR scale ratings that appeared to be in good
agreement.

Figure 2.2: MFR scale [Hodge et al., 2015a].
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As stated in the first paragraph of this section, however, the question remains to what
extent regular operational pilots are able to differentiate between the influence on perceived
fidelity of core components of the simulated environment based on such rating scales.
For one, while the SFR and MFR scales were developed primarily for application with
expert pilots, a sufficiently large sample size of such pilots may not always be available
for simulation fidelity assessment studies. Also, while recent studies have shown that
various crucial elements in the simulated flight environment have significant effects on task
performance, control activity and perceived fidelity in terms of awarded fidelity ratings (e.g,
[Hodge et al., 2015a; Nieuwenhuizen et al., 2009; Reardon et al., 2014; Wiskemann et al.,
2014]), a poorly addressed issue is the ability of pilots to distinguish between the relative
contributions of each of these elements. For example, Reardon et al. [2014] provides
some anecdotal evidence that pilots may confuse deficiencies in motion cues with degraded
rotorcraft HQs. Figure 2.3 depicts this problem from the point of the pilot. In this figure,
the pilot is assumed to perform an arbitrary manual control task in a simulator. It becomes
evident that the equivalent system perceived by the pilot is the aggregate of the helicopter
model and the MCA. After all, motion cues from the helicopter model cannot be directly
represented by the simulator due to physical constraints. Hence, pilots must rely on the
actual motion feedback provided by the simulator.

Helicopter
model MCAPilot

Desired motion feedback

Actual motion feedback

Equivalent system 

Task

Figure 2.3: Schematic of a manual control task in a motion simulator.

In subjective tuning and assessment of simulator motion and/or the flight model, sit-
uations could therefore arise where perceived issues in either of the two components is
addressed in the other and vice-versa. This, in turn, could cause actual deficiencies in
one subsystem to be masked, or worse, aggravated by the changes inadvertently applied in
another subsystem. To investigate this issue, a pilot-in-the-loop experiment on the Desori-
entation Demonstrator Amst (Desdemona) simulator in Soesterberg, The Netherlands, was
performed. The next section discusses the experiment design.
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2.2. Rating scale evaluation experiment
The primary purpose of the experiment proposed in this chapter is the assessment of two
subjective fidelity assessment tools, namely the SFR and MFR scales, as suitable indicators
of simulation fidelity. To this end, two core components of the simulated environment
are varied in the proposed experiment, namely the rotorcraft model and Motion Cueing
Algorithm (MCA).

To gain more insight in the use of rating scales to assess flight simulation fidelity
assessment in the presence of varying combinations of rotorcraft dynamics and motion,
an experiment with a design as outlined in Table 2.1 was conducted. In the experiment,
operational helicopter pilots were asked to perform a task in a simulated flight environment
with physical motion. The task, the simulator platform and the pilot population were kept
constant throughout the experiment.

Table 2.1: Independent, dependent and controlled experimental variables.

Independent variables Dependent measures Controlled variables
Rotorcraft dynamics Pilot rating Simulator platform
MCA configuration Task performance Flight task
Rating scale Pilot population

Three different experimental variables were varied in the experiment: the rotorcraft
dynamics (i.e., the flight model), the MCA configuration and, finally, the rating scale used.
This design differs from that of previous experiments, where the type of rating scale(s) used
is most commonly kept constant. In the proposed experiment, the rating scale used is also
varied in a within-subjects fashion. The following sections elaborate on the experiment
design details.

2.2.1. Controlled variables
Apparatus The experiment was conducted on the Desdemona simulator (see Figure 2.4)
located in Soesterberg, the Netherlands [de Graaf et al., 2002]. The simulator comprises
a cabin that is suspended in a three dof gimbal with a continuous range of motion around
all axes. The gimballed cabin, in turn, is mounted on a short vertical track to provide a
translational degree of freedom, 1.5 meters in length. A second translational degree of
freedom is provided by a longer horizontal track, 8 meters in length. Finally the horizontal
track is connected to a large central pivot in order to provide an additional centrifugal
dof with a continuous range of motion. This yields a total of six dof of motion. This
innovative configuration has a considerably larger workspace than conventional Stewart
platform motion bases and can reproduce sustained and large magnitude accelerations of up
to three times the gravitational acceleration in centrifuge mode.

Pilot population The four pilots that participated in the experiment were operational AH–
64 Apache pilots from the RNLAF and the US Army who had received prior training in the
Desdemona simulator. None of the participating pilots had any prior experience with flight
testing or the use of rating scales in an experimental setting. One of the participating pilots
is an AH–64 flight instructor in the RNLAF.
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Figure 2.4: The Desdemona simulator at TNO/Desdemona B.V. in Soesterberg, The Netherlands
[de Graaf et al., 2002].

Flight task The flight task considered in this experiment is a lateral reposition maneuver
over a distance of 400 ft, with corresponding task performance specifications as stipulated
in ADS–33E [Anonymous, 2000]:

"Start in a stabilized hover at 35 ft wheel height (or no greater than 35 ft
external load height) with the longitudinal axis of the rotorcraft oriented 90
degrees to a reference line marked on the ground. Initiate a lateral acceleration
to approximately 35 knots groundspeed followed by a deceleration to laterally
reposition the rotorcraft in a stabilized hover 400 ft down the course within a
specified time [18s desired, 22s adequate]. The acceleration and deceleration
phases shall be accomplished as single smooth maneuvers. The rotorcraft
must be brought to within ±10 ft of the endpoint during the deceleration,
terminating in a stable hover within this band. Overshooting is permitted
during the deceleration, but will show up as a time penalty when the pilot
moves back within ±10 ft of the endpoint. The maneuver is complete when a
stabilized hover is achieved."

The selected task is also similar to those used in recent studies [Hodge et al., 2015b;
Nieuwenhuizen et al., 2009; Wiskemann et al., 2014]. In the current work, however, the
lateral reposition was preferred over the more aggressive sidestep maneuver. This is because
it was expected that the participating pilots would have more exposure to basic maneuvers
performed with moderate levels of agility. Moreover, it was anticipated that a maneuver
with a less demanding level of agility would be more suitable in combination with the
linear rotorcraft model used. Figure 2.5 shows an impression of the task setup in the visual
environment of Desdemona.
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Figure 2.5: Overview of lateral reposition task in Desdemona.

2.2.2. Independent variables
Rotorcraft dynamics In the current experiment, a simplified lateral position control task
is performed. For the controlled dynamics, the altitude, pitch and heading were fixed, so the
only dofs controlled by pilots were roll and, consequently, sway. The roll-sway dynamics of
rotorcraft in this case can be approximated by a linear function of roll damping and control
power [Nieuwenhuizen et al., 2009; Padfield, 2007]:

Üφ = Lp p + Lδ δ

Üy = g φ + Yv v
(2.1)

The roll damping Lp is a measure of the tendency of the rotorcraft to counteract a rolling
moment, while the control power Lδ determines the instantaneous angular acceleration for
a given lateral cyclic input. The smaller the absolute value of Lp and the larger Lδ , the more
agile the rotorcraft’s roll response for a given control input. Consequently, these parameters
fully characterize the roll dynamics and their direct manipulation can therefore be used to
artificially degrade HQs. A similar model was also used in recent experiments, e.g., [Hodge
et al., 2015b; Nieuwenhuizen et al., 2009; Wiskemann et al., 2014]. In contrast to these
previous experiments, however, the effect of lateral drag (through Yv) is included here. This
was done after preliminary evaluations with pilots, in which it became apparent that the task
could otherwise not be completed with adequate performance.

The primary reason for selecting this simple model is that its fidelity is considered
sufficient for the purposes of the current experiment, where only relative changes in the
fidelity of the overall simulated flight is of lesser importance in this case, as long as it is
representative for both environment are of interest. The absolute fidelity of the baseline
model the task and the pilot population of interest. The stability derivatives Lp and Yv that
appear in Equation (2.1) were chosen such to represent the AH–64 and originate from flight
test data as documented in Hossein Mansur [1995]. The values for these parameters are
-1.828 s−1 and -0.2788 s−1, respectively. The control power Lδ was also determined from
preliminary pilot evaluations and was assigned a value of 1.5 s−2. Rotorcraft dynamics were
varied by diminishing the roll subsidence Lp , thereby enabling greater agility in roll at the
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cost of degraded handling qualities. Two conditions were selected, one with the original
value for Lp (-1.828 s−1) and one in which the magnitude of Lp was reduced by half to a
value of –0.914 s−1.

MCA configuration The motion system kinematics of the Desdemona simulator allow
for various potential motion cueing strategies in support of the lateral reposition maneuvre
considered in the current experiment [Wentink et al., 2005]. However, it was chosen to
simplify the motion cueing strategy applied significantly by only presenting motion in roll.
The reason for this is twofold. First, for the purpose of the current experiment, it is sufficient
to offer two conditions of motion that, objectively, are significantly different in terms of their
fidelity level. By presenting a motion condition with relatively good fidelity roll motion
and one in which the roll motion fidelity is significantly degraded, this premise is already
satisfied. Even though the simulator allows for both motion conditions to be extended with
sway, this would introduce complexities that are deemed unnecessary for the objective of
the current experiment. Moreover, recent research has demonstrated a strong tendency for
roll to dominate perceived fidelity in lateral helicopter maneuvering [Hodge et al., 2015a;
Wiskemann et al., 2014]. This is true especially for large phase distortions induced in the
roll channel.

For the current experiment, two motion conditions similar to those evaluated in [Wiske-
mann et al., 2014] will be considered. The roll angle, for both cases, will therefore be
filtered using a washout filter of second-order:

Hφ(s) = Kφ
s2

s2 + 2 ζ ωφ + ω2
φ

(2.2)

The two MCA configurations used differ mainly in the amount of phase distortion
incurred by the washout filter. The break-frequency ωφ of the baseline configuration was
chosen such to incur a phase lead of 30 degrees (ωφ = 0.36 rad/s ) at 1 rad/s, while the break-
frequency for the second configuration was increased such to incur 60 degrees (ωφ = 0.67
rad/s ) of phase lead. This is similar to the conditions investigated in [Wiskemann et al.,
2014]. The scaling gain Kφ of both filters was chosen sub-unity, with a value of 0.6 for the
baseline configuration and a value of 0.9 for the degraded configuration. The higher gain
for the degraded configuration was chosen such to compensate for the larger attenuation at
lower frequencies.

Finally, note that the degraded configuration, with a stronger washout effect (i.e., larger
phase lead at 1 rad/s), also has an advantage over the baseline configuration used. Namely,
the gravity-induced false specific force cues, due to cabin roll in the absence of lateral cabin
motion (i.e., sway), are lower in the degraded configuration. However, as stated in the
previous paragraphs, it is assumed that the degree of phase distortion in roll dominates the
perceived motion fidelity.

2.2.3. Dependent measures
As mentioned in Section 2.2.2, the type of rating scale used is treated as an independent
experimental variable. This means that any variation in the type of rating scale used
constitutes a separate experimental condition. The foreseen advantage of treating the rating
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scale as such is that this prevents pilots from consciously, or subconsciously, striving for
consistency in awarded ratings from the two scales for each presented combination of
rotorcraft dynamics and MCA configuration. In this experiment, two rating scales were
used: the SFR scale (see Figure 2.1) and the MFR scale (see Figure 2.2). The ratings
awarded by the participating pilots using these scales constitute the primary dependent
measure collected during the experiment. Given that task performance, here in the form
of maneuver execution time, is also a determining factor in both of the rating scales used,
measured task performance was also recorded as a dependent measure.

2.2.4. Execution
With two configurations of rotorcraft dynamics, two MCA configurations and two rating
scales, the total number of experimental conditions equals eight. The eight conditions were
distributed over the four pilots according to a Latin square design (see Table 2.2). In the
table, the conditions are designated by a letter (‘b’ for baseline or ‘d’ for degraded) signifying
the rotorcraft dynamics, followed by a number (30 or 60) signifying the motion filter used
and, finally, another letter (‘s’ for SFR or ‘m’ for MFR) signifying the rating scale used.

Table 2.2: Division of experimental conditions over the four subjects.

Pilot Conditions
1 b30s d60m d30s d30m b30m d60s b60s b60m
2 b60m b60s d60m b30s d30s b30m d30m d60s
3 d60s d30m b60s b60m d60m d30s b30s b30m
4 d30m d30s b30m b60s d60s b60m d60m b30s

Prior to the start of the experiment, the pilots were briefed andwere given the opportunity
to familiarize themselves with the rotorcraft dynamics and task. In the briefing, pilots were
introduced to the two rating scales used in the experiment as follows:

“For the SFR scale, the possible ratings pertain to the attained task perfor-
mance and the control strategy that was applied. The less these differ from
the attainable performance and control strategy in the actual aircraft, the better
(that is, lower) should be the awarded rating. For the MFR scale the same
applies, however, here the possible ratings pertain to the extent to which motion
has contributed to attaining the specified performance requirements. The MFR
scale also includes indicators that allow you to communicate several specific
motion cueing deficiencies you may have perceived. You are encouraged to
make use of these indicators, although it is not explicitly required from you in
the experiment.”

In addition to the briefing, the pilots were also given the opportunity to familiarize
themselves with the specific terminology used in the rating scales prior to the start of the
experiment. Other than these minor guidelines, pilots were granted the freedom to interpret
the rating scales in any way they deemed appropriate. With regard to task execution, pilots
were instructed to perform the maneuver in one fluent motion and to strive for optimal task
performance in every trial.
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During familiarization, pilots were allowed to perform trial runs of the task only with
the baseline configuration. This was done so as to minimize the risk that pilots would learn
about the specific changes to be introduced in the simulated environment prior to the actual
experiment (e.g., by means of “probing”). This could inadvertently influence the awarded
pilot ratings. The trial runs were repeated until the subject attained at least adequate task
performance, for at least two or three times, and the subject felt confident that adequate
performance could be maintained.

In the actual experiment, pilots were given the opportunity to repeat the maneuver
three consecutive times for each experimental condition before being asked to award a
rating according to the specified rating scale. This was done so as to limit within-subject
variability. The pilots were told which rating scale to use after completion of the task. In
case of doubt, inability, or other extraordinary discrepancies noticed during the first three
runs, pilots were allowed to repeat themaneuver more often. On average, pilots required four
repetitions of the task before a rating could be formulated. Task performance (i.e., maneuver
execution time) was measured manually using a stopwatch. Any further comments provided
by pilots during the experiment were recorded.

2.2.5. Hypotheses
The current experiment was performed so that a better judgment can be formed regarding
the use of subjective fidelity metrics as part of flight simulation fidelity assessment studies.
Specifically, the central premise that was tested is the ability of pilots to distinguish degra-
dation of motion fidelity from degradation of rotorcraft HQs. Therefore, it is of interest to
establish the extent to which SFR and MFR ratings vary with different combinations of ro-
torcraft dynamics and the MCA. Ideally, pilots are able to distinguish between the influence
of both subsystems based on ratings awarded from the SFR and MFR scales. Therefore, the
following hypotheses can be formulated:

1. SFR and MFR ratings will degrade as bothmotion cueing fidelity and rotorcraft
HQs are degraded from the baseline condition. Degraded motion cueing fidelity
and rotorcraft HQs are assumed to have a degrading effect on perceived fidelity when
compared to the baseline condition. SFR scale ratings are expected to diminish as
a result of increased pilot workload, following a degradation of task performance
and an expected adaptation of the task strategy. MFR ratings will diminish because
the degraded motion cues are expected to no longer contribute to enhanced task
performance.

2. Degraded rotorcraft HQs combined with baselinemotion cueing fidelity will only
result in improved MFR ratings as compared to a condition with both degraded
rotorcraft HQs and motion cueing fidelity. Degrading only rotorcraft HQs, while
not degrading motion cueing fidelity, is expected to result in a degradation of SFR
scale ratings. Degraded rotorcraft HQs are expected to result in a significant control
strategy adaptation when compared to the baseline condition. The baseline MCA
configuration may still contribute to enhanced task performance. In this case, motion
may still help the pilot to generate sufficient lead [Wiskemann et al., 2014]. Hence,
this hypothesis effectively stipulates that the MFR scale is not sensitive to changes
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in rotorcraft model fidelity and therefore enables pilots to reliably express problems
with motion cueing fidelity.

3. Degraded motion cueing fidelity combined with baseline rotorcraft dynamics
will only result in improved SFR ratings as compared to a condition with both
degraded rotorcraft HQs and motion cueing fidelity. Similar to the condition with
both degraded rotorcraft HQs and motion, degrading only motion cueing fidelity is
expected to result in diminished MFR scale ratings. In both conditions, motion is not
expected to contribute to enhanced task performance.
In this condition, it is hypothesized that pilots will attempt to actively ignore motion
cues and rely mostly on the available visual cues to optimize task performance. This
strategy results in a larger effective time delay of the pilot and therefore in a lower
task performance and/or adaptation of the task strategy. Consequently, SFR scale
ratings are also expected to diminish but, since motion is the dominant deficiency in
this condition, not as strongly as for the condition with both degraded motion cueing
fidelity and degraded rotorcraft HQs.

2.3. Experiment results
As explained in the previous section, the primary dependent measures of the experiment
are pilot ratings and task performance. To aid in the assessment of the latter, manoeuvre
phase portraits showing the vehicle lateral velocity as a function of distance travelled are
used. The manoeuvre phase portraits provide valuable insight of the applied task strategy
and are therefore presented and discussed first in Section 2.3.1. Pilot ratings and task
performance measures in the form of manoeuvre completion times are subsequently covered
in Section 2.3.2. Finally, a brief discussion of the pilot comments given in support of the
awarded pilot ratings is given in Section 2.3.3.

2.3.1. Maneuver phase portraits
The primary experiment results collected are pilot ratings and measured task performance.
However, during the experiment, pilot control inputs and rotorcraft states were recorded
as well. Based on the latter, so-called phase portraits [Wiskemann et al., 2014] of the
task executed by the pilots were constructed. Phase portraits depict the rotorcraft speed as
a function of travelled distance and provide an indication of the amount of variability in
applied task strategy between subjects and experimental conditions. Figure 2.6 shows such
phase portraits for the trial numbers associated with the best attained task performances per
subject and condition. The trial numbers and the associated task performances are selected
as a reference because they are assumed to be the most dominant criterium upon which
pilots base the awarded ratings for a given condition. The vertical lines shown in the figure
designate the target region.

Several observations can be made from Figure 2.6. It can be seen that most subjects
adopted notably different task strategies across the experimental conditions presented. Sub-
ject 4 seemed to adopt the least aggressive strategy of all participants, while the phase
portraits of this subject also show the least variation over experimental conditions. Con-
versely, the other subjects appear to adopt a more aggressive strategy and also exhibit more
variation in the resulting phase portraits. More variability in the task trajectories between
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experimental conditions and subjects also means that excitation levels of the rotorcraft
dynamics and, consequently, motion will strongly vary between subjects and conditions.
These differences can have a strong effect on awarded pilot ratings. In the following sections,
the experimental results in terms of pilot ratings and task performance are presented. In
addition, a detailed review of the most important pilot comments will be given.

Figure 2.6: Phase portraits for each experimental condition and subject.
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2.3.2. Ratings and task performance
The awarded pilot ratings, together with the corresponding task performances attained, are
shown in Figure 2.7 and Figure 2.8 for the SFR and MFR scales, respectively. Note that, as
explained previously, only best attained task performances are considered. Both individual
results for each subject as well as the overall trends (using the median ratings) and spread
calculated from the results corresponding to the first three subjects are shown. The results
corresponding to Subject 4 were not taken into account in the overall trends and spread of
the results because of the strongly differing task strategy applied by this subject. Several
interesting remarks about the results can be made.
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Figure 2.7: SFR ratings (left) and corresponding task performances (right).
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Figure 2.8: MFR ratings (left) and corresponding task performances (right).

First, it can be seen that the overall SFR and MFR ratings awarded for the condition
with baseline dynamics and with a motion filter that incurred the least amount of phase
distortion (b30) are very different. The same is true for the condition with only degraded
rotorcraft dynamics (d30). Also, while subjects evidently disliked the condition with both
degraded dynamics and motion most (d60), degrading either dynamics (b→d) or motion
(30→60) produced less consistent results. Subjects favoured the condition with only de-
graded dynamics according to the SFR scale, while according to theMFR scale, the baseline
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condition (b30) is preferred. This shows the apparent difficulty in separating the influence
of rotorcraft dynamics and MCA configuration on perceived motion fidelity.

Another interesting observation can be made regarding the relation between awarded
ratings and adopted task strategy. Figure 2.6 showed that Subject 4 adopted a relatively low-
gain task strategy as compared to the other subjects. At the same time, however, the ratings
awarded by this subject are in general more favourable for each experimental condition than
those awarded by the other three subjects. This observation signifies that variability in the
adopted task strategy, in terms of the excitation level of rotorcraft dynamics and motion,
may indeed lead to large differences in perceived simulation fidelity.

In terms of the stipulated hypotheses, the following concluding remarks about the overall
results can be made:

1. For the case of the SFR scale ratings, the baseline condition (b30s) was the second-
worst rated, where degrading either motion (b60s) or rotorcraft dynamics (d30s)
resulted in a better rating. Only both degradedmotion and degraded handling qualities
(d60s) result in a worse rating when compared to baseline. For the MFR scale ratings,
the baseline was the best rated condition. Degrading either motion (b60m) or handling
qualities (d30m) resulted in worst ratings, while degrading both motion and handling
qualities (d60m) resulted in the worst rating. As such, the first hypothesis can be
confirmed, in that both SFR andMFR ratings degrade when both motion and handling
qualities are degraded.

2. The results indicate that the conditionwith only degraded rotorcraft dynamics received
both improved SFR and MFR ratings, the improvement in the SFR ratings appearing
stronger than the improvement in MFR ratings. Thus, subjects actually preferred
the condition with degraded rotorcraft dynamics and therefore the second hypothesis
must be rejected.

3. As compared to a condition with both degraded motion fidelity and rotorcraft dy-
namics, a slight improvement in both SFR and MFR ratings was observed for the
condition with only degraded motion. In addition, it can be seen that both SFR and
MFR ratings improved by approximately the same degree. A stronger degradation
of MFR ratings as compared to SFR ratings could not be observed and therefore the
third hypothesis is also rejected.

In summary, it seems pilots are indeed sensitive to changes in rotorcraft dynamics and
changes in the configuration of the MCA. However, attempts to separate the contributions
of rotorcraft HQs and MCA configuration on perceived fidelity, using the SFR and MFR
scales, proved unsuccessful.

2.3.3. Pilot comments
During the experiment, the pilots were encouraged to support their awarded ratings with
comments. An extensive report of the individual pilot comments can be found in Ap-
pendix D. Here, the main findings are summarized.

The overall trends observed from the comments are that subjects seem to adequately
perceive and communicate the deficiencies pertaining to rotorcraft dynamics (e.g., lateral
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damping, high inertia, sluggish, etc.) and motion (e.g., lag, latency, overshoot, etc.). At the
same time, however, it is also observed that the subjects sometimes pointed out deficiencies
in motion, while in fact only rotorcraft dynamics were modified. This is in agreement with
the trends found in the awarded SFR and MFR ratings. Nonetheless, some pilot comments
also seem to contradict the awarded ratings at times. For example, one subject noted that
no change in task strategy was perceived when transitioning between two conditions, but
awarded different SFR ratings for the two conditions nonetheless. Similarly, another subject
assigned ratings to conditions that suggest no particular deficiencies were perceived, while
the subject’s comments suggest otherwise.

2.4. Discussion
The results presented in preceding sections give rise to several interesting observations.
From inspection of phase portraits (see Figure 2.6), it seems that the subjects’ task strategy
varies strongly across the different experimental conditions presented. In particular, the
aggressiveness and agility with which the task is completed is a measure of the observed
variety in the corresponding maneuver phase portraits. The more mild the task strategy of
the subject, the lesser the observed variety in the phase portraits.

Based on the awarded pilot ratings, it appears that the subjects are able to discern strong
degradations in the simulated environment. In particular, conditions with both degraded
rotorcraft dynamics and motion were rated worst overall with both rating scales used, as
hypothesized. On the other hand, conditions in which only one of the two simulation
characteristics was degraded produced inconclusive results. It seems pilots preferred the
condition with only degraded rotorcraft dynamics in terms of the SFR scale, while preferring
the baseline condition in terms of the MFR scale. The former result, however, can be
explained based on pilot comments. These indicate that pilots generally perceived the
lateral drag of the rotorcraft to be too strong. The more agile characteristics of the rotorcraft
in the condition with only degraded dynamics is thought to somewhat alleviate the sluggish
characteristics of the rotorcraft in the baseline condition. The fact that the condition
with degraded dynamics is rated worse than baseline in terms of the MFR scale shows
the difficulty in separating the influence of rotorcraft dynamics and MCA settings when
assessing motion fidelity. An explanation for this difficulty can be sought in the apparently
ambiguous interpretation of what constitutes “good” motion cues. On the one hand, motion
cues help the pilot to recognize deficiencies in rotorcraft HQs, thereby serving as a “window”
to actual flight. Therefore, poor motion cues could also mask deficiencies in rotorcraft HQs.
On the other hand, even poor motion cues in the presence of deficiencies in rotorcraft HQs
could provide valuable feedback to the pilot and may therefore be perceived as beneficial to
task performance.

The collected pilot comments also contribute to a better understanding of the subjects’
perception of the deficiencies introduced in the simulated environment. In general, the par-
ticipating pilots were able to provide valuable feedback regarding the specific deficiencies
introduced in the simulated environment. However, these deficiencies in some conditions
were attributed to the wrong component (e.g., simulator motion instead of rotorcraft dy-
namic model). Also, several conditions with inconsistencies between comments and ratings
were identified. In the current experiment, pilots were deliberately unchallenged in for-
mulating their ratings and comments regarding the fidelity of the simulated environment.
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In future experiments, one could consider challenging pilot ratings and comments in case
inconsistencies are observed, thereby allowing a potentially more balanced opinion to be
formulated. This should be undertaken with caution, however, in such a way as to not
introduce observer bias in the results.

In the awarded pilot ratings, a strong between-subjects variation was also observed. For
example, the baseline condition was both the best and the worst appreciated condition when
inspecting the ratings on a per-subject basis. Also, one subject who adopted a relatively
mild task strategy awarded significantly more favourable ratings than the remaining subjects
who adopted a more aggressive task strategy. This shows that possibly a relation between
the rotorcraft dynamics on the one hand and task performance specifications on the other
hand exists. Task performance criteria that force pilots to adopt a more aggressive task
strategy, thereby “pushing” the rotorcraft model up to and beyond its region of validity are
likely to result in generally poor fidelity ratings. To obtain meaningful results, it is therefore
crucial to take this intricate relationship into account in the design of future experiments
for simulation fidelity assessment studies. This could mean that equivalent ADS–33E task
performance criteria have to be defined for simulator-based experiments, taking into account
rotorcraft model and simulator centred limitations (e.g., visual and motion). On the other
hand, once such criteria are defined, it is important to enforce them during experiments by
motivating subjects to adopt a more aggressive, or less aggressive strategy, based on their
attained task performance.

Even though pilots were given the opportunity to repeat the maneuver multiple times
in each experimental condition, no repeated trials of the experimental conditions were
performed. This means that it was not possible to evaluate within-subject consistency in
the awarded ratings per condition. Naturally, it is also of interest to repeat the experi-
ment outlined in the current work with a larger number of pilots and, possibly, for more
comprehensive configurations of the rotorcraft dynamics and MCA.

2.5. Conclusion
Subjective evaluationsmade by qualified pilots remain the primarymeans for the certification
of flight simulators. The aim of the study documented in this chapter was to assess the
effectiveness of two prominent subjective metrics, the Simulator Fidelity Rating (SFR) and
Motion Fidelity Rating (MFR) scales, as indicators of flight simulation fidelity. Of particular
interest was the ability of operational pilots to use these metrics to distinguish between the
effects of changes in the flight model and/or the Motion Cueing Algorithm (MCA).

The obtained results have exposed several interesting findings. For example, there is
some evidence that changes in SFR and MFR ratings are inconsistent between the experi-
mental conditions evaluated. Also, while the participating pilots seemed able to recognize
a large degradation in both rotorcraft dynamics and motion, degrading either one of these
characteristics yielded less conclusive results. Finally, a strong relation between the adopted
task strategy and awarded ratings was identified, where a less aggressive task strategy was
found to result in more favourable ratings.

In conclusion, many caveats exist in the application of subjective metrics for the as-
sessment of flight simulation fidelity were exposed. Nonetheless, to maximize the utility
of subjective metrics, it seems beneficial to limit modifications to a single simulator com-
ponent when conducting fidelity assessment studies. Also, close attention must be paid
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to task performance specifications in relation to the applied pilot strategy as well as flight
model and simulator centred limitations. These findings are valuable for later chapters of
the thesis, where subjective metrics will be used extensively to evaluate the relative merit of
different motion cueing strategies.



3
Tailoring the Objective Motion

Cueing Test to rotorcraft

In Chapter 2, several difficulties related to subjective pilot evaluation of motion cueing
fidelity were exposed. Over the years, there have therefore been many efforts towards
developing tools for more objective assessment, many of which have been reviewed in
Chapter 1. The most promising of such tools is perhaps the OMCT, proposed by Advani
and Hosman [2006b]. OMCT is currently adopted in the ICAO manual of criteria for civil
FSTDs [Anonymous, 2009] and must therefore be performed by manufacturers of fixed-wing
flight simulators for compliance.

This chapter aims to investigate the extent to which OMCT is applicable to rotorcraft
motion simulation, and to extend it where necessary. To this end, first a brief technical
background regarding the OMCT is given in Section 3.1. In Section 3.2 a sensitivity analysis
is performed to evaluate the effect of the inherent OMCT assumptions on the test outcomes.
In Section 3.3 a methodology is proposed and applied to tailor the test to helicopter flight
simulation. The resulting frequency spectra, based on computer simulations of prescribed
tasks, are validated using data obtained from pilot-in-the-loop experiments on the SRS in
Section 3.4. Sections 3.5 and 3.6 summarize the main results and conclusions.

The contents of this chapter have been adapted from: Dalmeijer, W. et al, Extending the Objective Motion Cueing
Test to Measure Rotorcraft Simulator Motion Characteristics, Proceedings of the AHS 73d Annual Forum, Fort
Worth (TX), 2017.
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3.1. Technical background
As discussed in Chapter 2, the integrated performance of a Motion Cueing System (MCS) is
still primarily evaluated using subjective pilot assessment, according to ICAO guidelines in
[Anonymous, 2009]. The Objective Motion Cueing Test (OMCT), proposed by Advani and
Hosman [2006b], is a promising development towards amore objective basis for certification
of synthetic motion.

Like the earlier criteria proposed by Sinacori [1977] and later refined by Schroeder
[1999], the OMCT aims to quantify the amplitude and phase distortion imposed by the
MCS in the frequency domain. However, whereas the Sinacori-Schroeder criteria only
consider the frequency response of the MCS at 1 rad/s 1, OMCT aims to capture the
frequency response over a much broader range of frequencies.

This is accomplished by exciting the MCS using a set of sinusoidal signals with pre-
scribed amplitudes and frequencies. Each of the six simulator dofs is excited independently,
resulting in six direct frequency responses (e.g., pitch channel input to pitch channel output).
To study typical inter-axes couplings and associated false cues, four extra tests are included.
Table 3.1 summarizes the prescribed set of input signals in the OMCT as a function of the
(longitudinal) simulator dofs driven.

Table 3.1: Longitudinal OMCT test numbers [Ad-
vani and Hosman, 2006b].

Input axis Output axis
Pitch Surge Heave

Pitch 1 2 -
Surge 7 6 -
Heave - - 10

OMCT in itself is a test that yields a
set of frequency responses that character-
ize the linear dynamic response of MCSs
and, thus, does not prescribe standards for
certification. For lack of better standards,
certification of resulting OMCT frequency
responses is currently based on industry
averages [Anonymous, 2009; Hosman and
Advani, 2013, 2016]. Alternative standards
have been proposed over the years. For ex-
ample, Advani et al. [2007] proposed a cri-
terion based on aircraft natural mode frequencies and bandwidth. In addition, Zaal et al.
[2017] focused on the development of frequency-domain criteria based on pilot-vehicle task
performance. Neither, however, has been adopted to date.

Other than a lack of definite objective standards, researchers tasked with implementation
and execution of OMCT have identified a number of additional challenges. For example,
Stroosma et al. [2013] conclude that due to (mostly) individually driven simulator dofs and
assumed linearity of the input signal spectra, OMCTmay yield an incomplete representation
of the motion characteristics. For example, both yaw and pitch in fixed-wing aircraft
are typically accompanied by significant lateral and vertical specific forces, respectively.
Presently, such couplings are not captured in the OMCT.

Seehof et al. [2014] furthermore state that the OMCT prescribes a simplified set of input
signal amplitudes. For example, during take-off, the aircraft accelerations in surge might
be substantially higher than 1 m/s2, the amplitude prescribed for the specific force input
signals in the OMCT. Because of non-linearities in contemporary motion filters, this may
yield different results. Finally, Seehof et al. [2014] note that the training purpose of the
simulation may vary to a large extent. An important example is the difference between fixed-
1The frequency of 1 rad/s was selected because it is associated with a pilot’s manual control bandwidth.
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and rotary-wing aircraft simulation, where both vehicle dynamics and training scenarios
vary substantially. Thus, the OMCT may not necessarily yield representative results when
applied to helicopter flight simulation.

In conclusion, several challenges associated with the application of the OMCT have
been identified. In the following section, a few crucial assumptions underlying the OMCT
are therefore investigated in more detail.

3.2. Sensitivity analysis
As discussed in Section 3.1, two critical assumptions underlying the OMCT pertain to
input signal coupling and MCS linearity. To illustrate the effects of these assumptions, a
sensitivity analysis of the OMCT is performed using the CWA [Reid and Nahon, 1985]
motion cueing algorithm, constrained to the longitudinal (dofs, i.e., pitch, heave and surge)
as shown in Figure 3.1. Note that a more detailed analysis of the CWA is postponed until
Chapter 5 of this thesis. This chapter only includes a brief description necessary to introduce
the sensitivity analysis of interest.

Kx ω1x ω2x Kq ω3q Kz ω1z ω
1bz

ζ

0.7 1.0 2.0 0.7 0.8 0.5 2.5 0.2 1.0

Figure 3.1: Schematic representation and baseline settings of the CWA for the longitudinal simulator
degrees-of-freedom.

From Figure 3.1, it is evident that the surge and heave specific forces, as well as the
pitch acceleration from the mathematical vehicle model, are the inputs signals to the CWA.
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Note that the input of pitch acceleration to the CWA corresponds to a situation in the SRS
and differs from the conventional input of pitch rate as described in [Reid and Nahon,
1985]. It can be seen that three channels are present in the figure: two translational channels
for surge and heave, respectively, and a single rotational channel for pitch. Furthermore,
sustained specific forces in surge are emulated by means of an additional tilt coordination
channel. Elements marked with an asterisk (“∗”) denote non-linear operations and include
transformations between simulator body and inertial frames as well as the rate limiter present
in the tilt-coordination channel. For the analysis presented in this section, the parameters
of the CWA were set to the values also listed in Figure 3.1 and taken from Stroosma et al.
[2013], unless specifically stated otherwise.

3.2.1. Coupling between simulator dofs
The simultaneous excitation of different simulator dofs affects the output of theMCSbecause
of the inherent coupling between surge and pitch in the CWA depticted in Figure 3.1. Due
to inherent axes transformations, this interaction works both ways, i.e., from a surge input
to a pitch output and vice-versa.

Surge input to pitch output When the CWA is driven by a sustained specific force in
the longitudinal direction, the MCS will simulate the pilot perceived cues through a low-
pass filter using the concept of tilt-coordination. Here, a component of the gravitational
acceleration is generated by rotating the motion platform. This interaction is captured by the
OMCT in two separate tests. First, in Test 7 (see Table 3.1) the surge axis is driven and the
output on the pitch axis is measured. This results in a Frequency Response Function (FRF)
from surge to pitch. Figure 3.2 shows the resulting gain, |H7 |, and phase, ∠H7 for different
values of the low-pass filter break frequency in surge (ω2x ).
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Figure 3.2: Pitch FRF for a surge input, Test 7 of the OMCT.
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It should be noted that the simulator pitch angle was taken as output for this test, as
was done in Hosman and Advani [2016], as opposed to the simulator pitch acceleration,
as was done, e.g., in earlier versions of OMCT and by Stroosma et al. [2013]. Since Test
7 essentially estimates a FRF of the low-pass filter in the tilt-coordination channel, such a
representation can be more intuitively related to the MCA.

A typical purpose of this test would be to determine a suitable value for the low-pass
filter break frequency found in the tilt coordination channel. A trade-off in the value for
this setting exists, because elimination of false pitch cues due to surge is not possible if
tilt-coordination is enabled (i.e., ω2x is non-zero). As can be seen from Figure 3.2, a larger
break frequency will result in a pitch response of larger magnitude as a result of a surge
input. Note that the units of this particular FRF are deg/m, because the output of the tilt
coordination channel is taken as Ûq, specified in units of deg/s2 and the inputs, surge specific
force, are taken as units of m/s2. Establishing a suitable trade-off between different settings
of ω2x based on the results in this figure, however, is not straightforward. This is because,
in OMCT, magnitudes are by definition defined as frequency-dependent ratios between
input (here, surge specific force) and output (here, pitch acceleration). Hence, while it
is clear that with increasing break frequency the magnitude of the pitch output increases
as a result of a (sustained) surge input, the absolute magnitude of the pitch motion cues
perceived by a pilot in the simulator cannot be feasibly reconstructed from the representation
in Figure 3.2. OMCT results therefore cannot be compared directly to absolute values of
vestibular thresholds (e.g., [Heerspink et al., 2005]).

Moreover, the motion cues perceived by pilots do not only depend on the characteristics
of the MCS, but also on characteristics of the input signals from the mathematical aircraft
model. This is clear from the following relation:

Y7( jω) = H7( jω) ·U7( jω), (3.1)

which signifies that the frequency spectrum of the output signal (i.e., pitch) depends on
the frequency spectrum of the input signal (i.e., surge). An inverse Fourier transformation
applied onY7( jω) then yields an approximation of the time-domain signal actually perceived
by the pilot. In OMCT, the spectrum ofU7( jω) is prescribed as a sum of individual sinusoids
with equal amplitude and phase. In reality, however, the input signal spectrum strongly
depends on the task performed and even the applied pilot strategy.

To obtain a more complete picture of the pitch motion characteristics of the CWA, Test
7 is combined with a direct pitch FRF, Test 1 (see Table 3.1). Test 1 estimates the pitch
output of the MCS as a result of a pitch input. However, OMCT assumes uncoordinated2
longitudinal motion for fixed-wing aircraft. As a result, a matching surge signal is supplied
to the MCS in conjunction to the pitch input signal: fx = g sin(θ). Thus, in this case, the
OMCT explicitly imposes a coupled response in both pitch and surge. The resulting FRFs
are shown in Figure 3.3 for the case of uncoordinatedmotion and for the case of coordinated
motion, i.e., where the input to the surge filter is fx = 0.

The FRF prescribed by OMCT is indicated in the figure by the line with circular markers
labelled fx = g sin(θ). An additional line is shown, corresponding to a situation in which fx

2In uncoordinated motion, rotational acceleration is not accompanied by translational acceleration and, hence, a
component of gravity is perceived as specific force.
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Figure 3.3: Pitch FRF computed with an input on pitch and surge axes, test 1 of the OMCT

equals zero. This situation is more representative of helicopter flight, where it is commonly
assumed that motion is coordinated [Hodge et al., 2015a; Wiskemann et al., 2014].

From Figure 3.3 it is evident that the choice of whether or not rotational and translational
motion are coordinated, significantly affects the pitch motion characteristics predicted by the
OMCT. This is true especially at low frequencies where, in the absence of an uncoordinatory
surge input, the magnitude of the simulator pitch is strongly reduced as a consequence of
the lack of pitch due to tilt coordination. In addition, the phase lead at lower frequencies is
seen to strongly increase. This is because, in the coordinated case (and therefore zero input
to the tilt-coordination channel), only the high-pass pitch filter of second order induces a
phase lead in pitch of 180 degrees at low frequencies. For the uncoordinated case, where
fx = g sin(θ), this induced phase lead is compensated for by the low-pass filter (of equal
order) in the tilt-coordination channel.

Pitch input to surge output A second important interaction in the CWA emerges when
the simulator is driven in pitch and the output in surge is inspected. The primary contribu-
tion of pitch in the simulated specific force in surge is the longitudinal component of the
gravitational acceleration. Because the translational motion space is limited in synergistic
motion platforms, false cues in specific force for coordinated aircraft motion cannot be
avoided [Zaal et al., 2015a]. A secondary contribution stems from the necessity to filter
acceleration (as opposed to specific force) in the simulator inertial frame to enable effective
return-to-neutral. In Figure 3.1, this is accomplished by subtracting g sin θ from fx , where
θ is the simulator pitch angle. The specific force in the simulator is computed by adding
the same term again after the high-pass filter. However, because of the presence of the
high-pass filter, the two operations are not fully complementary. Thus, the transformation



3.2 Sensitivity analysis

3

43

from vehicle specific force to simulator acceleration and, finally, to simulator specific force
also induces false motion cues.
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Figure 3.4: Surge FRFs due to pitch input, Test 2 of the OMCT.

This interaction in the CWA is captured using Test 2 of the OMCT. In this test, as
is the case for Test 1, the CWA is driven not only by a pure input in aircraft pitch, but
also by an accompanying input in surge of the form fx = g sin(θ) to ensure uncoordinated
motion. Also, the prescribed output of Test 2 is not the specific force in surge, but the
surge acceleration ax . Figure 3.4 shows the simulator surge FRF for different values of the
high-pass filter break frequency in the pitch channel (ω3q ).

A typical purpose of this result would be to assess the “severity” of false surge motion
cues due to simulator pitch. As can be seen from Figure 3.4, a higher break frequency
will typically result in stronger cross couplings from pitch to surge at higher frequencies.
Again, however, the results obtained for this test are difficult to interpret. This is true for
the same reasons as already stipulated for the case of Test 1 in Figure 3.2. Here, however,
additional complexity is introduced in judging the severity of the false surge motion cues
cues present, because the output of Test 2 is prescribed as the simulator acceleration as
opposed to human-perceived specific force. Finally, it is noted that in order to obtain a
complete representation of the surge motion characteristic of the CWA, Test 2 should be
combined with Test 6 (surge input to surge output) in the OMCT.

3.2.2. Linearity
As illustrated in the previous section, the OMCT prescribes a set of individual input signal
sinusoids per dof with a constant amplitude and (relative) phase. These signals may not
be representative for many tasks performed in a typical flight simulator. This is a potential
limitation, because differences in amplitude of the vehicle specific forces and rotations affect
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the excitation of non-linear operations (e.g., axes transformations and rate limiting) present
in the CWA.

The rate-limiter (see Figure 3.1) is present to ensure that rotational rates arising from tilt
coordination remain below human perception thresholds. The sensitivity of the OMCT to
rate limiting was studied in [Hosman and Advani, 2016]. The effect of this non-linearity is
best seen by inspecting the outcome of Test 6 (i.e., surge input to surge output) of the OMCT.
Figure 3.5 shows results from this test for constant filter settings but different amplitudes of
the input sinusoid.
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Figure 3.5: Surge FRFs computed using an input signal on the surge axis, fx = A sin(ωt), with differ-
ent amplitudes, Test 6 of the OMCT.

It can be seen that for the chosen CWA settings (see Figure 3.1), the frequency response
amplitude ratio at the Sinacori frequency of 1 rad/s ranges from a value of 0.05 to 0.3
for input amplitudes ranging from 0.5 to 5.0 m/s2. In practice, this means that for this
configuration the estimated gain may vary up to a factor of 6, depending on the prescribed
amplitude of the surge input sinusoid in Test 6.

The challenges associated with the OMCT in the rotorcraft domain can thus be sum-
marized essentially into three categories. First, tests aimed at capturing the surge-pitch
interaction in the CWA rely on an assumption (i.e., uncoordinated motion) that is not nec-
essarily valid in helicopter flight simulation. Second, the results from cross-coupling tests
(i.e., Test 2 and 7) are difficult to interpret and apply. Finally, as MCSs generally do not have
fully linear dynamics, there is significant sensitivity to prescribed input signal amplitudes
(caused primarily by the rate-limiter present in the tilt coordination channel of the CWA).
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3.3. Tailoring the OMCT to rotorcraft flight dynamics
The underlying cause of many of the identified challenges associated with OMCT stems
from the fact that, while straightforward, the prescribed tests abstract away many vehicle
and pilot specific characteristics, as also recognized by Stroosma et al. [2013]. Thus, it
would be beneficial if the prescribed tests could be tailored more to a specific combination
of a task and vehicle. This section presents a possible approach to achieve this.

To this end, first an off-line simulation environment using a simple three-dof helicopter
model and automatic controller (“paper pilot”) is developed. This setup is subsequently used
to simulate two typical helicopter flight tasks: an acceleration-deceleration and precision
hover manoeuvre. Time traces of these simulations are then transformed to the frequency
domain using Fourier transformations and used to define a new set of input signals to the
CWA. Finally, an alternative OMCT is defined, in which all dofs of the MCS are driven
by the new input signals simultaneously in a way that is more representative for typical
helicopter flight.

3.3.1. Off-line simulation environment
To generate representative time-domain data required for the tailored OMCT, an offline
simulation environment is necessary. This environment encompasses a helicopter model
and a means to simulate representative helicopter flight tasks using an automatic controller.

Helicopter model For the (prelimnary) analyses presented in this chapter, the three dof,
non-linear, longitudinal helicopter model as described in [Van Holten and Melkert, 2002]
is used, with parameters taken from a DRA Research Lynx helicopter as found in [Padfield,
2007]. The main assumptions underlying the used model are:

• A non-eccentric, springless flapping hinge is assumed on the main rotor. This means
that no in-plane moments are acting at the rotor hub.

• Aerodynamic drag forces on the main rotor blades are neglected. Hence, there are
no in-plane forces and torque. While the latter is an especially gross simplification
in general, for a longitudinal three dof model with a fixed yaw axis it is a reasonable
assumption. It also implies that engine dynamics are omitted.

• Quasi-steady inflow velocity and flapping dynamics are assumed. This means that
both inflow and blade flapping angles are assumed to instantaneously adopt new
equilibria as a result of changing flow conditions and pilot control inputs.

• Fuselage drag is estimated by D = CD
1
2 ρV2S, with CD = 0.08[−] taken from

[Padfield, 2007]. All other aerodynamic forces on the fuselage and other aircraft
components are neglected.

The implication of these assumptions is that the only contributions to vehiclemotion stem
from the main rotor thrust and fuselage drag force. While this is a gross simplification, the
simple model is believed to be sufficient to approximate helicopter flight characteristics for
the OMCT analysis in this chapter. More information regarding the theoretical background
(e.g., equations of motion) be found in both [Dalmeijer, 2016] and [Van Holten andMelkert,
2002].
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Task simulation For quantitative analysis of helicopter dynamics, reference trajectories of
typical flight tasks are required. The tasks should be realistic and, preferably, standardized
so that they can be feasibly reproduced. Furthermore, the tasks should excite the aircraft
dynamics in a broad range of the OMCT input signal frequency range. Suitable candidates
for such tasks, or MTEs, are described in ADS-33E [Anonymous, 2000], a military design
standard for handling qualities requirements. Using these task specifications, an offline
simulation environment as shown in Figure 3.6 is developed. This schematic shows both
the Lynx model and an automatic (“paper pilot”) controller used to track the prescribed
MTE trajectories. In Section 3.4, the results obtained from the offline simulations will
be validated with piloted simulator trials. This chapter considers two different MTEs
suitable for application to the three-dof aircraft model: the precision hover and take-off/abort
manoeuvres from [Anonymous, 2000].

Lynx Model

Non-human 
ControllerMTE

+

-

fx 
fz
q.

Figure 3.6: Schematic of the off-line simulation environment.

Precision hover To excite the higher frequencies present in the prescribed OMCT spec-
trum, the precision hover MTE combined with moderate turbulence is also considered. The
hover MTE is initiated with a low forward velocity of 6-10 knots. The helicopter is subse-
quently to be stabilized in hover at a specific location and remain in place for approximately
30 seconds. Figure 3.7 shows the corresponding velocity profile, while Table 3.3 lists the
desired and adequate performance criteria for this task.

The turbulence present in the hover task is modelled using the Dryden spectra [Anony-
mous, 1980; Chalk et al., 1969]. As Dryden spectra are not applicable for V ≈ 0, the model
was configured to generate equivalent turbulence to a fictive “category A” fixed-wing aircraft
at an airspeed of 90 knots and an altitude of 500 ft. Futhermore, the turbulence model was
configured to perturb the helicopter model only in the longitudinal and vertical directions.
More details about the turbulence model applied can also be found in Appendix A.9.2 of
this thesis.

Take-off/abort The take-off/abort MTE is initiated in hover at 35 feet wheel height. The
helicopter is then accelerated to a speed between 40-50 knots while keeping the altitude
constant. Upon reaching this velocity, take-off is aborted and the helicopter is decelerated to
hover at a distance of 800 feet from the initial location. Figure 3.8 shows the velocity profile
of the take-off/abort manoeuvre. Table 3.3 furthermore lists the accompanying desired
and adequate performance criteria. As can be seen from the velocity profile in Figure 3.8,
the take-off/abort MTE is a manoeuvre that excites primarily the lower frequency aircraft
dynamics.
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Table 3.2: Adequate and desired longitudinal performance for the precision hover MTE.

Adequate Desired
Time to stabilize [s] < 8 < 3
Longitudinal position [ft] ±6 ±3
Altitude [ft] ±2 ±5

V [kts]

t [s]

V0 = 6-10 [kts]

Hover

Figure 3.7: Schematic of the precision hover MTE.

Table 3.3: Adequate and desired performance criteria for the take-off/abort MTE.

Adequate Desired
Altitude [ft] < 75 < 50
Time to complete [s] < 30 < 25

V [kts]

V = 40-50 [kts]

t [s]

Figure 3.8: Schematic of the take-off/abort MTE.
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Automatic controller An automatic controller was devised to guide the helicopter along
the prescribed track for bothMTEs. The controller comprises two parts: 1) collective control
is governed by feedback of the vehicle’s altitude such to track a constant height while 2)
velocity control is achieved using a nested control structure. An inner loop regulates the
aircraft’s pitch attitude using longitudinal cyclic control. In turn, an outer loop with velocity
feedback is used to track the velocity profiles shown in Figures 3.7 and 3.8. The controller’s
tracking performance for both MTEs is shown in Figures 3.9 and 3.10. It can be seen from
these figures that deviations from the specified velocity and altitude profiles are small, while
control inputs remain well within the available blade pitch ranges.
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Figure 3.9: Control inputs and tracking performance of automatic controller for hover MTEs.
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Figure 3.10: Control inputs and tracking performance of automatic controller for take-off/abort MTEs.

3.3.2. Tailoring the input signal properties
The simulated time traces of pilot-perceived specific forces ( fx and fz) and pitch acceleration
( Ûq) for bothMTEs as shown in Figures 3.9 and 3.10, are used to tailor alternative, potentially
more representative, OMCT input spectra. The idea behind this approach is that the resulting
time-domain responses can be converted to the frequency domain by means of the Fast
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Fourier Transform (FFT). This results in two sets (i.e., one for each MTE) of three signal
amplitude (related to “power”) and phase spectra (i.e., one set of spectra for each human-
perceived signal).

Because of the characteristics of the FFT, a value of the amplitude and phase does not
necessarily exist at every exact frequency prescribed in the original OMCT. Therefore, a
model based on univariate splines was constructed to estimate the amplitude and phase at
the OMCT prescribed frequencies. This enables a set of alternative OMCT input signals
to be constructed, a set which contains amplitude and (relative) phase information that are
more specific and relevant to the vehicle-task combinations under consideration.

While the resulting amplitude spectra can be used directly, deriving relevant phase infor-
mation is slightly more involved. This is because the FFT computes the absolute phase of
the individual sinusoids in the decomposed signal. What is desired, however, are the relative
phases of these components across the degrees-of-freedom. To illustrate, see Figure 3.3,
where, the OMCT pitch FRF as a result of an input signal in the surge axis is examined.
When the surge axis is excited by g sin(θ), i.e., corresponding to uncoordinated motion,
the predicted pitch motion characteristics differ substantially from those corresponding to
coordinated motion where the surge axis input is zero. This is true particularly for the
amplitude and phase at low frequencies.

One way to obtain relative phase information is to select an arbitrary reference degree-
of-freedom with respect to which the phases of the remaining degrees-of-freedom are
expressed. That is:

∠F̃x(ω) = ∠Fx(ω)−∠ ÛQ(ω), ∠F̃z(ω) = ∠Fz(ω)−∠ ÛQ(ω), ∠ Û̃Q(ω) = ∠ ÛQ(ω)−∠ ÛQ(ω) = 0
(3.2)

where the pitch axis is selected as the reference degree-of-freedom. The resulting spectra
for both tasks under consideration are shown in Figure 3.11. The markers in this figures
denote values at the prescribed frequencies in the orignal OMCT.

From Figure 3.11, a number of observations can be made. From the amplitude spectrum
pitch (see Figure 3.11a), it becomes evident that the take-off/abort MTE dominates the
lower frequencies, while the hover MTE is responsible for the frequency content at higher
frequencies in excess of 2 rad/s. The take-off/abort MTE furthermore dominates both the
surge and heave spectra as can be seen from Figures 3.11b and 3.11c.

It can also be seen that for fx and fz , the amplitude spectra at most frequencies are a
factor of 50 times smaller than the 1 m/s2 prescribed in the original OMCT Anonymous
[2009]. This indicates that the prescribed OMCT signals are exaggerated in amplitude for
applications in helicopter flight simulation. Some apparent “oscillations” in the amplitude
spectra are also visible, in particular for Ûq, which are a result of spectral leakage (see, e.g.,
[Oppenheim and Verghese, 2015]) from the application of the FFT. Note that no particular
windowing was applied, as it was found to not substantially improve the obtained spectra.
Figure 3.11 furthermore shows that a considerable amount of noise is present for frequencies
above 2 rad/s. This noise can also be attributed to spectral leakage, but in case of the hover
MTE, it is also caused by the presence of atmospheric turbulence.

Finally, Figure 3.11b shows that the relative phase between pitch and surge is approx-
imately 100 degrees at low frequencies and about 180 degrees for ω > 0.7 rad/s. For
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Figure 3.11: Tailored OMCT input signal spectra based on take-off/abort and precision hover MTEs.
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the high-frequencies in the flight envelope, a positive pitch acceleration therefore entails a
negative surge acceleration and vice-versa.

A theoretical justification for this observation is found after some algebraic manipulation
of the equations of motion that are used in the three-dof helicopter model. Momentarily
neglecting the effects of drag and assuming purely rotational motion, it is possible to write
the longitudinal and rotational helicopter equations of motion as (see [Dalmeijer, 2016;
Van Holten and Melkert, 2002]):

Ûu = −g sin(θ) +
T
m

sin
(
θ1s − β1c

)
− qw (3.3)

Ûq = −
T hR

Iyy
sin(θ1s − β1c ) (3.4)

Ûθ = q (3.5)

Here Ûu and Ûw are the derivatives of the body velocities and Ûq is the pitch rotational accel-
eration. Furthermore, θ is the pitch attitude of the helicopter, θ1s is the longitudinal cyclic
input and β1c is the longitudinal disc tilt angle. The vehicle-specific parameters are the
mass (m), pitch moment of inertia (Iyy) and the main rotor vertical distance from the center
of gravity (hR). Recognizing fx as the sum of forces acting on the vehicle per unit mass in
Equation (3.4), i.e.:

fx ≡
T
m

sin
(
θ1s − β1c

)
,

from Equation (3.5) it is apparent that:

−
Iyy
hR
Ûq = T sin(θ1s − β1c ).

It then becomes possible to write:

fx = −
Iyy

m hR
Ûq (3.6)

The presence of the minus sign in this result explains the 180 degrees phase shift between
surge and pitch seen in Figure 3.11b at high frequencies. Thus, in summary, the tailored
spectra as well as the theory predict coordinated vehicle motion at high frequencies, whereas
in the original OMCT, uncoordinated motion is assumed.

3.3.3. Simultaneous excitation of simulator dofs
The values in the amplitude spectra from Figure 3.11 at the 12 prescribedOMCT frequencies
ranging from 0.1 to 15.8 rad/s are here used as alternatives to the amplitudes in the original
OMCT. However, the relative phase information available from Figure 3.11 can also be
used as described in the following paragraphs.

During pilot-in-the-loop simulation, the vehicle dofs are excited simultaneously as a
result of pilot control inputs. The CWA channels shown in Figure 3.1 are therefore also
excited by individual sinusoids in the pitch, surge and heave axes simultaneously in the
tailored OMCT. The phases of the individual sine waves on the pitch axis are always fixed
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at zero. However, the phases of the sine waves on the surge and heave axes vary according
to the results in Figure 3.11. Since all axes are excited simultaneously, the cross-tests for
the original OMCT become superfluous and hence only three coupled tests remain in the
tailored OMCT. For consistency with the original OMCT, the coupled tests are numbered
1, 6 and 10 for the pitch, surge and heave channels, respectively (see Table 3.1).

Tailored OMCT results corresponding to the motion filter parameters given in Figure 3.1
are shown in Figure 3.12 for both the precision hover and take-off/abort input spectra. Results
from the original OMCT are also included in the figure for reference. Figures 3.12a–3.12c
show the estimated FRFs of the pitch, surge and heave channels CWA, respectively.
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Figure 3.12: Comparison between the two tailored OMCTs and the original OMCT.

The most interesting result in Figure 3.12a can be seen at low frequencies of the pitch
FRF, where the original OMCT predicts favourable motion characteristics, with a gain of
close to one and a phase distortion of close to zero degrees. In contrast, both tailoredOMCTs
based on the precision hover and take-off/abort MTEs show poor motion characteristics with
a notably lower gain and a phase lead in excess of 200 degrees. This is an indication that the
simulated pitch-surge motion is indeed coordinated and more similar to the case of fx = 0
shown in Figure 3.3.
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From Figure 3.12b it can be seen that the surge FRF corresponding to the original OMCT
predicts a characteristic gap in the gain caused by the imperfectly complementary low- and
high-pass filters in the tilt coordination and the surge translational channel, respectively.
However, in both tailored OMCTs an opposite trend is seen, where the gain seems to be
magnified. This effect is due to coordination of the pitch and surge motion. Namely, in
real flight, rotation of the vehicle is accompanied by translation. Hence, the component
of gravity sensed due to the accumulated pitch angle is (approximately) cancelled by the
vehicle’s translation acceleration. In the simulator, this translation is strongly limited by the
high-pass surge filter present in the CWA. As a result, a false cue is seen in the tailored
OMCTs which appears because of the simultaneous excitation of the CWA channels.
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Figure 3.13: Surge FRF (Test 6) tailored to the hover and take-off/abort MTEs.

A somewhat closer examination of this effect is shown in Figure 3.13, where the high-
pass break frequency of the pitch filter was varied and the resulting surge FRF for both
MTEs was studied. From this figure, it can be seen that by increasing the break frequency
(hence, limiting motion in pitch), the predicted amplification in the surge FRF is reduced
and will begin to resemble the original OMCT (for ω3q ≈ 1.5 rad/s.

Finally, Figure 3.12c, shows that there is little difference in the FRFs of the heave channel
between the original OMCT and both tailored OMCTs. This is a direct result of the fact
that in the CWA the heave channel is largely uncoupled from the other dofs.

In conclusion, from an off-line simulation-based comparison, notable differences be-
tween the original and tailored OMCTs were identified, particularly in the pitch and surge
axes of the simulator. The remainder of this chapter outlines an experiment that aims to
validate the latter result by using time traces from a performed pilot-in-the-loop experiment
instead of a “paper pilot”.

3.4. Tailored OMCTs from piloted flight simulation data
In piloted flight simulation, the pilot strategy and, hence, the excitation of the vehicle model
may differ substantially when compared to an automatic controller (i.e., the “paper pilot”).
Hence, a potential limitation of the analysis in Section 3.3 is that the task-specific amplitude
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Figure 3.14: Interior of the SRS, showing the projected visuals, instruments and CLS-driven helicopter
controls.

and relative phase spectra may not only be influenced by the vehicle dynamics and task
specifications, but also by human perception and control limitations.

Dalmeijer et al. [2017] performed an experiment on the SRS at Delft University of
Technology to study the influence of a human pilot on the resulting tailored OMCTs. In
addition, the experiment also assessed, by using subjective measures, whether the exposed
trends in the offline simulation-based OMCTs (particularly those shown in Figure 3.13)
resulted in a notable change of pilot strategy.

This section summarizes the main findings from the experiment, with a particular
emphasis on the results pertaining to the influence of the human pilot on the tailored
OMCTs. First, the experimental setup is discussed, after which the results are outlined.

3.4.1. Method
The experiment setup consists of the task specification, the tested MCA settings, the hy-
potheses, participants and procedure and, finally, the dependent measures. Each will be
discussed in the subsequent paragraphs.

Apparatus The SRS is a Stewart platform based flight simulator with six hydraulically
driven actuators. The synergistic extension and compression of these actuators provides six
degrees-of-freedom of motion. The other relevant cueing systems of the simulator are the
visual system, instruments and helicopter controls. An impression of the interior of the SRS
showing each of these system is shown in Figure 3.14.

The visual system of the SRS consists of three projectors with a refresh rate of 120 Hz
mounted on top of the simulator. Using a set of mirrors, light from the projectors is directed
such to produce a collimated 180 degrees (horizontal) and 40 degrees (vertical) field of
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view image. The generated images are rendered using the open-source OpenSceneGraph
software [OpenSceneGraph, 2019].

The instruments available to the pilots constitute a simple extended “basic six” represen-
tation rendered using OpenGL on of the Multi-Function Displays (MFDs) in the simulator.
From the top left to the bottom right, the torque (inactive), airspeed, artificial horizon,
altitude, turn rate/sideslip, compass rose and, finally, vertical speed are shown.

Finally, the helicopter controls are provided by an electically driven Control Loading
System (CLS). The cyclic and collective controls were developed by Moog™, whereas the
pedals were developed by TU Delft. The grips on the controls are generic and equiped
with reprogrammable buttons. Most of these buttons were inactive during the experiment,
although one “thumb” button on the cyclic was utilized as the Force Trim Release (FTR).

Task specification In the experiment, the precision hover and take-off/abort MTEs con-
sidered in Section 3.3 were executed on the SRS. Tables 3.2 and 3.3 list the accompanying
desired and adequate performance criteria from [Anonymous, 2000]. Dedicated visual ref-
erences for both task were shown on the SRS outside visual display, and are illustrated in
Figures 3.15 and 3.16.

Figure 3.15: Front (left) and diagonal (right) views of the precision hover visual reference as seen from
the SRS visual system.

Figure 3.16: View of the take-off/abort visual references as seen from the SRS visual system.

Hypotheses In the off-line simulation results presented in Section 3.3, the most notable
difference between the original and tailoredOMCTs is the apparent upswing in surge (Test 6)
present for frequencies slightly below 1 rad/s. It was found that the severity of this upswing
is strongly influenced by the high-pass break frequency of the CWA pitch channel (ω3q ).
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The experiment performed by Dalmeijer et al. [2017] proposed two hypotheses related to
this finding:

1. The primary purpose of the performed pilot-in-the-loop experiment was to reconstruct
the observed trends in the tailored OMCTs with ω3q as shown in Figure 3.13 for both
the precision hover and take-off/abort MTEs. It is expected that the excitation of
the vehicle model by a human pilot differs in comparison to a “paper pilot”. Most
notably, pilot performance is strongly affected by limitations in human perception and
actuation [Hosman, 1996].
Hence, it is hypothesized that tailored OMCTs based on the experimental data will
show some differences when compared to the tailored OMCTs obtained from the off-
line simulation data. For one, it is expected that the experimental data will show more
variability in the tailored OMCTs. The identified upswing in Test 6 is nonetheless
hypothesized to also appear from the experimental data and to follow a similar pattern
as observed in Figure 3.13. This is because this effect is believed to originate from
the inherently coordinated pitch-surge dynamics of helicopters.

2. A natural question that arises from the exposed trends in the tailored OMCTs shown
in Figure 3.13 is whether pilot strategy is also affected by the, supposedly, degraded
fidelity in the surge specific force. Hence, in the experiment, pilots were asked to
express perceived changes in their applied control strategy by means of the Simulator
Fidelity Rating (SFR) scale [Perfect et al., 2014].
It was hypothesized that SFR ratings would improve for both the precision hover and
take-off/abort MTEs with increasing values for ω3q , indicating that pilots preferred
conditions where the upswing in the surge specific force as a result of pitch is less.

Unfortunately, results pertaining to Hypothesis (2) were found to be inconclusive, with
no apparent trend appearing in the gathered SFR ratings [Dalmeijer et al., 2017]. Therefore,
the remainder of this chapter is focussed only on results pertaining to Hypothesis (1).

Independent variable: MCA parameters Four different CWA parameter sets were pre-
sented to the participating pilots. In order to verify that the observed trends in Figure 3.13
could be reproduced used piloted flight simulation data, the same four cases of ω3q were
selected, namely = 0.5, 0.8, 1.2 and 1.5 rad/s, respectively. The other CWA parameters
were kept constant in the experiment and set identically to the values used in the off-line
simulations, i.e., as listed in Figure 3.1.

Participants and briefing Three operational helicopter pilots participated in the exper-
iment. Before the experiment, the participants were instructed to strive for attaining the
desired task performance. Familiarization was conducted such that the participants experi-
enced each condition once before the actual experiment commenced. During the familiar-
ization, the participants were allowed to practice until an approximately stable performance
for each evaluated MTE was attained. Then, the eight (i.e., four for each MTE) different
experiment conditions were presented to the participants.

Each condition was flown until three consecutive runs with a similar performance were
completed. The order in which experiment conditions were presented to the participants
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was determined using a partially balanced experiment design as shown in Table 3.5. As can
be seen from this table, each subject first performed the precision hover MTE before the
take-off/abort MTE.

Table 3.5: Experiment conditions per participant (S1, S2 and S3). ω3q is expressed in rad/s.

Condition Task ω3q (S1) ω3q (S2) ω3q (S3)
1 Hover 0.5 1.2 0.8
2 Hover 1.2 0.8 1.5
3 Hover 0.8 1.5 1.2
4 Hover 1.5 0.5 0.5
5 Take-off/abort 1.2 1.2 1.5
6 Take-off/abort 0.5 1.5 0.8
7 Take-off/abort 1.5 0.8 0.5
8 Take-off/abort 0.8 0.5 1.2

Dependent measures For Hypothesis 1), the primary dependent measures collected dur-
ing the experiment are time traces of the vehicle model states as well as the MCA inputs and
outputs. These were necessary for the computation of tailored input signal frequency spectra
corresponding to the precision hover and take-off/abort MTEs as outlined in Section 3.3.

3.4.2. Results
The following paragraphs present the obtained input signal spectra corresponding to the
precision hover and take-off/abort MTEs, as well as the subsequently computed tailored
OMCTs. First, tailored input signals and OMCT outcomes are compared to the off-line
simulation results presented in Section 3.3, for the condition with CWA settings as given in
Table 3.5. Subsequently, the trends in the tailored OMCTs for both MTEs with a different
value for ω3q are examined.

Tailored input signals To compare the tailored OMCT input signals to the ones obtained
in the off-line analysis in Section 3.3, time traces of the specific forces and pitch acceleration
from the recorded experiment data corresponding to the condition with ω3q = 0.8 rad/s
for all subjects were used. These time traces were transformed to the frequency domain
using the FFT and, subsequently, relative phases were computed from Equation (3.2) as
outlined in Section 3.3. Figures 3.17 and 3.18 show the resulting spectra for Ûq, fx and fz for
the precision hover and take-off/abort MTEs, respectively. Also shown in these figures are
vertical bars at each OMCT frequency, which represent the standard errors across individual
subjects and runs.
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Figure 3.17: Input signal spectrum for the precision hover MTE obtained from experiment data.



3.4 Tailored OMCTs from piloted flight simulation data

3

59

10
-1

10
0

10
1

0.5

1

1.5

10
-1

10
0

10
1

-1

0

1

(a) Pitch

10
-1

10
0

10
1

0.1

0.2

0.3

10
-1

10
0

10
1

100

120

140

160

180

(b) Surge

10
-1

10
0

10
1

 [rad/s]

0.2

0.4

0.6

10
-1

10
0

10
1

0

100

200

300

(c) Heave

Figure 3.18: Input signal spectrum for the take-off/abort MTE obtained from experiment data.
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From these figures, a number of observations can be made. First, it can be seen that the
peak amplitude in both the pitch acceleration spectra (see Figures 3.17a and 3.18a) appears
at 1 rad/s. Compared to the offline simulation results (see Figure 3.11), these peak values
are larger for the take-off/abort and smaller for the hover MTE, respectively.

Second, in the surge spectrum for the take-off/abort MTE (see Figure 3.18b), the am-
plitude appears to be larger at low frequencies than predicted in the offline simulation.
This is not the case for the hover MTE, although when compared to the offline simulation
results, the relative phase of the specific force in this case does appear somewhat flatter
over the whole frequency range under consideration. Furthermore, a substantial amount of
variability across subjects and runs is present at lower frequencies.

Finally, it can be seen from both heave specific force spectra that the amplitude at
frequencies ranging from 0.1 to approximately 8 rad/s is larger than predicted in the offline
simulation. This is an indication that pilots are more “active” in the vertical axis than
the automatic controller within this frequency range. In [Dalmeijer et al., 2017], this was
indeed made evident from time traces of the altitude, where in case of the precision hover
and take-off/abort MTEs deviations up to 5 and 20 ft, respectively, were observed.

Tailored OMCTs from experimental data From the spectra in Figures 3.17 and 3.18,
the tailored OMCTs corresponding to the precision hover and take-off/abort MTEs were
subsequently computed. Figures 3.19 and 3.20 show the individual FRFs in the tailored
OMCTs, alongwith the spread (i.e., standard error) in the experimental data at every individ-
ual OMCT prescribed frequency. For reference, the figures also include the corresponding
results obtained from the offline simulations in Section 3.3, as well as the corresponding
original OMCT results.

From Figure 3.19a pertaining to the precision hover MTE, it is evident that the experi-
mental data follow a similar general trend as predicted in the off-line simulation for Test 1.
Furthermore, there is some spread in both the computed amplitude and phase for frequencies
below 0.3 and above 2 rad/s. This indicates that pilot control behaviour at those frequencies
is affected by the (unstable) longitudinal vehicle dynamics and the presence of turbulence.
A similar reasoning also holds for the results corresponding to the take-off/abort MTE in
Figure 3.20a. Here, a larger variance at lower frequencies is also present.

Figures 3.19b and 3.20b show the surge FRFs in the tailored OMCTs. From both these
graphs, it is clear that the characteristic upswing predicted in the offline simulation is also
present and follows a similar trend, as hypothesized. However, more variance in the FRFs
appears to be present at lower frequencies (below 1 rad/s), which is true in particular for the
FRF pertaining to the hover MTE in Figure 3.19b.

Finally, Figures 3.19c and 3.20c show the heave FRFs for the tailored OMCTs. As also
predicted in the offline simulation, and despite large apparent differences in input excitation
(see Figures 3.17c and 3.18c), little differences in comparison to to the original OMCT can
be discerned. At low frequencies, below approximately 0.3 rad/s, both the offline simulation
and experiment data predict a slightly higher amplitude than the original OMCT. For the
FRFs corresponding to the take-off/abort MTE, the induced phase lead at low frequencies
also appears to be substantially less.
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Figure 3.19: Tailored OMCTs for the hover MTE.
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Figure 3.20: Tailored OMCTs for the take-off and abort MTE.
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Sensitivity to break-frequency of high-pass pitch filter Recall from Section 3.4.1 that
it was hypothesized that a similar trend with a change in ω3q in the outcome of Test 6
(surge FRF) of the tailored OMCT would appear as found in Figure 3.13. To examine this
effect, time-domain data across all subjects and runs were processed seperately for each
experimental condition in Table 3.5.

The corresponding results are shown in Figure 3.21 for both MTEs. It can indeed be
be seen that the results are similar to those already obtained in Figure 3.13. Namely, for
smaller values of the high-pass pitch filter break frequency, an amplification (or “upswing”)
in the surge specific force at low to moderate frequencies appears.
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Figure 3.21: FRFs corresponding to Test 6 of the tailored OMCTs, obtained using experimental data
from the precision (hover) and take-off/abort (right) MTEs.

3.5. Discussion
This chapter has introduced an alternative to the original Objective Motion Cueing Test
(OMCT) proposed by Hosman and Advani [2016]. First, a sensitivity analysis of the
effects of the inherent assumptions regarding the OMCT test signals was conducted. These
assumptions primarily concern the assumed amplitude as well as the inherent couplings of
motion in different degrees-of-freedom. Based on these results, an alternative methodology
was devised to define a new, more tailored, set of OMCT test signals suitable for helicopter
flight simulation. The new test signals are based on the frequency spectra of typical
helicopter manoeuvres, obtained from offline simulation of representative tasks using an
automatic controller (i.e., “paper pilot”) or online piloted simulations. The representative
tasks selected are the precision hover and take-off/abort Mission Task Elements (MTEs)
described in [Anonymous, 2000].

The new test signals were subsequently used to simultaneously (i.e., in a single test) drive
theMCAand thereby obtain tailoredOMCTdata for the twoMTEs evaluated. This approach
has two advantages. First, the new test signals contain not only more realistic information
regarding the motion amplitude at different frequencies, but also about the relative phase
of motion in different degrees-of-freedom. Second, by driving the simulator degrees-of-
freedom simultaneously using the new test signals, the inherent couplings governed by the
vehicle dynamics are better preserved. These advantages are particularly evident from the
strongly differing results obtained for Test 6 (i.e., corresponding to the simulator surge
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degree-of-freedom). Here, a characteristic amplification (or “upswing”) caused by the
inherently coupled pitch-surge dynamics appeared that is not present in the original OMCT
data. It was furthermore found that the magnitude of this upswing is most sensitive to
changes in the high-pass break frequency of the pitch channel in the CWA.

To validate the results obtained from the offline simulation, a validation experiment on
the SIMONA Research Simulator (SRS) was executed. The purpose of this experiment
was to evaluate the degree to which the presence of a human controller affects the tailored
OMCTs results. In other words, to what extent use can be made of “paper pilots” for this
type of analysis. Furthermore, it was of interest to validate the exposed trends in Test 6 of
the tailored OMCT with a change in high-pass filter break-frequency in the pitch channel
of the CWA. Three pilots were therefore invited to perform the two MTEs on the SRS in
motion conditions with a high-pass pitch filter break-frequency from 0.5 to 1.5 rad/s.

The obtained results were found to be largely in line with those obtained from the
offline analysis. Most importantly, the characteristic upswing in surge was present in the
tailored OMCTs for both MTEs evaluated. However, the tailored OMCTs computed from
the experimental data also contained substantial variance, particularly in surge and pitch at
frequency below 1 rad/s. Nonetheless, it appears that the tailored OMCTs described in this
chapter are able to expose interactions in motion cueing signals that are not fully captured
in the present OMCT. Unfortunately however, as mentioned in Section 3.4 and found by
Dalmeijer et al. [2017], this apparent difference between the tailored and original OMCTs
could not be further corroborated on data from subjective pilot assessment.

3.6. Conclusion
Summarizing, this chapter proposed an alternative Objective Motion Cueing Test (OMCT)
that is tailored more towards the evaluation of motion cueing fidelity in helicopter flight
simulation. This new test is computed from frequency domain data derived from typical
helicopter flight manoeuvers. The precision hover and take-off/abort Mission Task Element
(MTE) were selected as reference tasks. Results from both off-line (“paper pilot”) and on-
line piloted flight simulations suggest that the tailored tests are able to expose interactions
in motion cueing signals that are not captured in the present OMCT. Nonetheless, it is
important to emphasize that the results presented in this chapter are specific to a combination
of vehicle and task. A change in either requires a redefinition of the frequency domain data
and, hence, might result in substantially different tailored OMCT results. Furthermore,
processing of the vehicle- and task-specific frequency domain data is a tedious process
sensitive to signal processing particularities and, more importantly, inter-pilot variability.
In conclusion, tailored OMCT results are difficult to generalize across differences in vehicle
dynamics, tasks and pilots.

To overcome some of these limitations, a more sophisiticated method is desired, one that
preferably decouples the consideration of motion cueing fidelity from the actual excitation of
the vehicle dynamics. In other words, instead of capturing the vehicle dynamics implicitly
by means of (“paper”) pilot excitation, would it be possible to model the dynamics of
both the vehicle and the Motion Cueing Algorithm (MCA) and subsequently couple these
formulations explicitly? To this end, the next two chapters of this thesis present a practical
and comprehensive methodology, aimed at exposing the intricate three-way interaction
between 1) the vehicle dynamics, 2) the task specification and execution and 3) the MCA.
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Exploring helicopter flight

dynamics using Draftsim

In Chapter 3, substantial differences in the outcomes of the Objective Motion Cueing
Test (OMCT) were observed when the input signals to the motion platform were tailored
such to implicitly account for the flight dynamics of helicopter. This input-output signal
approach, however, was also found to have some limitations. In this thesis, a method is
therefore sought that more explicitly incorporates helicopter flight dynamics. Before such
an approach can be developed, however, a comprehensive understanding of the existing
tools and methods to study helicopter flight dynamics is necessary. This chapter aims to
develop that knowledge.

First, Section 4.1 presents an overview of a six (rigid-body) degrees-of-freedom heli-
copter flight dynamics model is given. In Section 4.2, the model is applied to an example
case of the Bo-105 helicopter, where rotorcraft trim and dynamic stability characteristics
are examined. Section 4.3 documents a handling qualities evaluation of an independently-
developed model of the AH-64 helicopter conducted on the Desdemona simulator.
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4.1. Overview of Draftsim and its parameters
Delft Rotorcraft Simulation (Draftsim) is the name of a helicopter flight dynamics model
developed as part of this dissertation. It is aimed at predicting helicopter flight charac-
teristics in low to moderately agressive manoeuvering flight. Furthermore, it strives to
be most suitable for applications where high performance (i.e., fast) and real-time (i.e.,
pilot-in-the-loop) execution are desired. The model is implemented directly in the C++ pro-
gramming language, leveraging the capabilities of the Eigen matrix template library [Jacob
and Guennebaud, 2018]. For off-line simulation, a wrapper was developed using Cython
[Behnel et al., 2018] and Eigency [Boomsma, 2018]. This extension allows the model to be
executed in a user-friendly Python programming environment while still maintaining high
performance and avoiding duplicate implementations.

Because Draftsim is aimed at predicting helicopter flight dynamics primarily in basic
maneuvering flight, several simplifying assumptions are made throughout the model. These
are stipulated in detail in Appendix A, however the most significant assumptions are also
listed here:

• The main rotor blades are assumed to be rigid, with all flexibility concentrated at the
hub in the form of an eccentric flapping hinge.

• The main rotor blade flapping dynamics are principally assumed to be quasi-steady,
which means that a blade’s flapping response is treated as instantaneous due to a
change in blade pitch or local flow conditions.

• The main (and tail) rotor blade lead-lag and torsional dynamics are neglected.

• Themain and tail rotor angular speeds are assumed to be constant. This is a reasonable
assumption for all but the most extraordinary flight conditions (e.g., autorotation).

• Blade aerodynamics are assumed to be linear and (dynamic) stall effects are neglected.

• The tail rotor blade flapping dynamics and built-in pitch-flap coupling are neglected.
This means that the tail rotor generates an instantaneous thrust force in response to a
change in tail rotor (collective) blade pitch.

• Terms in the various rotor equations that are « µ2, where µ is the rotor advance
ratio (defined by V∞ cosαc/ΩR, see Equation (A.33)), are neglected. According to
Padfield [2007], this incurs an error of less than 10% in the rotor’s flap angle response.

An overview of the model parameters in Draftsim is given in Table 4.1. Detailed
background information on the listed parameters can be found in Appendix A. As an
example, the value of each parameter for the the Bo-105 helicopter is also included in the
table [Kerler et al., 2012; Padfield, 2007; Pavel, 2001;Wan, 2014]. In the following sections,
the different classes of parameters are discussed in more detail.
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Table 4.1: Example list of model parameters corresponding to the Bo-105 helicopter.

Parameter Description Example (Bo-105) Unit
a0mr Main rotor lift curve slope 6.11 1/rad
a0tr Tail rotor lift curve slope 5.70 1/rad
a0ht Horizontal tail lift curve slope 3.26 1/rad
a0vt Vertical tail lift curve slope 2.70 1/rad
αht0 Horizontal tail incidence 4.00 deg
βvt0 Vertical tail incidence -4.65 deg
c Main rotor blade chord length 0.27 m
gtr Tail rotor gearing ratio 5.25 -
e Main rotor equivalent blade eccentricity 0.142 -
ψmx Cyclic pitch control mixing angle 12.0 deg
Iβ Main rotor blade moment of inertia 231.7 kg m2

Ixx Roll moment of inertia 1433 kg m2

Ixz Asymmetric moment of inertia 660 kg m2

Iyy Pitch moment of inertia 4973 kg m2

Izz Yaw moment of inertia 4099 kg m2

m Helicopter gross weight 2200 kg
mb Main rotor blade mass 27.3 kg
nb Number of rotor blades 4 -
R Main rotor radius 4.91 m
Rtr Tail rotor radius 0.95 m
Svt Vertical tail surface area 0.81 m2

Sht Horizontal tail surface area 0.80 m2

f̄ s0 Fuselage drag frontal area [1.3,7.0,3.7] m2

Vf sm Fuselage volume for drag pitch moment 8.43 m3

Vf sn Fuselage volume for drag yaw moment 19.45 m3

k f s Correction factor for fuselage drag 0.83 -
σtr Tail rotor solidity 0.12 -
x̄cg Center of gravity coordinates [0.0,0.0,0.0] m
x̄mr Main rotor coordinates [-0.03,0.0,-1.48] m
x̄tr Tail rotor coordinates [-6.03,-0.32,-1.72] m
x̄vt Vertical tail coordinates [-5.45,0.0,-0.6] m
x̄ht Horizontal tail coordinates [-4.59,0.0,-0.6] m
γs Main rotor shaft tilt (pos. forward) 3.0 deg
θtw Main rotor blade tip twist -6.2 deg
θtwtr Tail rotor blade tip twist 0.0 deg
Ω Main rotor rotational speed 44.4 rad/s
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4.1.1. Vehicle geometry, inertia and mass
The vehicle geometry pertains to the relative location of the various helicopter subsystems.
These are denoted in Table 4.1 by the x̄�s in the list of parameters. The location of the vehicle
center of gravity (c.g.) is denoted by x̄cg. The reference point with respect to which these
quantities are specified is arbitrary, but the reference frame convention used is right-handed
with the x-axis pointing forward (see also Appendix A). In Draftsim, the value for the
location of subsystems and the vehicle c.g. is therefore a vector containing three elements.
For the most part, these parameters are used to correctly resolve the resultant moments with
respect to the vehicle c.g. However, the parameters are also used to compute the velocity
components perceived at each individual subsystem, which affects quantities like angle of
attack and generated (lift or drag) force. An overview of the different reference frames in
conjunction with the forces and moments acting on the vehicle is shown in Figure 4.1.
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Figure 4.1: Free body diagram of a helicopter in flight, showing the different components, reference
frames and forces and moments (vehicle wireframe based on 3D-render by [Sabates,
2016]).

The total vehicle mass is denoted by the parameter m, whereas its moments of inertia
are denoted by Ixx , Iyy , Izz and Ixz , respectively. The latter assumes that the vehicle is
(nearly) symmetric with respect to the vertical plane spanned by the body x- and z-axes.
These parameters appear directly in the equations of motion and therefore strongly affect
the dynamic response of the vehicle.
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4.1.2. Main rotor parameters
The majority of the parameters in Table 4.1 pertain to the main rotor, as this is the most
complex system in the model. Most of these parameters are rather self-explanatory (e.g.,
number of blades, rotor radius, chord, etc.). Others, however, require additional explanation.

The parameter e is listed as the blade eccentricity, expressed as a fraction of the rotor
radius. However, it should be noted that this is the equivalent blade eccentricity and not the
physical offset of the flapping hinge with respect to the hub. The purpose of the equivalent
blade eccentricity parameter is to match the first flap frequency of the rotor system. The
normalized first flap frequency, λβ , is expressed as a fraction of the rotor angular velocity
and its value is typically slightly greater than unity.

Given a value for λβ , it is possible to derive an approximation for emr . The parameter
ε introduced in Appendix A, which can be described as a measure of the hub stiffness, is
related to the normalized first flap frequency through:

ε + 1 = λ2
β (4.1)

However, assuming a uniformly distributedmass, it can also be derived that (seeAppendixA,
Equation (A.69)):

ε =
3e

2(1 − e)
(4.2)

Thus, a direct relation exists between the equivalent blade eccentricity and the first flap
frequency of the rotor system. Due to the prominent role of ε in the flapping equation (see
Equation (A.16)) and the direct influence of e in the magnitude of the centrifugal moments
generated at the rotor hub (see Equation (A.58)), it is a parameter that strongly affects the
dynamic response characteristics of the helicopter. Because the specification of e effectively
sets the first flap frequency, it also primarily governs the degree of cross-coupling between
roll and pitch responses as a result of cyclic control inputs. This cross-coupling can be
mitigated to some extent by cyclic control mixing (through ψmx , see Appendix A.2.7 ).

Another notable parameter pertaining to the main rotor is Iβ , which is the flapmoment of
inertia that appears in the expression for the bladeLock number (γ) given by Equation (A.33).
The Lock number is a measure of the magnitude of aerodynamic forces acting on the blade
in relation to inertial forces. The aerodynamic forces are represented by the air density (ρ),
the lift curve slope of the blade airfoil (a0mr ), the blade chord (c) and radius (R). As can be
seen from Equations (A.40) and (A.41) in Appendix A, the Lock number strongly affects the
flap response of the blades. Also note that, because the Lock number varies with air density,
it changes with flight altitude and, hence, the blade flapping response is also affected by
altitude.

4.1.3. Tail rotor parameters
The tail rotor model in Draftsim is essentially a simplified version of the main rotor. The
primary differences with the main rotor are that blade flapping as well as in-plane forces and
moments are neglected. This also means that pitch-flap coupling typically built-in to tail
rotors was not included in the model. In effect, the tail rotor only produces a single thrust
force (directed along the body y-axis) and torque (about the body y-axis).
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Table 4.1 contains several parameters that pertain to the tail rotor. The parameters that
determine the geometry of the tail rotor are the radius (Rtr) and solidity (σtr). The solidity
was defined in Appendix A.2.2 of Appendix A as:

σ� =
nb�c�
R�π

where � denotes either the main (mr) or tail (tr) rotor. In effect, the solidity expresses the
total blade area relative to the disk area and directly scales the force produced by the tail
rotor as can be seen from Equation (A.72).

The parameter a0tr is the lift curve slope corresponding to the airfoil used on the tail
rotor and directly influences the effectiveness of the tail rotor. On the other hand, the tail rotor
blade twist (θtwtr ), if set, reduces the effectiveness of the tail rotor. Finally, the parameter
gtr is the tail rotor gearing ratio, which when multiplied by the main rotor angular velocity
(Ω) yields the (constant) angular velocity of the tail rotor.

4.1.4. Fuselage parameters
At higher flight speeds, the fuselage is an important contributor to the total forces and
moments acting on the vehicle. As such, the inclusion of its effect in Draftsim is requisite.
It has been opted, again for simplicity sake, to implement an empirical model to capture
the aerodynamic drag forces and moments generated by the fuselage. This model is from
[Marinescu and Anghel, 1992] and is similar to the one implemented by [Pavel, 2001].

The parameters in Table 4.1 that pertain to the fuselage are f̄ s0, Vf sm and Vf sn and k f s .
The former two parameters determine the magnitude of the drag forces along the three body
axes. f̄ s0 is a vector that contains the equivalent flat plate areas as seen from the front,
side and bottom, respectively. Often, only the frontal equivalent flat plate area is specified.
However, by calculating the ratios of the geometric areas of the front, side and bottom of
the fuselage, it is possible to approximate the other equivalent flat plate areas.

Vf sm andVf sn are equivalent volumes computed (or approximated) usingEquation (A.79).
These two parameters govern the pitch and yaw moments generated by the fuselage. The
parameter k f s is a correction factor, typically between 0.8 and 1.0, to directly scale the
magnitude of the moments. Its value is a function of the ratio of the fuselage length and
diameter [Marinescu and Anghel, 1992] (see Figure A.8).

4.1.5. Empennage parameters
The empennage for a conventional helicopter consists of a horizontal and vertical tailplane
typically mounted aft of the main rotor. In Draftsim, these are modelled as simple lifting
surfaces. As such, the associated parameters pertain to the aerodynamic characteristics
of the surface (i.e., lift coefficients a0ht and a0vt ) as well as geometrical properties (i.e.,
surfaces Sht and Svt ). Principally, the lift generated by the horizontal and vertical tailplane
is therefore proportional to the perceived angle of attack (αht ) and angle of sideslip (βvt ),
respectively. However, the surface may be mounted such that a force is generated in normal
(i.e., straight and level) forward flight. This is accommodated through the built-in incidence
angles α0ht and β0vt .
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4.2. Trim and dynamic stability analysis
This section presents the application of the Draftsim model to the Bo-105 helicopter. First,
the results of a trim sweep are given to verify trends in the static equilibrium of the vehicles
as a function of forward flight speed. Finally, linearization results are presented to study
and verify the inherent dynamic characteristics of the modelled helicopters. The Bo-105
analyses are used as the primary means of verification of the Draftsim model. This is
because a substantial amount of validation data are available in the open literature.

During these discussions, it will be attempted to clarify discrepancies between Draftsim
results and the reference data by “tuning” some of the model parameters. Note that this
is meant solely for illustrative purposes and is otherwise beyond the scope of this thesis.
Thus, the Bo-105 model parameters listed in Table 4.1 are not changed for the analyses in
the remainder of this thesis.

4.2.1. Model parameters
The values for the Bo-105 model parameters listed in Table 4.1 were mostly taken from
Padfield [2007]. Note that the main rotor equivalent blade eccentricity listed in Table 4.1
was calculated from the specified flapping hinge stiffness (Kβ) of 113330 Nm/rad using
[Padfield, 2007]:

λ2
β = 1 +

Kβ
IβΩ2 (4.3)

and subsequently applying relations Equations (4.1) and (4.2) to obtain a value for e.
The locations of the various vehicle subsystems are specified with respect to the vehicle

center of gravity. These were taken from [Wan, 2014]. Also, because a different fuselage
drag model is used in Draftsim than the one applied in [Padfield, 2007], the values for
parameters pertaining to fuselage drag were approximated from the known geometry of the
helicopter. To this end, the equivalent (frontal) flat plate drag area of the fuselage and the
correction factor k f s from [Pavel, 2001] were used. The value for single blade mass (mb)
was also taken from [Pavel, 2001]. Finally, the cyclic mixing angle ψmx is mentioned in
[Kerler et al., 2012].

4.2.2. Trim in forward flight
Figures 4.2 and 4.3 show the trim curves corresponding to the Bo-105 helicopter. Also
shown in the figures are reference values taken from [Padfield et al., 1996], corresponding
to the the Common Baseline Model (CBM) developed as part of GARTEUR Action Group
(AG) 06 and documented in the same paper. This model is similar to Draftsim in terms of
its fidelity level, in the sense that it is a six dof rigid-body model of helicopter dynamics,
where all rotor dynamics are considered quasi-steady.

Figure 4.2 shows the control deflections (in degrees). Overall, the match with the
reference data is satisfactory. All trends in control positions with increasing airspeed are
accurately predicted. It appears, however, that the collective position is consistently higher
than that of the (baseline) CBM model. Though the exact parameters of the CBM model
were not specified, an alternative collective trim curve corresponding to a higher mean
lift curve slope of the main rotor was also provided. This alternative curve significantly
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improves the match with Draftsim. At higher speeds, from approximately 80 kts, Draftsim
predicts higher collective deflections. As expected, this is also reflected in the lateral cyclic
stick and pedal positions. For a higher collective position, more pedal deflection (to the left,
which generates a force along the body y-axis) is required which increases the roll moment,
hence also necessitating a larger lateral cyclic deflection (also to the left). In contrast, the
longitudinal cyclic stick position matches the reference data remarkably well.
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Figure 4.2: Control deflections in trim as a function of forward flight speed for the Bo-105 helicopter.

Figure 4.3 shows the helicopter attitude and disc tilt angles. Here, only reference data
for the pitch angle are available from [Padfield et al., 1996]. The pitch angle matches well
with the reference data up to speeds of approximately 80 kts, above which the required
helicopter pitch angle is overestimated. As expected, the disc coning angle (β0) follows the
trends of the collective control position. The trend of the longitudinal disc tilt angle (β1c )
is positive (i.e., towards the rear) with increasing airspeed. As noted in Padfield [2007],
the longitudinal disc tilt compensates for the residual of the sum of (longitudinal) moments
acting on the other helicopter components. In Draftsim, the predicted residual moment for
the Bo-105 is negative (i.e., pitch forward) and therefore positive disc tilt is required for
equilibrium. A similar reasoning applies to the lateral disc tilt. Also note that the disc tilt
angles required are in the order of a few degrees only.

The over-approximations of the trim curves predicted by Draftsim at higher speeds are
explained by the simplified fuselage drag model currently implemented. For example, the
parameters f̄0 and Vf sm are found to have a strong impact on the predicted trends and
magnitudes of the trim curves in longitudinal direction. Nulling the effect of Vf sm affects
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Figure 4.3: Bo-105 helicopter attitude and disc tilt angles in trim as a function of forward flight speed.

the longitudinal cyclic trim position and entails a longitudinal disc tilt in the opposite
direction (i.e., forward) with increasing flight speed. Also, reducing the value for f s0 to
0.8 drastically improves the match of the trim curves at higher forward flight speeds, in
particular the helicopter pitch angle.

4.2.3. Dynamic stability analysis
The linearization results are presented in two forms. First, the eigenvalues of the linearized
system matrix are inspected to study the dynamic properties of the helicopter. These consist
of the frequency and stability of the characteristic vehicle modes. Second, the properties of
the input matrix are studied to determine the sensitivity of the helicopter to control inputs.
To this end, control derivaties are computed and compared to reference data for different
forward flight speeds.

Eigenvalue analysis For the Bo-105, the results of the eigenvalue analysis are summarized
in Figure 4.4. In the figure, each eigenvalue is labelled according to the name of its
corresponding mode and, where applicable, arrows indicate trends with increasing airspeed
(from 0 to 140 kts, with steps of 20 kts). The results predicted by Draftsim for the Bo-105 are
compared with reference data obtained from Helisim, also shown in the figure. Helisim is
a helicopter simulation model developed and described by Padfield [2007] that is of similar
fidelity as Draftsim.
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Phugoid

Dutch roll

SpiralHeave subsidence

Pitch subsidenceRoll subsidence

Figure 4.4: Bo-105 eigenvalues compared with reference data from [Padfield, 2007].

It can be seen that the dynamic properties of the Bo-105 are well predicted in comparison
to Helisim. Again, the largest offsets with respect to the reference data occur at higher flight
speeds, where the fuselage aerodynamics become important. The largest discrepancy is
seen in the Dutch roll mode. Whereas the general trend of this mode is well-captured by
Draftsim, its frequency at higher speeds is overestimated when compared to Helisim. From
the figure, it can be seen that nullifying the effect of Vf sn greatly improves the quality
of match of the Dutch roll mode with respect to Helisim, with negligible changes seen
in the other vehicle modes. More minor discrepancies are found in the phugoid and roll
subsidence modes. The trend of the phugoid mode is over-predicted for higher airspeeds
and, at 140 kts, the mode even becomes non-oscillatory. This, again, can be attributed to
the simplified fuselage aerodynamic moment in Draftsim. Reducing the value for Vf sm was
found to greatly improve the match with the reference data.

Control derivatives Figures 4.5 and 4.6 show the computed control derivatives as a
function of forward flight speed in comparison to those predicted byHelisim and documented
in Padfield [2007]. Note that the units used for these derivatives differ between the models
and, therefore, two separate scales are shown in the figures. In Draftsim, control inputs are
regarded as percentages of corresponding blade ranges. The Helisim derivatives, however,
are reported using the actual blade angles (in radians). While this makes comparing absolute
amplitudes difficult, the main objective here is merely to verify the general trends of the
derivatives with airspeed. Also note that the Helisim reference data were obtained by
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manually reading off figures and may contain slight inaccuracies as a result. Finally, note
that Helisim uses a reversed sign convention for the cyclic control inputs as compared to
Draftsim. For purposes of comparison, the sign of all Helisim derivatives pertaining to the
cyclic controls have therefore been reversed.
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Figure 4.5: Bo-105 force control derivatives as function of forward flight speed compared with refer-
ence data.
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Figure 4.6: Bo-105 moment control derivatives as function of forward flight speed compared with ref-
erence data.
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From Figure 4.5, mixed results in terms of the quality of match between Draftsim and
Helisim derivates can be seen. While trends with increasing airspeed of several derivatives
match remarkably well (e.g., Xδ0 , Zδ0 , Zδs and Yδtr ), others exhibit some discrepancies.
Notable examples are Xuc and Yδs (i.e., the cross-derivatives), where the predicted trends
with airspeed seem reversed with respect to Helisim. For a few derivatives, trends with
increasing airspeed are predicted well only for a limited range of airspeeds. For example,
the declining trend of Xδs matches up to approximately 80 knots, but breaks down at higher
airspeeds. It was found that this is related primarily to the fuselage aerodynamic parameters
selected. For example, the quality of match of Xδs at speeds above 80 knots could be
improved by setting a substantially larger value for Vf sm . Another parameter that was found
to affect the values of the force derivatives with respect to δc and δs is the cyclic phase
mixing angle ψmx . For example, nulling this parameter was found to bring the sign of Yδs
at low speed in agreement with Helisim, but also results in an increased amplitude for all
cross-derivatives and thus the overall cross-coupling between pitch and roll inherent in the
model. It is unclear, however, whether the Helisim data reported by Padfield [2007] includes
the effect of cyclic phase mixing through ψmx .

From Figure 4.6, it can be seen that the match between Draftsim and Helisim is in line
with the predictions obtained from the force derivatives. Both in terms of the signs and
trends of the derivatives with increasing airspeed. The only notable exceptions are Lδc and
Mδc . The variation with airspeed predicted by Draftsim in case of the former, however,
is negligible for the range of airspeeds under consideration, whereas in case of Helisim
it is constant. The discrepancy seen in the trend of Mδc seems more significant. Up to
approximately 60 kts, the predicted trends between the models match, whereas above this
speed Draftsim predicts a sharp decline in amplitude in contrast to Helisim. This trend
could be reproduced in Draftsim by nulling the effect of ψmx and substantially reducing the
value of the fuselage frontal area.

It can be concluded from this analysis that Draftsim predicts the dynamic characteristics
of rotorcraft reasonably well in comparison to a model of similar fidelity. Some differences
between Draftsim and Helisim in the control derivatives were exposed, but pertained pri-
marily to cross-derivatives, the magnitude of which is considerably smaller in comparison
to the on-axis derivatives. The discrepancies that were observed at higher speeds can be
attributed primarily to the fuselage aerodynamics. Also, the possible absence of cyclic
phase mixing (through ψmx) in the Helisim model could explain some of the discrepancies
seen in the cross-derivatives.

4.3. Handling qualities evaluation
From the application of Draftsim to the Bo-105 helicopter in the preceding section, sufficient
confidence was gained regarding the accuracy of the model in predicting trim as well as
dynamic stability. In this section, Draftsim will therefore be applied to a different helicopter
type, the Boeing AH-64 Apache, in a pilot-in-the-loop handling qualities evaluation.

The necessary model parameters for the AH-64 were gathered from a number of sources
available in open literature. The reference data for the most part originate from the test
program performed by the United States Airforce on the AH-64A in the early 1980’s
[Anonymous, 2002; Bender et al., 1981, 1984; Hossein Mansur, 1995; Kelley, 1990; Kunz
and Jones, 2001; Picasso et al., 1982]. Data against which this model could be verified were
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Figure 4.7: The Cooper-Harper HQ Rating (CHR) scale [Cooper and Harper, 1969].

scarcely available. Appendix B presents a comparison of stability and control derivatives
(in hover) with reference data that could be found in open literature. Unfortunately, this
comparison did not produce satisfactory results. This is undoubtedly the result of uncertainty
in the model parameters and some peculiarities in the reference data. The HQs analysis in
this section is therefore aimed at establishing the extent to which the model in its current
form is representative of the actual AH-64 Apache helicopter in basic manoeuvering flight.
Note that this does not and cannot constitute a formal validation of the model fidelity. It
can, however, uncover whether any deficiencies in the model, whichever their origin, are
acceptable to the point that similar HQs are obtained in comparison to the actual helicopter.

To support HQs evaluations in the development of rotorcraft, the United States Army
has devised an Aeronautical Design Standard [Anonymous, 2000], ADS-33E, specifying
requirements on task performance and vehicle HQs. These specifications provide criteria on
both predicted (or quantitative) and pilot-assigned levels of HQs. These levels are based on
definitions found in the Cooper-Harper HQ Rating (CHR) scale, and are shown in Figure 4.7
[Cooper and Harper, 1969].

Predicted HQs levels are derived from quantitative data gathered from flight tests and/or
model-based simulations. Pilot assigned levels, on the other hand, are determined by test
pilots trained to evaluate the amount of pilot compensation required to attain prescribed
levels of adequate and/or desired task performance. ADS-33E describes a wide range of
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manoeuvers , or Mission Task Elements (MTEs), to be evaluated in order to obtain assigned
levels of HQs. Because the present thesis focusses on helicopter flight dynamics in basic
manoeuvering flight, only criteria and tasks characterized as low to moderate agility are
selected. Also, because in Section 4.2 it was found that Draftsim is accurate primarily at
relatively low speed flight and because this is also the main flight envelope of interest in
helicopter applications, only hover and low speed speed flight will be considered. In the
following sections, the evaluation of the predicted and pilot-assigned handling qualities,
respectively, of the developed AH-64 flight dynamics model are presented.

4.3.1. Predicted handling qualities
In ADS-33E, several criteria are formulated that pertain to hover and low speed flight,
with low to moderate (L/M) agility. Here, the “All Other MTEs” criteria apply and a
distinction is made between small and moderate amplitude attitude changes. For the former,
requirements on bandwidth and the mid-term response are given, whereas in the case of
the latter criteria on the attitude quickness are specified. All analyses are performed with
the Stability and Control Augmentation System (SCAS) enabled (see Appendix A.9.1). In
case of the bandwidth and mid-term response analyses, both rate and attitude feedback are
active. For the attitude quickness analysis, only rate feedback is active, because pilots are
assumed to perform larger amplitude attitude changes with FTR enabled1.

Bandwidth The bandwidth criteria from ADS-33E aim at evaluating the aircraft short-
term response characteristics for small amplitude attitude changes. It is a measure of the
frequency range over which the pilot can excert active control. The bandwidths have been
computed using transfer functions derived from linearized and reduced dof models (see
Appendix A.8), containing only the vehicle’s angular rates and attitudes. The resulting
bandwidths per axis (in hover) are shown in Figure 4.8 along with the boundaries specified
in ADS-33E.
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Figure 4.8: Predicted bandwidth per axis in hover, including ADS-33E boundaries [Anonymous, 2000].

1Note that when pilots engage the Force Trim Release (FTR) on the cyclic grip, typically during more dynamic
manoeuvers, the attitude feedback loops are disengaged and the corresponding setpoints are reset. The rate
feedback loops, in contrast, are always enabled.



4

80 4. Exploring helicopter flight dynamics using Draftsim

From the figure, it can be seen that the bandwidth in roll is firmly in the Level 1 region,
as is the bandwidth in pitch. In yaw, the bandwidth is approximately on the boundary
between Level 2 and 3. Also note that in all cases the phase delay parameter τp� is zero
(i.e., no phase delay). This is because, in the bandwidth calculation method used, the phase
of the transfer functions from the controls to the attitude angles were found to never cross
the neutral stability limit of -180◦. This, in turn, is explained by the lack of modelled delays
in the system (e.g., actuators).

Mid-term response The mid-term response criteria from ADS-33E also pertain to small
amplitude attitude changes, but consider themid-term responses. These criteria are specified
in terms of limits on damping and frequency of pitch, roll and yaw oscillations. For the
AH-64, notable oscillations occur only in pitch (i.e., the phugoid) and yaw (i.e., the Dutch
roll). The characteristics of these oscillatory motions can also be obtained from linearized
models (see Appendix A.8) and are shown in Figure 4.9, for the cases where the SCAS is
both enabled and disabled. HQss boundaries from ADS-33E are also shown in the figure.
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Figure 4.9: Predicted pitch and yaw oscillation characteristics in hover, including ADS-33E boundaries
[Anonymous, 2000].

With the SCAS disabled, it can be seen that the characteristics of both the pitch and
yaw oscillations are on the boundary of Level 2 and 3. With the SCAS enabled, however,
both become Level 1. This shows that the SCAS is effective at improving the (mid-term)
response characteristics of the model.
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Attitude quickness The last metric considered is the attitude quickness and captures the
characteristics of the aircraft for the case of moderate amplitude attitude changes. Attitude
quickness is a measure of the agility with which a certain change in attitude can be realized.
It is obtained from isolated pulse-input responses, with varying pulse durations and fixed
control input amplitudes in the pitch, roll and yaw dofs. The pulse durations were chosen as
0.6, 1.2, 1.8, 2.4 and 3.0 seconds, with corresponding (constant) input amplitudes per axis
set such that attitude changes within 10 to 60 degrees were obtained for roll and yaw, and 5
to 30 degrees for pitch, respectively. The results, along with the boundaries prescribed by
ADS-33E, are shown in Figure 4.10.
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Figure 4.10: Predicted attitude quickness per axis in hover, including ADS-33E boundaries [Anony-
mous, 2000].

For the roll axis, it can be seen that the quickness for relatively small attitudes between
10 and 20 degrees, attains Level 1 characteristics. Above 20 degrees, however, Level 2
characteristics are attained. The pitch quickness characteristics follow the boundary between
Level 1 and Level 2 over the complete range of pitch attitude changes up to approximatelly
30 degrees. Similarly, the yaw quickness can be characterized as Level 2 for the complete
range of heading angle changes up to 60 degrees.

4.3.2. Pilot-assigned handling qualities
The predictedHQs analyses in Section 4.3.1 are validated using a pilot-in-the-loop evaluation
of the assigned HQs of the model. The following paragraphs present discuss the apparatus,
methods and results of this evaluation.

Apparatus The evaluation of pilot-assigned HQs was performed on the Desdemona sim-
ulator, shown in Figure 1.1, with threeAH-64 Apache test pilots from the RNLAF. Whereas
the motion platform of the Desdemona simulator was already discussed in Chapter 2 (see
Section 2.2.1), the other cueing systems of the simulator, namely the visual system, in-
strumentation and helicopter controls, received less attention. These are therefore briefly
addressed here.

Visual cues were made available to the pilots through the use of a VR headset. The
Oculus Rift [Oculus, 2019], with a resolution of 2160 (horizontal) and 1200 (vertical) pixels
and a refresh rate of 90 Hz was used. While limited in resolution, this system offers an
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essentially “unlimited” field of view because the rendered visual scene changes according to
both the position and orientation of the pilot’s head. Note that with the advancement of CGI
technology, the use of VR in simulated (flight) environments is increasingly common [Lele,
2013]. At Desdemona B.V., the VR-enabled visuals have been developed in conjunction to a
traditional projection based system. Preliminary evaluations with AH-64 Apache helicopter
pilots indeed suggest that the increased “field-of-view” is strongly appreciated, with most
pilot preferring VR over the projected visuals. A minority, however, has indicated an
increased susceptibility to simulator sickness. Nonetheless, the VR-enabled environment is
considered sufficiently mature for application in this dissertation.

In contrast, no physical motion cues were offered, i.e., the Desdemona motion platform
was kept stationary. This decision is based on two factors. First, directly before the HQs
evaluation, an experiment (see Chapter 6) with physical motion cues and VRwas conducted
and, when asked, two of the participating test pilots preferred no motion. Second, the
presence of motion cues limits the VR-enabled visuals to account only for rotation, instead
of both rotation and translation, of the pilot’s head.

Instrumentation and relevant symbology was also available in the virtual world. The
instruments were projected in the cockpit through somewhat enlarged “virtual” screens, but
were also shown as an “overlay” on the rendered visual scene (see Figure 4.11) in replication
of the Helmet Display Unit (HDU) available in the actual AH-64 helicopter.

Figure 4.11: Illustration of virtual cockpit instruments and HDU overlay in the VR-enabled visual envi-
ronment of the Desdemona simulator.
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The cyclic, collective and pedal controls used are electically driven Control Loading
Systems (CLSs) developed by Brunner [Brunner, 2019]. The grips mounted on the cyclic
and collective sticks are functional replica’s of the actual AH-64 control grips.

Method Before the evaluation, pilots were briefed on the Mission Task Elements (MTEs)
to be evaluated and were given time to review the corresponding task descriptions and
performance criteria. Five Mission Task Elements (MTEs) were selected for the evaluation
of the flight dynamics model in basic manoeuvering flight: the precision hover (PH),
depart-abort (DA), hover turn (HT), vertical manoeuvre (VM) and lateral reposition (LR).
An impression of each MTE as seen in the VR-world is given in Figure 4.12 and brief
descriptions are included in the following paragraphs.

The PH is initiated at a ground speed of between 6 and 10 knots and at an altitude of
less that 20 feet. The target location at which a stable hover should be attained is located
approximately 45 degrees relative to the initial heading of the vehicle. The ground track of
the vehicle should be such that the target location is reached in a straight line. At the target
location, a stable hover should be attained within a prescribed amount of time and positional
accuracy, in terms of altitude, longitudinal and lateral offset as well as heading.

The DA is initiated at an altitude of approximately 35 feet and at a distance of 800 feet
from the intended target location. From this position, an acceleration up to a prescribed
velocity is to be performed, directly followed by a deceleration such that the vehicle is brought
to a stable hover within 20 feet of the target location. Both acceleration and deceleration
should be performed smoothly. Overshoot of the target location is not permitted and
changes in the vehicle’s pitch attitude should be kept below approximately 20 degrees. The
performance criteria for the DA pertain to the peak velocity reached, the amount of time
allowed and the accuracy, in terms of lateral track deviations, altitude and heading.

The HT is initiated in stabilized hover at an altitude of less than 20 feet. From this
condition, a 180 degree turn in both direction should be performed whilst maintaining a
prescribed positional accuracy in terms of longitudinal, lateral and vertical drift. In addition,
the target heading at the end of the turns should be captured within a prescribed number of
degrees and within a prescribed amount of time.

The VM is initiated in a stabilized hover at an altitude of 15 ft, from where a vertical
ascent over a distance of 25 ft is performed, followed after 2 seconds by a descent back to the
original hover position. The manoeuvre should be performed within a prescribed amount
of time and with a presribed positional accuracy in terms of longitudinal and lateral drift,
heading as well as under- and overshoots of the prescribed vertical distance.

Finally, the LR is initiated in a stabilized hover at an altitude of 35 feet, with the vehicle’s
body x-axis orientated perpendicular to a reference track marked on the ground. From this
position, a lateral acceleration up to a prescribed speed is to be performed, followed by
a deceleration to a stabilized hover at a distance of approximately (± 10 feet) 400 feet
from the initial position. Like the DA described in one of the previous paragraphs, the LR
should also be performed smoothly, with both under- and overshoots being permitted in this
case. Performance standards pertain to the amount of time allowed as well as the positional
accuracy in terms of longitudinal track deviations, altitude and heading.



4

84 4. Exploring helicopter flight dynamics using Draftsim

(a) Precision hover (b) Depart/abort

(c) Hover turn (d) Vertical manoeuver

(e) Lateral reposition

Figure 4.12: Overview of each evaluated Mission Task Element, as seen in the VR-rendered world.
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Table 4.2 shows the corresponding performance criteria for each MTE that have been
adopted for each of the five MTEs. As indicated in the table, these criteria were somewhat
relaxed as compared to the original values specified in ADS-33E [Anonymous, 2000].
This stems from the conclusion of Chapter 2, where it was found that in simulator-based
evaluations, limitations in the various cueing systems (including the flight dynamics model)
combined with criteria that demand a level of performance beyond the capabilities of these
systems are likely to bias pilot ratings. Thus, the ADS-33E criteria were modified in the
evaluation with the first participating test pilot, based on the attained performance over
several trials for each MTE, and thereafter kept constant and used in all the remaining
evaluations.

Table 4.2: Adequate (ADQ) and desired (DES) performance criteria per evaluated MTE in ADS-33E
[Anonymous, 2000], criteria that were modified from original specifications are crossed.

∆V (kts) ∆t (s) ∆x (ft) ∆y (ft) ∆z (ft) ∆ψ (deg)
DES ADQ DES ADQ DES ADQ DES ADQ DES ADQ

PH 10 3 5 8 10 3 6 3 6 2 4 5 10
DA 50 40 25 30 30 35 - - 10 20 15 40 10 15
HT - 10 15 3 6 3 6 3 6 3 6
VM - 10 14 15 16 6 10 6 10 3 6 3 6
LR 35 30 18 25 22 30 10 20 10 20 10 15 10 15

Per evaluated MTE, the test pilots were allowed up to two training trials and up to three
evaluation trials before an Handling Qualities Rating (HQR) was asked. The HQRs are
derived from the Cooper-Harper HQ Rating (CHR) scale shown in Figure 4.7. Care was
furthermore taken to ensure that each test pilot evaluated the five MTEs in a different order
according to a partial Latin square design. In addition to the HQRs, the pilots were asked to
comment on any anomalies they might have experienced while evaluating the AH-64 flight
dynamics model.

During the evaluations, attained task performance in support of the HQRs was assessed
solely based on observations of the vehicle position in the virtual world (relative to reference
objects) and instrumentation readings. A stopwatch was used to record the duration of the
manoeuvers. Pilot control inputs and simulation model states were also logged in order to
be able to clarify potential discrepancies in the results afterwards, but were not used during
the evaluations to determine the attained task performance. Finally, the evaluations were
performed with the SCAS enabled, including both the rate damping and attitude feedback
loops for extra stabilization (see Appendix A.9.1).

Results The results of the evaluation are shown in Table 4.3. This table lists the attained
performance level (PRF), the assigned HQR and the accompanying HQs level (LVL) per
test pilot. The last column of the table shows the combined HQs level for each MTE.

Of all evaluated MTEs, the precision hover (PH) is the only one for which Level 1
HQs were attained and for which all pilots managed to attain the desired performance level.
This is consistent with the results of the analysis from Section 4.3.1, where Level 1 HQs
were also predicted for tasks involving relatively high-frequency, low-amplitude attitude
changes. When asked for noticeable deficiencies in the flight dynamics model, two out of
three pilots had no notable comments, with one pilot remarking it is “similar to what one
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would expect from an Apache”. TP2, who awarded an HQR of 4, noted that some difficulty
was experienced in keeping the altitude constant during deceleration to hover. This was
attributed to a somewhat light/sensitive collective control feel. Otherwise the model felt
“pretty close to the real aircraft”. Regarding potential improvements, two pilots suggested
the incorporation of more advanced SCAS modes, such as position and/or heading hold as
well as Translational Rate Command (TRC).

Table 4.3: Attained performance (PRF), assigned Han-
dling Qualities Rating (HQR) and corre-
sponding HQs levels (LVL) per MTE and test
pilot.

TP1 TP2 TP3

PH
PRF DES DES DES

LVL 1HQR 3 4 3
LVL 1 2 1

DA
PRF ADQ DES ADQ

LVL 2HQR 5 4 5
LVL 2 2 2

HT
PRF ADQ ADQ ADQ

LVL 2HQR 5 5 5
LVL 2 2 2

VM
PRF DES DES ADQ

LVL 2HQR 4 4 5
LVL 2 2 2

LR
PRF ADQ ADQ ADQ

LVL 2HQR 5 5 5
LVL 2 2 2

For the depart-abort (DA) MTE,
one of the three test pilots (TP2) man-
aged to attain desired performance,
with a corresponding HQR of 4. The
two other pilots attained adequate per-
formance and both awardedHQRs of 5.
Thus, the combined HQs of the model
in this MTE can be characterized as
Level 2. In this task, two pilots could
not identify notable deficiencies in the
flight dynamics model as compared
to the real aircraft. TP1 noted that
the pitch attitude of the model during
the manoeuver seemed to match “quite
well”. TP2 noted that the “standard”
helicopter couplings were “difficult”
in this task, with particular emphasis
on the pitch, heave and power setting.
However, the damping of the model
in pitch seemed accurate and control
in the yaw axis was also characterized
as “representative”. TP3 corraborated
that altitude control was most difficult to maintain during the manoeuver and also added
that “pitch-up” seemed overdamped, noting it is somewhat more “aggressive” in reality.
The difficulty in altitude control identified by the pilots could be attributed to the non-level
terrain along which the DA MTE was executed. This caused the (“radar”-driven) Vertical
Speed Indicator (VSI) on the HDU to exhibit “jumps”, thereby providing misleading cues
to the pilots. When asked on suggested improvements, more advanced SCAS modes (e.g.,
altitude hold) were recommended.

For the hover turn (HT) MTE, it can be seen from Table 4.3 that the three pilots were
unanimous in their awarded HQR of 5. The model therefore exhibits Level 2 HQs in this
task. The most challenging aspect, as remarked by two pilots, was maintaining position
in the horizontal plane. The general consensus was that desired performance, in terms of
duration, could be attained at the cost of position accuracy and vice-versa. Regarding the
flight dynamics model, two pilots remarked that the pedal input to yaw rate response seemed
accurate. TP1 noted that in reality the response is “maybe somewhat more aggressive”.
TP2 noted that it was “easier” to maintain a certain yaw rate with the model than in reality.
Suggested improvements to the model for a higher HQs level all pertain to incorporating
more advanced SCAS modes, in particular position hold.
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From Table 4.3, it can be seen that for the vertical manoeuver MTE, two of the three
pilots attained desired performance and awarded an HQR of 4, whereas TP3 awarded an
HQR of 5. The flight dynamics model therefore has an overall Level 2 HQs level for this
MTE. TP1 noted that maintaining altitude accurately was experienced as “difficult”, citing a
“limited control” of the heave axis. Along the same line of reasoning, TP2 identified “power
limitations” as an inhibiting factor, while TP3 also remarked that “quite some altitude
adjustments” were necessary. TP2 and TP3 furthermore noted that the collective-to-yaw
coupling either “matched well” or was “realistic” as compared to the real aircraft. TP2
remarked that the “onset” and the amount of pedal compensation also matched well with
reality. Possible improvements to enhance the HQs level for this MTE also include the
incorporation of more advanced SCAS modes, such as heading and/or position hold. No
particular suggestions regarding improvements to the flight dynamics model or basic SCAS
were given.

The last MTE evaluated was the lateral reposition (LR), where from Table 4.3 it can be
seen that an overall HQR rating of 5, corresponding to Level 2 HQs, was awarded. In support
of these ratings the pilots remarked that maintaining a constant heading as well as Table 4.3
it can be seen that pilots unanimously awarded an restricting longitudinal drift required
substantial pilot compensation. Regarding the flight dynamics model, TP2 furthermore
remarked that the pitch axis seemed “slightly less damped” than in the real aircraft. TP3
commented that the response in the roll axis felt “quite realistic” and that the proportion of
cross-coupling (i.e., roll-to-pitch) “felt natural”. Suggestions for improving the HQs of the
flight dynamics model in this MTE are the incorporation of more advanced SCAS modes,
in particular heading hold.

Interestingly, for all MTEs involving a moderately aggressive control strategy (i.e., all
except PH), the assigned HQs levels in Table 4.3 seem to match the predicted HQs levels
from Section 4.3.1. Moreover, the for the most part Level 2 HQs of the AH-64 are in line
with those found in other studies [Harding et al., 2007].

4.4. Conclusion
This chapter has described the utility of a generic six degrees-of-freedom helicopter flight
dynamics model named Delft Rotorcraft Simulation (Draftsim), aimed primarily at effi-
cient (real-time) flight simulation as well as many common offline analyses (e.g., trim
and linearization). In this process, a variety of existing tools and methods were explored,
with particular emphasis on those documented in the Aeronautical Design Standard 33E
(ADS-33E) [Anonymous, 2000]. First, Draftsim was verified by a trim and dynamic sta-
bility analysis of the Bo-105 helicopter, after which the model was applied to the AH-64
helicopter in a handling qualities evaluation conducted on the Desdemona simulator.

The analyses contained in this chapter again signify the strength of quantitative analysis
of helicopter flight dynamics. In particular, it is interesting how relatively simple models,
assumptions and (reference) data lead to good insights and results. The remainder of this
thesis therefore aims to leverage the strength of these types of simplified, model-based
analyses and extend them to applications in motion cueing fidelity assessment.





5
A new perspective on motion

cueing fidelity

The previous chapters of this thesis have mainly focused on the separate problem domains
of motion cueing fidelity assessment and helicopter flight dynamics using (extensions of)
existing tools and methods. In this chapter, the knowledge gained thus far is consolidated
to develop a new methodology to address the motion cueing fidelity problem in helicopter
flight simulation. This method relies on the application of modal analysis to a linear system
that incorporates the coupled helicopter and Motion Cueing Algorithm (MCA) dynamics.

The chapter is structured as follows. First, the significance of modal analysis is high-
lighted in Section 5.1, which includes a proposition for a system structure to capture the
coupled vehicle and MCA dynamics. Then, in Section 5.2, the dynamics of a commonly
applied MCA, the Classical Washout Algorithm (CWA), are explained and linearized. Sec-
tion 5.3 subsequently completes the formulation of the coupled system and presents its sought
eigenstructure. Finally, in Section 5.5, a case study and brief sensitivity analysis is included
to exemplify the utility of the novel methodology.



5

90 5. A new perspective on motion cueing fidelity

5.1. The significance of modes
In Chapter 4, the flight dynamics of helicopters was studied using a number of different
analyses. Characterizing the vehicular dynamics in terms of modes proved particularly
useful. Namely, this yielded valuable information about both dynamic stability and (through
criteria specified in ADS-33E [Anonymous, 2000]) vehicular handling qualities. Moreover,
knowledge of the vehicle modes in combination with the application of partial state feedback
allowed for the design of an effective Stability and Control Augmentation System (SCAS)
for the AH-64 helicopter model.

In the remainder of this section, the significance of modes for linear systems analysis is
further addressed. Subsequently, a new perspective on the motion cueing fidelity problem
that relies on modal analysis is proposed.

5.1.1. System response in terms of modes
The property that makes modes attractive for the analyses of linear dynamic systems, is
the fact that they represent the response characteristics of the system along decoupled
coordinates [Oppenheim and Verghese, 2015]. These coordinates are often collectively
termed the modal coordinates, the eigenstructure or, simply, the modes of the system. This
section will show how the modes of a generic linear system can be retrieved and how modes
are related to the dynamic response characteristics of the system.

Given a linear, non-singular and time-invariant system of the form:

Û̄x = A x̄ + B ū

ȳ = C x̄,
(5.1)

one can define a transformation of the state vector, x̄, i.e.:

x̄ = Wr̄, (5.2)

such that:

Û̄r = W−1 AWr̄ +W−1Bū

ȳ = CWr̄
(5.3)

The system in Equation (5.3) is said to be similar to the one in Equation (5.1), in the
sense that the dynamic characteristics of the system are unaffected. In fact, the input-output
relation from ū and ȳ remains unchanged. This furthermore holds for any (non-singular)
choice of the transformation matrix W . However, a special choice for W exists, such that
[Oppenheim and Verghese, 2015]:

W−1 AW = Λ = diag(λ1, λ2, . . . , λn) =


λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...
0 0 · · · λn


(5.4)
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In this case, the matrix A is said to be diagonalized and λ1, . . . , λi, . . . , λn are real- or
complex-valued scalars known as the eigenvalues of the system. In turn, the columns of W ,
i.e., w̄1, . . . , w̄i, . . . w̄n, have the property:

Aw̄i = λiw̄i or w̄T
i · w̄j = 0 ∀ i , j (5.5)

Or, in words, the matrix W is orthogonal and its columns are eigenvectors of the system. W
is also often referred to as the modal matrix, which effectively decouples the system into its
n linearly independent modal coordinates. An individual mode of the system, then, can be
uniquely specified as:

mi = {λi, w̄i} (5.6)

The type (e.g., stable vs. unstable, oscillatory vs. non-oscillatory, etc.) of the response
in a given mode is determined by the eigenvalue associated with that mode. In turn, the
eigenvector associated with a mode defines the relative contribution of, and the relation
between, the individual states of the system in that mode. This property is commonly
referred to as the mode shape. An example of modes and their corresponding shapes is
shown in Figure 5.1, depicting the eigenvalues and the associated eigenvectors of a three
degree-of-freedom (dof) longitudinal helicopter model.

Figure 5.1: Modes in a three degree-of-freedom linear model of the Bo-105 in hover.
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For complex eigenvalues, the corresponding eigenvector coefficients are, in general, also
complex valued. Hence, each state has a magnitude and phase relative to the others. This
relation is best visualised in a complex plane representation of the eigenvector coefficients.
Real eigenvalues are accompanied by real-valued coefficients in the corresponding eigenvec-
tors. In this case, each state has a relativemagnitudewith respect to other states and is either
positively or negatively related to the other states. Thus, the relative relation between real
valued coefficients in an eigenvector can be conveniently represented in a bar plot. Finally,
note that eigenvectors are essentially dimensionless, in that they can be arbitrarily scaled
and normalized. In this process, however, the relative relation between the coefficients in
each eigenvector is preserved.

The state response of the system is directly related to the modes through the following
equation [Oppenheim and Verghese, 2015]:

x̄(t) =
n∑
i=0

[
(v̄Ti x̄0)eλi t︸      ︷︷      ︸

ZIR

+

t∫
0

v̄Ti Bū(τ)eλi (t−τ) dτ︸                      ︷︷                      ︸
ZSR

]
w̄i (5.7)

where the row vectors v̄Ti are left eigenvectors of the system, which in this case are the rows
of a matrix VT obtained from1:

VT = W−1 (5.8)

It can also be seen from Equation (5.7) that the state response is composed of two parts.
The Zero Input Response (ZIR) captures the contribution to the response due to a direct
perturbation of the state itself (i.e., the initial values response). Conversely, the Zero State
Response (ZSR) only contributes to the response as a result of external inputs. To obtain a
response that is isolated to a single system mode, the ZIR corresponding to x̄0 = w̄i can be
evaluated2. An example corresponding to the modes in Figure 5.1 is shown in Figure 5.2.
This figure reveals a number of analogies between the modal domain and the time domain.
For example, the responses corresponding to the phugoid mode are unstable and indicate
that δu dominates in terms of amplitude and exhibits lead with respect to δw and δθ (see
dashed lines at first minimum). Furthermore, δu and δq appear to be approximately in
phase with one another. In Figure 5.1, these properties of the response can also be deduced
from the relative angle and magnitude between the phugoid eigenvector coefficients in the
complex plane. In case of the aperiodic subsidence modes, it can be seen that the further
left the eigenvalue lies in the complex plane, the faster the response. Furthermore, the mode
shapes in Figure 5.1 reveal the dominant states (i.e., δq for the pitch and δw for the heave
subsidence, respectively) as well as the relative sign of the isolated state responses.

1Note that many combinations of V and W exist such that VT AW = Λ and v̄Ti · w̄j = 0 ∀ i , j [Oppenheim
and Verghese, 2015]. Therefore, in contrast to eigenvalues, the left and right eigenvectors of a linear system are
generally not unique. The choice VT = W−1 is convenient because it implies that v̄Ti · w̄j = 1 ∀ i = j, which
in turn implies that Equation (5.7) holds without introducing additional scaling as a result of the implicit inner
products of v̄Ti and w̄i .
2For periodic modes with complex eigenvectors, the equivalent ZIR is obtained by setting x̄0 = 2Re(w̄i ).
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Figure 5.2: State responses of isolatedmodes in a three degree-of-freedom linear model of the Bo-105
in hover.
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Given an arbitrary (initial) state or input, Equation (5.7) also reveals the extent to which
the i-th system mode is “triggered” as a result of perturbing the system. This information is
present in the terms:

v̄Ti x̄0 and v̄Ti Bū (5.9)

Hence, these terms are often referred to asmode participation factors (e.g., [Padfield, 2007]).
One can also directly express a (measured) system state in terms of its modal coordinates
using (see Equation (5.2)):

r̄(t) = W−1 x̄(t) (5.10)

which constitutes an alternative and more complete measure of the participation of each
individual system mode in the state response, as it includes both the contibution of the ZIR
and ZSR.

5.1.2. From mode assignment to distortion
The utility of modes is well understood in the domain of control system design since the
late sixties [Wonham, 1967]. Then, it was recognized that closed-loop system eigenvalues
could be “assigned” arbitrarily through the utility of state feedback, i.e.:

ū = K x̄

Later, Moore [1976] showed that state feedback in multivariable dynamic systems offers
additional freedombeyond eigenvalue placement. Namely, the possibility to specify a unique
and favourable set of corresponding closed-loop eigenvectors. This approach later became
known as eigenstructure assignment [Liu and Patton, 1998]. In the two decades following
Moore’s publication, eigenstructure assignment gained little traction in favor of frequency-
domain methods. At the time, the latter proved more suitable for analyses involving output
(in contrast to state) feedback as well as (noise) sensitivity minimization and robustness.
Currently, these issues are well-understood in the domain of eigenstructure assignment [Liu
and Patton, 1998] and several applications have been documented in both fixed- (e.g., [Sobel
and Shapiro, 1985]) and rotary-wing (e.g., [Low and Garrard, 1993]) aircraft control.

The main contribution of this dissertation is the application of modal analysis to the
problem of motion cueing fidelity in helicopter flight simulation. This is enabled by
developing a comprehensive and explicit linear model structure that couples typical vehicle
and Motion Cueing Algorithm (MCA) dynamics. This prospective model has the following
proposed form:

δ Û̄xc =
[

Ap 0
Apm Am

] [
δ x̄p

δ x̄m

]
+

[
Bp

Bm

]
δūp = Acδ x̄c + Bcδūp

δ ȳc =

[
Cp 0

Cpm Cm

] [
δ x̄p

δ x̄m

]
+

[
Dp

Dm

]
δūp = Ccδ x̄c + Dcδūp

(5.11)

The state vectors δ x̄p and δ x̄m that together form the coupled system state δ x̄c in Equa-
tion (5.11) contain states that describe the evolution of the linearized vehicle and MCA
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dynamics, respectively. Here, the δ-notation is used to emphasize the fact that Equa-
tion (5.11) describes the perturbation dynamics of the coupled system. The matrices Ap

and Am are the respective system matrices corresponding to δ x̄p and δ x̄m. The matrix Amp

couples the dynamics of both systems, while the coupled system itself is excited solely by
the input vector δūp through the matrices Bp and Bm (combined in the matrix Bc). The
matrices Ap and Bp are determined by the vehicle dynamics only and and may change,
e.g., as a function of forward flight speed in case of helicopters. Conversely, Am changes
as a function of parameters in the MCA only, while Amp and Bm depend on both vehicle
dynamics and MCA parameters. The coupled system output ȳc contains vehicle reference
as well as simulated human-perceived quantities. The latter are specific forces and angular
rates [Hosman and Stassen, 1998] that are a linear combination, determined by the matrices
Cc and Dc , of the states in x̄p and x̄m.

The key advantage of the formulation in Equation (5.11) is that it accommodates modal
analysis of the coupled system, as described in Section 5.1. This is analogous to eigen-
structure assignment, in the sense that a mechanism is introduced that strongly affects the
dynamic properties of the closed-loop system. In eigenstructure assignment, this mecha-
nism (i.e., state feedback) is introduced purposefully with the aim of shaping the dynamic
characteristics of the closed-loop system. However, in Equation (5.11), the presence of the
MCA dynamics has the undesired (yet inevitable) “side-effect” of distorting the actual ve-
hicle dynamics perceived by a human operator in a motion-base flight simulator. The newly
proposed method therefore enables a systematic analysis of this MCA-induced distortion of
human perceived quantities in terms of the vehicle’s eigenstructure.

In the following sections, the necessary elements in Equation (5.11) will be derived,
starting with a detailed description and linearization of the Classical Washout Algorithm
(CWA). In this process, the motion state vector x̄m is defined and expressions for both
Am as well as Cm are obtained. Subsequently, human-perceived quantities (i.e., specific
forces and angular rates) will be expressed in terms of the vehicle dynamics states in x̄p . It
will become apparent that these constitute the defition of the Apm, Bm, Cp , Cpm and Dm

matrices and thus complete the definition of the coupled system in Equation (5.11).

5.2. Linearizing the Classical Washout Algorithm
Figure 5.3 shows a schematic representation of a commonly applied Motion Cueing Algo-
rithm (MCA), namely the Classical Washout Algorithm (CWA) [Reid and Nahon, 1985].

This figure shows that the inputs to the CWA are the vehicle specific forces and angular
velocities, i.e., the quantities perceived by the human vestibular system [Previc and Ercol-
ine, 2004]. In the CWA, three distinct mechanisms are applied to feasibly reproduce these
quantities in the simulator. The purpose of Channel 1 is to reproduce high-frequency com-
ponents of the specific forces. Channel 2 is often referred to as the tilt coordination channel,
enabling the use of motion platform rotation for reproducing sustained (i.e., low-frequency)
specific force components. This channel is optional and only active for specific forces
acting in the horizontal plane [Reid and Nahon, 1985]. Finally, Channel 3 is responsible
for reproducing high-frequency contributions in the angular velocities of the vehicle. In the
following sections, the detailed contribution of each channel, as well as the linearization
thereof, are outlined.
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Figure 5.3: A schematic of the Classical Washout Algorithm [Reid and Nahon, 1985].

5.2.1. Description and linearization of Channel 1
The specific force inputs to Channel 1 are first scaled. It is important to understand that, in
the CWA this scaling is performed relative to a situation where the vehicle body frame is
aligned with the inertial frame. This is reasonable because aircraft mostly fly horizontally,
i.e., the gravitational acceleration in the body frame is always approximately aligned with
the inertial z-axis. Thus, the scaling of specific forces can be expressed as [Reid and Nahon,
1985]:

Km( f̄ r + ḡr0 ) − ḡ
r
0 (5.12)

where ḡr0 ≡
[
0 0 g

]T and Km is a diagonal gain matrix with motion scaling gains in
each of the translational motion axes of the simulator:

Km = diag
(
Kx,Ky,Kz

)
(5.13)

To enable effective washout of the simulator motion, high-pass filtering is performed
on acceleration defined in the simulator inertial frame. The output of the scaling block,
however, is essentially a scaled specific force defined in the vehicle body frame. To convert
this quantity to acceleration in the simulator inertial frame, the gravitational acceleration
expressed in the simulator body frame is added first. A transformation to the simulator
inertial frame is subsequently carried out before high-pass filtering the resulting signal3.
The contribution of Channel 1 to the perceived specific force ( f̄ s) in the simulator is then
obtained by transforming the output of the high-pass filter back to simulator body frame
and subtracting ḡs from the result. It is important to note that, because of the presence of
the high-pass filter in this channel, the addition and subsequent subtraction of ḡs are not
complementary. As such, false cues in specific forces are inherently introduced by filtering
in the inertial frame of reference.

3Note that, without this transformation to the simulator inertial frame before filtering, return-to-neutral would not
be attained.
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In summary, several distinct elements are present in Channel 1 that determine the degree
to which vehicle specific forces are affected by the MCA. These are the scaling, the
addition and subtraction of the gravitational acceleration in the simulator body frame, the
transformation between reference frames and, finally, the presence of a high-pass filter. In
the following paragraphs, the linearisation of each of these elements is outlined.

Scaling Scaling is a purely linear operation and is therefore easily incorporated in a
linearized model of the CWA. Substitution of a specific force vector defined as:

f̄ r = f̄ r0 + δ f̄ r (5.14)

into Equation (5.12) yields the result:

Km (
( f̄ r0 + δ f̄ r ) − ḡr0

)
+ ḡr0 (5.15)

Here, f̄0 is a constant vector that defines the value of the specific force in the state about
which the vehicle and CWA are linearized and δ f̄ r =

[
δ fx δ fy δ fz

]T . With some
algebraic manipulation, Equation (5.15) can then be written as:

Km f̄ r0 + (K
m − I3)ḡ

r
0 + Kmδ f̄ r (5.16)

In the linear CWA model, the term containing δ f̄ is of primary interest as it describes
the influence of scaling on a perturbation of the specific force. The values of the first
two (constant) terms in Equation (5.16) is of no particular interest in describing the linear
perturbation dynamics of the CWA. Note that this does not mean that the constant reference
is not perceived, but merely that its value is determined from past vehicle dynamics and is
of no consequence for the future evolution of the system. Hence, the effect of scaling in the
CWA can be linearized as:

Kmδ f̄ (5.17)

where the superscript r was dropped for notational convenience in the remainder of this
chapter.

Transformations between reference frames Important non-linearities in Channel 1 are
the transformations of the simulator translational accelerations to (or from) the simulator
inertial (or body) frame before (or after) high-pass filtering. The general transformation
matrix between these two frames can be expressed as (see also Appendix A, Equation (A.2)):

T s
bi(Φ̄

s) =


cos(θs ) cos(ψs ) cos(θs ) sin(ψs ) − sin(θs )
sin(φs ) sin(θs ) cos(ψs ) − cos(φs ) sin(ψs ) sin(φs ) sin(θs ) sin(ψs ) + cos(φs ) cos(ψs ) sin(φs ) cos(θs )
cos(φs ) sin(θs ) cos(ψs ) + sin(φs ) sin(ψs ) cos(φs ) sin(θs ) sin(ψs ) − sin(φs ) cos(ψs ) cos(φs ) cos(θs )

 (5.18)

where φs , θs and ψs are the simulator pitch, roll and yaw angles, respectively, which are
combined and written in vector form: Φ̄s =

[
φs θs ψs

]T . Therefore, before high-pass
filtering, one may write:

āi = T s
ib(Φ̄

s) āb, (5.19)
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where T s
ib
= (T s

bi
)T and where āi and āb are the simulator translational acceleration vectors

expressed in the simulator inertial and body frames of reference, respectively. Equa-
tion (5.19) can subsequently be linearized by evaluating its Taylor series expansion up to
the first-order:

T s
ib(Φ̄

s
0 + δΦ̄

s) āb ≈ T s
ib(Φ̄

s
0) ā

b +
∂

(
T s
ib
(Φ̄s)āb

)
∂Φ̄s

�������
0

(5.20)

where Φ̄s
0 =

[
φs0 θs0 ψs

0
]T and δΦ̄s =

[
δφs δθs δψs

]T . Because it is of interest to
linearize the contribution of the tranformationmatrix, the vector āb can be assumed constant
without loss of generality and, hence, can be dropped from both sides of the equation. It
can then be shown that Equation (5.20) can be rewritten to [Barfoot et al., 2011]:

T s
ib(Φ̄

s
0 + δΦ̄

s) ≈
(
I3 − (Ls

ib(Φ̄
s
0) δΦ̄

s)×
)

T s
ib(Φ̄

s
0) (5.21)

where (see also Equation (A.87) in Appendix A):

Ls
ib(Φ̄

s) =


1 sin(φs) tan(θs) cos(φs) tan(θs)
0 cos(φs) − sin(φs)
0 sin(φs )

cos(θs )
cos(φ)
cos(θ)

 (5.22)

and where the notation �× indicates a skew-symmetric matrix from an arbitrary vector, e.g.:

ε̄× =


0 −ε3 ε2
ε3 0 −ε1
−ε2 ε1 0

 for ε̄ =
[
ε1 ε2 ε3

]T (5.23)

From Equations Equation (5.21) to Equation (5.23), it is apparent that in linearized
form, the transformations between reference frames in the CWA generally introduce many
inter-axes coupling terms. Fortunately, these can be reduced and simplified substantially.
Namely, MCAs like the CWA aim to return the simulator to its neutral position at all times.
Therefore, it seems reasonable to linearize the CWA dynamics with respect to the neutral
position of the motion platform, i.e., Φ̄s

0 ≈ 0̄. Moreover, deviations from the neutral position
are typically constrained because ofmechanical limitations inherent in contemporarymotion
platforms, such that it also appears reasonable to assume small deviations in the simulator
attitude from the neutral position. Applying this assumption to Equation (5.21), both T s

ib
and Ls

ib
become identity matrices. Subsequently perturbing Equation (5.19) yields:

āie + δāi = T s
ib(Φ̄

s + δΦ̄s)(āb
e + δāb)

≈
(
I3 − δΦ̄

s
×

)
(āb

e + δāb)
(5.24)

where āie and āb
e are the translational accelerations of the vehicle expressed in the simulator

inertial and body reference frames, respectively. Assuming the vehicle is linearized with
respect to an equilibrium state, these quantities are zero and Equation (5.24) can be further
simplified to:
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δāi ≈
(
I3 − δΦ̄

s
×

)
δāb ≈ δāb (5.25)

where the final result is the consequence of the fact that both δΦ̄s
× and δāb are small

perturbations from the simulator reference state, such that δΦ̄s
× δāb ≈ 0. In conclusion,

transformations between reference frames in the CWA can be omitted in the linearized
model.

Addition and subtraction of gravity It can be seen from Figure 5.3 that the gravitational
acceleration vector, expressed in the simulator body frame, is both added and subtracted
in Channel 1 before and after high-pass filtering, respectively. As explained earlier, this is
necessary because specific force, in an inertial reference frame, is defined as:

f̄ i = āi − ḡi (5.26)

i.e., the vehicle accelerations not due to gravity. To obtain the total translational vehicle
acceleration (i.e., the quantity on which the high-pass filter in Channel 1 operates) from
specific force, gravity must therefore be added first. In the CWA, this operation is performed
in the simulator body frame. To this end, the components of the gravitational acceleration
vector in the simulator body frame can be expressed as [Reid and Nahon, 1985]:

ḡs =
[
gsx gsy gsz

]T
=


−g sin (θs)

g sin(φs) cos(θs)
g cos(φs) cos(θs)

 (5.27)

Perturbing Equation (5.27) and using the insights from the previous paragraph, where it was
assumed that Φ̄s

0 ≈ 0̄, it possible to write these components in linearized form as:

δḡs =
[
δgsx δgsy δgsz

]T
=


−g δθs

g δφs

0

 (5.28)

Thus, before the high-pass filter in Channel 1, using Equations (5.17) and (5.25) it is obtained
that:

δāi = Km δ f̄ + δḡs =

Kx δ fx − g δθs

Ky δ fy + g δφs

Kz δ fz

 (5.29)

As can be seen from Figure 5.3, after high-pass filtering of āi , the gravity components
defined in Equation (5.28) must be subtracted again to obtain the (perturbed) human-
perceived specific forces in the simulator:

δ f̄ s =
[
δ f sx δ f sy δ f sz

]T
= δās − δḡs =


δas

x + g δθ
s

δas
y − g δφ

s

δas
z

 (5.30)

where δās =
[
δas

x δas
y δas

z

]T , i.e., the perturbed simulator acceleration.
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High pass filtering Arguably the most important element in Channel 1 is the high-pass
filter that, in the linear model of the CWA, acts upon the perturbed vehicle accelerations
expressed in the simulator inertial frame. From Equation (5.29), it becomes clear that these
in turn depend on perturbed (and scaled) specific forces and the perturbed simulator attitude.
The high-pass filter itself is a linear filter of arbitrary order. Most commonly, the CWA
contains high-pass filters up to third-order for the translational channels [Reid and Nahon,
1985]. In transfer function form, these can generally be written as:

H1� =
s3

(s2 + 2ζωn,1� s + ω2
n,1� )(s + ωb,1� )

(5.31)

where the number in the subscript signifies the CWA channel (i.e., high-pass specific force),
� denotes the direction (i.e., x, y or z) and where, forωb,1� = 0, the transfer function reduces
to second order. Without loss of generality, this thesis assumes that the damping ratio ζ is
the same for all low- and high-pass filters in the CWA. To capture the effect of the high-pass
filter in the linear model of the CWA, it is necessary to convert the transfer function in
Equation (5.31) to the time-domain, i.e., to state-space form. A possible format is the so-
called Controllable Canonical Form [Ogata, 2001], such that the system in Equation (5.31)
can be written as:

Û̄q1� = A1� q̄1� + B1�u1�

y1� = C1� q̄1� + d1�u1�
(5.32)

where q̄1� denotes a vector containing auxilliary state variables, u1� is the scalar input to the
filter and y1� is the scalar output of the filter. For the third-order high-pass filter as given in
Equation (5.31), the remaining definitions in Equation (5.32) are:

A1� =


0 1 0
0 0 1

−ω2
n,1�ωb,1� −ωn,1� (2ζωb,1� + ωn1,� ) −(2ζωn,1� + ωb,1� )

 , B1� =


0
0
1


C1� =

[
−ω2

n,1�ωb,1� −ωn,1� (2ζωb,1� + ωn,1� ) −(2ζωn,1� + ωb,1� )
]
, d1� = 1

(5.33)

For second-order high-pass filters, Equation (5.33) can be simplified to:

A1� =

[
0 1
−ω2

1� −2ζω1�

]
, B1� =

[
0
1

]
C1� =

[
−ω2

1� −2ζω1�
]
, d1� = 1

(5.34)

and where the “n” denoting the break-frequencies of the filters was dropped for notational
convenience. Subsequently, from Equation (5.29):

u1x = Kx δ fx − g δθs, y1x = δas
x

u1y = Ky δ fy + g δφs, y1y = δas
y

u1z = Kz δ fz, y1z = δas
z

(5.35)
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It is evident from the definitions in Equation (5.35) that the dynamics of the perturbed
simulator acceleration in the surge and sway directions depend not only on the dynamics
of the vehicle-driven specific force, but also on the simulator attitude. Thus, the linear
CWA model developed in this chapter includes an explicit coupling of both translational
and rotational MCA dynamics. In turn, the perturbed simulator attitude appearing in
Equation (5.35) is driven by Channels 2 and 3 of the CWA (see Figure 5.3), which will be
derived in the following two sections. The human-perceived specific forces in the simulator
are finally obtained from the outputs of the high-pass filters using Equation (5.30), i.e., after
subtracting the perturbed gravity components.

5.2.2. Description and linearization of Channel 2
As most contemporary motion cueing systems are strongly limited in the degree to which
long-term accelerations can be represented, a commonly applied technique to emulate the
perception of these motions is to employ a portion of the platform’s rotational motion
space. To this end, the scaled specific forces from Channel 1 are low-pass filtered before
tilt coordination is applied. As can be seen from Figure 5.3, tilt coordination converts the
scaled and low-pass filtered specific forces to a corresponding simulator attitude and angular
velocity. In effect, components of the gravitational acceleration are used for reproducing
the sensation of sustained acceleration. Because platform rotation due to tilt coordination
is essentially a false cue, a rate limiter is added to Channel 2 to ensure that the amplitude
of the resulting angular velocity does not exceed human perceptual thresholds [Reid and
Nahon, 1985].

Low-pass filtering and tilt coordination The input to Channel 2 are the perturbed and
scaled specific forces in surge and sway (i.e., δ fx and δ fy) as obtained from Equation (5.17).
These are first low-pass filtered. This mechanism can be expressed in transfer function form
as:

H2� =
ω2

2�

s2 + 2ζω2� s + ω2
2�

(5.36)

where, without loss of generality, a filter of second order is assumed and where � is a
placeholder for the MCA dofs where tilt-coordination is active (i.e., x and y for surge and
sway, respectively). In analogy to the high-pass filters in Channel 1, Equation (5.36) can be
converted to state-space form:

Û̄q2� = A2� q̄2� + B2�u2�

y2� = C2� q̄2� + d2�u2�
(5.37)

where q̄2� denotes a vector containing auxilliary state variables, u2� is the scalar input to the
filter and y2� is the scalar output of the filter. For the second-order low-pass filter as given
in Equation (5.36), the remaining definitions in Equation (5.37) are:
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A2� =

[
0 1
−ω2

2� −2ζω2�

]
, B2� =

[
0
ω2

2�

]
C2� =

[
1 0

]
, d2� = 0

(5.38)

The inputs to the low-pass filters in Channel 2 are the scaled specific forces from Channel 1
(see Equation (5.17)), whereas the outputs are simply their low-pass filtered equivalents:

u2x = Kx δ fx, y2x = δ f tcx
u2y = Ky δ fy, y2y = δ f tcy

(5.39)

The mechanism of tilt coordination is subsequently applied on δ f tc� , where it is treated
as a desired quantity to be reproduced by a proportional rotation of the motion platform.
This is enabled by the inability of the human vestibular system to distinguish between pure
acceleration and the effects of gravity. Hence, a rotation in an inertio-gravitational field
that is not accompanied by corresponding visual stimuli will be perceived by the human
as equivalent to a pure translational acceleration [van der Steen, 1998]. In the absence of
translational accelerations of the motion platform (which are accounted for in Channel 1 of
the CWA), the non-linear and sustained specific forces to be reproduced in surge and sway
can be written as [Reid and Nahon, 1985]:

f tcx = 0 −
(
−g sin(θtc)

)
= g sin(θtc)

f tcy = 0 −
(
g sin(φtc) cos(θtc)

)
= −g sin(φtc) cos(θtc)

(5.40)

Here, φtc and θtc are the simulator roll and pitch angles due to tilt coordination only.
Recalling the result from Equation (5.28), the perturbed specific forces to be reproduced
and the required simulator pitch and roll angles to achieve this are found:

δ f tcx = g δθtc or δθtc =
δ f tcx
g

δ f tcy = −g δφ
tc or δφtc = −

δ f tcy
g

(5.41)

Differentiation of Equation (5.41) yields the end result:

δ Ûθtc =
δ Ûf lpx
g

and δ Ûφtc = −
δ Ûf lpy
g

(5.42)

where δ Ûf lpx and δ Ûf lpy are available from the solution of Equation (5.37). Equation (5.42)
represents the required perturbation in the angular velocity of the simulator in order to
reproduce a proportional perturbation of the sustained human-perceived specific force in
the simulator.

Rate limiter Depending on the maneuver or task flown in the simulator, the dynamics of
the low-pass filtered specific forces in surge and sway (governed by Equation (5.36)) may
be such that the required angular velocity of the platform (from Equation (5.42)) exceeds
human perceptual thresholds [Heerspink et al., 2005]. This leads to undesirable false cues
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[Hosman and van der Steen, 1993] and, in practice, a rate limiter on the required angular
velocity is therefore added (see Figure 5.3 and [Reid and Nahon, 1985]).

Unfortunately, the rate limiter is a non-linear element that cannot be linearized and
included in the proposed linear model of the CWA. As a consequence, it is simply omitted
under the assumption that the scaling and low-pass filter parameters appearing in Equa-
tion (5.42) are selected conservatively, that is, they are chosen such that the required angular
velocity of the platform remains below human perceptual thresholds. As suggested by Reid
and Nahon [1985], this could also be facilitated by introducing additional scaling directly
before the low-pass filter in Channel 2.

5.2.3. Description and linearization of Channel 3
Angular velocities, like specific forces, are also perceived by the human operator and
should therefore be reproduced in the CWA. To this end, the simulated vehicle angular
velocities (ω̄ in Figure 5.3) are first scaled before they are converted to Euler angle rates.
This step ensures that platform rotations are effectively washed out since Euler angles are
defined with respect to the inertial reference frame. In the CWA, the transformation to
Euler angle rates uses the attitude of the simulator and not the attitude of the simulated
vehicle. High-pass filtered Euler angle rates, in conjunction with the angular velocities
commanded in Channel 2, are subsequently reproduced by the MCA. The total angular
velocity reproduced, then, constitutes the Euler angle rates expressed in the simulator body
frame. In the next paragraphs, the linearization of the elements that appear in Channel 3 are
discussed in more detail.

Scaling Angular velocities from the simulated vehicle are first scaled in Channel 3. This
operation is analogous to the one already discussed in Section 5.2.1, in the sense that it can
be written and subsequently perturbed as:

diag(Kp,Kq,Kr ) ω̄ = diag(Kp,Kq,Kr ) (ω̄0 + δω̄) (5.43)
Here, again, the constant reference vector ω̄0 can be omitted from the linear CWA model,
such that we obtain:

diag(Kp,Kq,Kr ) δω̄ = diag(Kp,Kq,Kr )
[
δp δq δr

]T (5.44)

Transformation to Euler rates In order for the simulator to return to its neutral position,
vehicle angular velocities in the CWA must also be filtered in an inertial reference frame.
Therefore, referring back to Figure 5.3, the first step is to transform the incoming simulated
vehicle rates defined in the vehicle’s body frame to Euler angle rates. This is accomplished
using Equation (5.22), which can be linearized using themethod outlined inAppendixA.8.1.
For the Euler roll and pitch angles, it was already found that (see Equations (A.114)
and (A.115)):

δ Ûφ = δp + sin (φs0) tan (θs0) δq + cos (φs0) tan (θs0) δr+(
qe cos (φs0) − re sin (φs0)

)
tan (θs0) δφ

s +
(
qe sin (φs0) + re cos (φs0)

)
sec2 (θs0) δθ

s

δ Ûθ = −
(
qe sin (φs0) + re cos (φs0)

)
δφ + cos (φs0) δq − sin (φs0) δr

(5.45)
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whereas the result for the yaw angle rate can be found similarly:

δ Ûψ =
(
qe cos (φs0) − re sin (φs0)

)
sec (θs0) δφ

s +
(
qe sin (φs0) + re cos (φs0)

)
tan (θs0) δθ

s+(
sec (θs0) sin (φs0)

)
δq +

(
sec (θs0) cos (φs0)

)
δr

(5.46)

In Section 5.2.1, it was already assumed that the CWA is linearized about its neutral position,
where Φ̄s

0 ≈ 0̄. Furthermore, the simulated vehicle is most commonly linearized about an
equilibrium state with no angular velocity, such that ω̄e ≡

[
pe qe re

]T
= 0̄. If this is not

the case, it can be seen from Equations (5.45) and (5.46) that the transformation from body
rates to Euler rates induces couplings between (simulator) dofs (e.g., a steady-state yaw
rate will also induce a roll rate when perturbing the pitch angle). Otherwise the equations
simplify to:

δ Ûφ = δp, δ Ûθ = δq, δ Ûψ = δr (5.47)

Thus, as was found for the transformations between simulator body and inertial accelerations
in Channel 1 (see Section 5.2.1), the transformation between Euler angle rates and body
rates can also be omitted in Channel 3 of the linearized CWA.

High-pass filtering In Channel 3, high-pass filtering is utilized to “wash out” accrued
attitude angles. This operation is analogous to the high-pass filtering of simulator accel-
erations in Channel 1 of the CWA. For angular rates, a high-pass filter of second order is
commonly applied [Reid and Nahon, 1985]:

H3� =
s2

s2 + 2ζω3� s + ω2
3�

(5.48)

where � is a placeholder for the rotational degrees-of-freedom (i.e., p, q and r for roll,
pitch and yaw, respectively). Like Equation (5.31), Equation (5.48) can also be written in
state-space form using:

Û̄q3� = A3� q̄3� + B3�u1�

y3� = C3� q̄3� + d3�u3�
(5.49)

where q̄3� again denotes a vector containing (two) auxilliary state variables and where, in
the case of Channel 3, the constant definitions are:

A3� =

[
0 1
−ω2

3� −2ζω3�

]
, B3� =

[
0
1

]
C3� =

[
−ω2

3� −2ζω3�
]
, d3� = 1

(5.50)

Using Equation (5.47), the inputs u3� to the high-pass filter in Channel 3 can then be defined
as:
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u3p = Kp δp, u3q = Kq δq, u3r = Kr δr (5.51)

To obtain the final simulator angular rates, the outputs from the high-pass filters in
Channel 3 for the roll and pitch dofs (see y3� ) need to be added to the rates from Channel 2
given by Equation (5.42):

δ Ûθs = δqs = y3q +
δ Ûf lpx
g

and δ Ûφs = δps = y3p −
δ Ûf lpy
g

(5.52)

Tilt coordination does not affect simulator yaw in the linearized CWA, such that δ Ûψs =

δrs = y3r .

5.2.4. Synthesis
The description and linearization of the CWA is hereby completed. It was shown that
under a number of restrictive yet reasonable assumptions, the dynamics of the CWA in six
degrees-of-freedom can be captured in linear form.

The main assumptions on which this process relies are:

• The CWA is linearized about the neutral state of the simulator, in which the simulator
is assumed to be stationary with an attitude equal to zero. This is a reasonable
assumption because the CWA itself ensures that the simulator always returns to this
state. Moreover, due to mechanical constraints inherent in most contemporary motion
platforms, excursions from the neutral position remain relatively small.

• The vehicle dynamics are linearized with respect to an equilibrium state, which
means that (sustained) translational and rotational accelerations are assumed zero in
the model. To linearize the CWA, it was furthermore assumed that rotational rates of
the vehicle in equilibrium are also zero.

Figure 5.4 summarizes the final schematic obtained for the linear CWA. It can be
seen that, even though many operations have been simplified (e.g., transformations between
simulator body and inertial quantities), still many inherent inter-axis couplings remain. Most
notably, the rotational dynamics of the CWA in roll and pitch affect the simulated specific
forces in sway and surge, respectively, through the addition and subtraction of gravitional
components. In turn, the roll and pitch dynamics of the simulator are also influenced by the
vehicular specific forces through tilt coordination. The vertical specific force and yaw rate
channels, however, do appear as uncoupled dofs in the linear CWA model.

Figure 5.4 shows that the linear dynamics of the CWA are fully determined by a selection
of scaling gains, K�, as well as the various filters H1� , H2� and H3� given by Equations (5.31),
(5.36) and (5.48). The configurable parameters that appear in these equations are the various
break frequencies ω1� , ω2� and ω3� as well as the common damping ratio ζ . Reflecting
back to the coupled model in Equation (5.11), it is evident that to capture the linear CWA
dynamics a motion state vector, x̄m, can be defined as:

δ x̄m =
[
q̄T1x

q̄T1y
q̄T1z q̄T2x

q̄T2y
q̄T3p

q̄T3q q̄T3r (Φ̄s)T
]T

(5.53)
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Figure 5.4: A schematic of the linearized Classical Washout Algorithm.
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where q̄1� , q̄2� and q̄3� are auxilliary state vectors that appear as a result of the conversion
of H1� , H2� and H3� to state-space form, and Φ̄s is a vector that contains the simulator
attitude. The outputs of the linear CWA depicted in Figure 5.4 that are of primary interest
are the (perturbed) human-perceived specific forces and angular rates. Thus the motion
output vector can be defined as:

δ ȳm =
[
δ f sx δ f sy δ f sz δps δqs δrs

]T (5.54)

Based on the definitions in Equations (5.53) and (5.54), combined with the results from
the CWA linearization in the preceding sections, it is possible to obtain expressions for the
matrices Am, Bm and Cm also appearing in Equation (5.11). These are not listed in this
chapter for the sake of brevity, but can be found in Appendix C for reference.

5.3. Obtaining the coupled system eigenstructure
In Section 5.2, the linearization of the Classical Washout Algorithm (CWA) was outlined.
From the end result, depicted in Figure 5.4, it is apparent that the inputs to the CWA are the
vehicle perturbed specific forces and rotational rates. In this section, it will be shown how
these quantities can be obtained and expressed in terms of the vehicle dynamics states. This
constitutes the last step in the derivation of the coupled vehicle-MCA system proposed in
Equation (5.11). Subsequently, it will be shown how to obtain and exploit the eigenstructure
of the coupled system in order to obtain a measure of the amount of distortion in each
human-perceived perceived quantity as a result of motion filtering.

5.3.1. Human-perceived states from vehicle dynamics
In order to couple the linear vehicle and CWA dynamics, expressions for human-perceived
quantities (i.e., specific forces and angular rates) in perturbed form are necessary. To this
end, the linear vehicle dynamics are defined first:

δ Û̄xp = Ap δ x̄p + Bp δūp

δ ȳp = Cp δ x̄p + Dp δūp (5.55)

In this formulation, the linear vehicle dynamics are governed by Ap and Bp , which for
helicopters has been derived in Appendix A (see Equation (A.117)). Here, the vehicle state
and input vectors were also defined as (see Equation (A.118)):

δ x̄p =
[
δu δv δw δφ δθ δp δq δr

]T
δūp =

[
δθ0 δθ1c δθ1s δθ0tr

]T (5.56)

The desired quanities in the vehicle output vector, ȳp , are the perturbed specific forces and
rotational rates, i.e.:

δ ȳp =
[
δ fx δ fy δ fz δp δq δr

]T (5.57)

Comparing Equation (5.56) and Equation (5.57), it is evident that the perturbed rotational
rates are already present in the perturbed state vector. To obtain (linear) expressions for the



5

108 5. A new perspective on motion cueing fidelity

perturbed specific forces, the vehicle translational equations of motion (see Equation (A.88))
can be used:

Û̄V = f̄ (x̄p, ūp) + Tbi(ψ, θ, φ) ḡ − ω̄ × V̄ (5.58)

where V̄ ≡
[
u v w

]T and f̄ (x̄p, ūp) ≡ F̄cg(x̄p, ūp)/m. Hence, the specific forces appear-
ing in Equation (5.58) are the resultant non-gravitational forces acting on the vehicle per
unit mass. These quantities were already expressed in linear form in Appendix A.8.1 (see,
e.g., Equation (A.100)). The following generic expression for the linearized specific forces
can thus be defined:

δ f� =
δF�cg

m
= �uδu + �vδv + �wδw + �pδp + �qδq+

�rδr + �θ0δθ0 + �θ1c δθ1c + �θ1s δθ1s + �θ0tr
δθ0tr

(5.59)

where � is a placeholder for the translational vehicle dofs. (i.e., x, y and z). Equation (5.59)
expresses the perturbed specific forces as a linear combination of the vehicle states and
inputs. Combined with the insight that the vehicle rotational rates appear directly in the
state vector, it is possible to specify the Cp and Dp matrices appearing in Equation (5.55).
The definitions of these matrices can be found in Appendix C for reference and lead directly
to the necessary definitions of Apm, Bm, Cpm and Dm appearing in Equation (5.11). These,
in turn, are also included in Appendix C and complete the linear model of the coupled
vehicle and MCA dynamics.

5.3.2. Extended eigenvectors of the coupled system
In Section 5.1, the significance of modes to characterise vehicle dynamics was discussed.
The eigenvalues of a linear system were shown to reveal information about stability, fre-
quency and damping of the characteristic vehicle modes. Furthermore, the eigenvector
associated with each mode was found to expose the mode shape through the relative mag-
nitude and phase (for complex eigenvalues) between the various states contained in the
model. Finally, it was shown that the vehicle response could be described in terms of its
modal coordinates, where the mode participation factor was introduced as a measure of the
contribution of each mode in the vehicle’s state response. In this section, the eigenstructure
of the coupled system in Equation (5.11) will be used to quantify the effect of the MCA
dynamics on the existing vehicle modes in terms of human-perceived quantities.

This information can be obtained by applying a modal coordinate transformation to
the coupled system. This operation was outlined in Section 5.1 and has resulted in Equa-
tion (5.3). In summary, the state vector could be expressed as (see Equation (5.2)):

x̄c = Wc r̄c or r̄c = (Wc)
−1 x̄c (5.60)

where Wc is the modal matrix containing the eigenvectors of the coupled system matrix,
i.e., Ac in Equation (5.11). Subsequent pre-multiplication of Wc with the coupled system
output matrix Cc from Equation (5.11) yields the extended modal matrix:
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CcWc =
[
w̄λ1
ȳc w̄λ2

ȳc · · · w̄λm−1
ȳc w̄λmȳc

]
=



wλ1
fx

wλ2
fx
· · · wλm−1

fx
wλm

fx
...

...
...

...

wλ1
r wλ2

r · · · wλm−1
r wλmr

wλ1
f sx

wλ2
f sx
· · · wλm−1

f sx
wλm

f sx
...

...
...

...

wλ1
r s wλ2

r s · · · wλm−1
r s wλmr s


(5.61)

From Equation (5.61), it can be seen that the matrix Cc scales and combines the right
eigenvectors of Ac such that a different set of eigenvectors is obtained, in terms of both the
vehicle and CWA-filtered perception states. This set of extended eigenvectors are a linear
combination of the original eigenvectors in Wc and, in Equation (5.61), are denoted by w̄λiȳc .
The superscript λi signifies that the eigenvector corresponds to the i-th eigenvalue of the
matrix Ac , with i ∈ Z : i ∈ [1,m]. Here, m is the number of eigenvalues (i.e., the rank) of
matrix Ac . The subscript ȳc is used to signify the extended eigenvectors pertaining to the
system output vector ȳc and distinguishes them from the eigenvectors inWc pertaining to the
coupled system state vector x̄c . Finally, the quantities wλi� denote the extended eigenvector
coefficients pertaining to both unfiltered and filtered perception states. The dimension of
the extended modal matrix is therefore 12 ×m, where each column is an eigenvector of Ac .

Because of the block triangular structure of the matrix Ac (see Equation (5.11)), the
m eigenvalues (and eigenvectors) of Ac consist of the n eigenvalues of Ap as well as
the k eigenvalues of Am [Strang, 2006]. As noted earlier, the internal dynamics of the
CWA effectively distort the dynamics of the human-perceived quantities governed by the
vehicle dynamics. To quantify this distortion, it is of interest to compare the extended
eigenstructures of the uncoupled and (CWA-)coupled vehicle dynamics. This information
is readily contained in the extended modal matrix defined in Equation (5.61). Namely, of the
m eigenvectors in the extended modal matrix, only the n eigenvectors corresponding to the n
eigenvalues of Ap are of interest. The remaining k eigenvectors in the extendedmodalmatrix
correspond to the eigenvalues of Am, which capture how the individual dynamic elements
in the CWA distort the human-perceived vehicle dynamics. Thus, a new extended modal
matrix can be constructed from Equation (5.61), which only contains the n eigenvectors
corresponding to the eigenvalues of Ap:

(CcWc)∗n =
[
w̄λ1
ȳc w̄λ2

ȳc
· · · w̄λn−1

ȳc w̄λnȳc

]
=



wλ1
fx

wλ2
fx
· · · wλn−1

fx
wλn

fx
...

...
...

...

wλ1
r wλ2

r · · · wλn−1
r wλnr

wλ1
f sx

wλ2
f sx
· · · wλn−1

f sx
wλn

f sx
...

...
...

...

wλ1
r s wλ2

r s · · · wλn−1
r s wλnr s


(5.62)

where the subscript ∗n signifies the n columns of CcWc in Equation (5.61) that correspond
to λ1 . . . λn, i.e., the eigenvalues of Ap . The result in Equation (5.62) is the foundation
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of the proposed EMD methodology, because it allows for the direct comparison of the
unfiltered vehiclemode shapes (captured by the coefficientswλ�

fx
throughwλ�r ) as well as their

CWA-filtered equivalents (captured by the coefficients wλ�
f sx

through wλ�r s ). Consequently, it
becomes possible to quantify the degree of modal distortion imposed by the MCA dynamics.
In the last section of this chapter, the utility of the new EMD methodology outlined here
will be demonstrated using a case study.

5.4. The EMD method
Given the theoretical foundation of the EMD method, it is now possible to formalize the
method in terms of a few concrete steps:

1. Obtain a linearmodel of the vehicle dynamics, containing expressions for the human-
perceived quantities (i.e., specific forces and angular rates) either implicitly or explic-
itly. This model can be derived analytically, as done in this dissertation for helicopters,
or can be obtained empirically.

2. Linearize the applicable MCA. Section 5.2 presented a possible approach for the
commonly applied CWA. However, a similar approach can also be adapted for other
MCAs, as long as its main components can be linearized.

3. Couple the two separate linear models of the vehicle and MCA dynamics using
Equation (5.11). As outlined in Section 5.3, this coupled model can then be subjected
to a modal coordinate transformation in order to extract information on the MCA-
induced modal distortion of human-perceived quantities in terms of the vehicle’s
dynamic modes.

To illustrate the practical utility of the EMD method, an example application is included in
the next section.

5.5. Eigenmode distortion: a case study
This section applies the EMD method to a motion cueing evaluation of the three-dof hover
dynamics of the Bo-105 helicopter (see Figure 5.1). First, the visualization of the MCA-
induced modal distortion obtained from Equation (5.62) will be explained. Subsequently,
the effect of changing the break frequency of the high-pass filter in the pitch channel of the
CWA is examined.

5.5.1. Visualization of MCA-induced modal distortion
As explained in Section 5.1.1 and shown in Figure 5.1, three distinct modes can be identified
in the three-dof longitudinal model of the Bo-105 hover dynamics: the phugoid (PH), pitch
subsidence (PS) and the heave subsidence (HS). The phugoid is a periodic mode with a
natural frequency of 0.4 rad/s and a damping ratio of 0.04. The pitch and heave subsidences
are both aperiodic modes. The pitch subsidence is a relatively high-frequency mode, with
a natural frequency of approximately 3.3 rad/s, whereas the heave subsidence is a low
frequency mode with a natural frequency of 0.32 rad/s.
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In order to demonstrate the utility of the new EMD methodology, the linear vehicle
model is coupled to the CWA dynamics according to Equation (5.11). The linearized model
of the CWA in Section 5.2 was derived for the generic six-dof case, but is easily simplified
by omitting the off-axis CWA channels (i.e., roll, sway and yaw) in Figure 5.4 as well as
their corresponding states and outputs from Equations (5.53) and (5.54). In effect, for the
three-dof longitudinal case, the extended eigenvector coefficients of interest remaining in
Equation (5.62) correspond to δ f (s)x , δ f (s)z and δq(s). These can be visualized using modal
distortion portraits, an example of which is depicted in Figure 5.5a. The CWA parameters
selected for this example are listed in Figure 3.1 of Chapter 3, with the exception of ζ and
ωb,1z , which were set to values of 0.7071 and 0, respectively.

Figure 5.5a depicts the MCA-induced distortion in each mode of the three-dof model
of the Bo-105 helicopter. The distortion of the aperiodic pitch and heave subsidences is
represented by a set of horizontal bars, showing the magnitude of both the unfiltered and
filtered contributions of the human-perceived quantities. The arrows in the figure indicate
the induced modal distortion from the unfiltered to the filtered quantities. In the example
shown, amplification of δ f sx with respect to δ fx is seen for both the PS and HS. However, it
can also be seen that the contributions of δ fx and δq to the HS are very small in terms of
absolute amplitude in comparison to δ fz . Similarly, the contribution of δ fz in PS is small
in comparison to δ fx and δq. Furthermore, in PS, attentuation of δqs with respect to δq is
observed, whereas in HS δ f sz is also strongly attenuated with respect to δ fz . It is important
to note, however, that these observations reveal nothing about the relative importance of
the human-perceived quantities. This is true in particular when comparing δq(s) to δ f (s)x

and δ f (s)z , because their units differ (i.e., rad/s versus m/s2). The corresponding modal time
traces are also shown in Figure 5.5b and, as expected, are consistent with the findings from
the modal distortion portraits.

The modal distortion of the periodic phugoid mode is represented in the complex plane,
as also shown in Figure 5.5a. In contrast to aperiodic modes, here the human-perceived
quantities are subjected to arbitrary distortions in phase ranging from 0◦ to 180◦ in either
clockwise (lag) or counter-clockwise (lead) directions4. From the figure, it is deduced that
δ f sx in PH is affected most by the MCA, as it shows a phase lag of approximately 135◦
and is strongly amplified at the same time. The pitch rate, δqs , is also strongly affected
and shows a phase lead in excess of 90◦ with respect to δq as well as an attenuation of its
amplitude. It also appears that δ fz (in hover) has a limited contribution and that δ f sz is
strongly attenuated to the point where its contribution can no longer be discerned in PH.
Again, the corresponding modal time traces are also shown in Figure 5.5b.

While the modal distortion portraits reveal the effect of the MCA on the individual
human-perceived quantities, they also show how the induced distortion affects the relation
between these quantities. For example, for the PS, δq is seen to “dominate” the response
in terms of its absolute ampltide when compared to δ fx . However, as a result of the MCA,
δ f sx becomes larger in absolute amplitude than δqs . A similar result is seen in the relation
between δq(s) and δ f (s)x in PH where, as a result of the MCA, the phase lead of δqs with
respect to δ f sx is reduced from approximately 180◦ to only 90◦. At the same time, the
contribution of δ f sx with respect to δqs in PH is found to increase substantially.

4Note that these directions depend entirely on which of the two complex conjugate eigenvalues of the mode is
examined. Here, and in the remainder of this thesis, only eigenvalues with a positive complex part are considered.
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Figure 5.5: (a) MCA-induced modal distortion of human-perceived quantities in a three-dof linear
model of the Bo-105 in hover and (b) corresponding modal time responses.



5.5 Eigenmode distortion: a case study

5

113

5.5.2. Effect of CWA pitch break frequency
In Chapter 3, an interesting relation was exposed between variations in the break frequency
of the high-pass filter in the CWA pitch channel and the resulting response of the specific
force reproduced in surge. In order to investigate whether the same effect is observed when
EMD is applied, ω3q as listed in Figure 3.1 is increased and the resulting modal distortion
portraits are examined. The results are shown in Figure 5.6 for values of ω3q ranging from
0.8 (baseline) up to 6.0 rad/s, respectively. For reference, time-domain modal responses
corresponding to Figures 5.6b–5.6d have also been included in Appendix C.

From Figure 5.6, the most significant effect of increasing ω3q appears in the MCA-
induced distortion of the phugoid mode. For the baseline value of 0.8 rad/s (see Figure 5.6a),
a strong amplification of the simulated specific force in surge could be distinguished with
substantial phase lag. This is also evident from the time responses shown in Figure 5.5b. As
ω3q is increased, it can be seen that the MCA-induced amplification as well as the phase lag
of δ f sx diminish. For values of ω3q in excess of 3.0 rad/s, the amplification of the simulated
specific force in surge becomes attenuation. The effect on the simulated pitch rate in the
phugoid mode is also discernable, where it can be seen that as ω3q is increased, δqs also
diminishes in amplitude. The effect on the phase of δqs , however, is more substantial.
Namely as ω3q is increased from 0.8 to 6.0 rad/s, the phase lagwith respect to δq is reduced
from 180◦ to 90◦. In effect, the contributions of δ f sx and δqs remaining in the phugoid
mode are largely a consequence of the applied tilt coordination in the CWA.

From the EMD analysis discussed thus far, it appears that constraining the rotational
vehicle dofs in the MCA is beneficial for reproducing the low-frequency phugoid mode
in helicopters. This result is in agreement with the findings from the (tailored) OMCT
analysis in Chapter 3 (see Figure 3.13). In EMD, however, the consequence of larger values
for ω3q become apparent from the MCA-induced distortion of the pitch subsidence mode.
Namely, as ω3q is increased up to the approximate value of the frequency of the mode under
consideration (i.e., 3.3 rad/s), it is seen from Figure 5.6 that the effect is rather limited and
even results in a mild amplification of δqs (see Figures 5.6b and 5.6c). However, as ω3q is
increased beyond 3.0 rad/s, δqs is found to strongly diminish in amplitude with respect to
δq (see Figure 5.6d). At the same time, the amplification of δ f sx with respect to δ fx also
becomes smaller. Interestingly, however, the contribution of δ f sx does remain more than
twice as large compared to δ fx even forω3q = 6.0 rad/s. A final observation from Figure 5.6
is that the effect ofω3q on theMCA-induced distortion of the heave subsidence is negligible.
This is expected, because the heave dof was assumed uncoupled from the other simulator
dofs in the linearization of the CWA (see, e.g., Figure 5.4). Summarizing, the presented
EMD analysis clearly reveals the effect of couplings between the different simulator dofs,
particularly surge and pitch, and highlights the role of the various filter break frequencies in
relation to the simulated vehicle dynamics.
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Figure 5.6: MCA-induced modal distortion with increasing ω3q .
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5.6. Conclusion
This chapter has outlined the theoretical foundation of the new Eigenmode distortion (EMD)
methodology. To exemplify the new method, a case study was presented. The analysis
showed that the EMD method is capable of revealing many intricate interactions between
the vehicle andMotion CueingAlgorithm (MCA) dynamics. Compared to existing tools like
the Objective Motion Cueing Test (OMCT) studied in Chapter 3, the analytical foundation
of EMD allows for a more systematic, model-based, analysis of contemporary MCAs (e.g.,
the Classical Washout Algorithm).

Nonetheless, like OMCT, EMD represents MCA-induced motion distortion in a rather
abstract and, barring relative dimensions between human-perceived quantities, essentially
dimensionless domain. While abstraction is necessary to permit the systematic analysis that
the EMD method offers, it also means that the severity of certain motion distortions cannot
be judged directly from the perspective of the human operator, i.e., including its perceptual
limitations. In the next chapter of this thesis, the practical utility of the EMD method is
therefore evaluated using several pilot-in-the-loop experiments.





6
Using Eigenmode distortion in

motion cueing fidelity
assessment

In Chapter 5, Eigenmode distortion (EMD) was introduced as a new methodology for the
quantitative analysis of motion cueing fidelity. To assess the practical utility of the method
three pilot-in-the-loop experimentswere conducted on two different simulators: the SIMONA
Research Simulator (SRS) and theDesorientationDemonstrator Amst (Desdemona). In each
of these experiments, a different task (or Mission Task Element) was executed, where the
offered motion cues were varied in accordance with an EMD-based analysis. This chapter
describes the methodology underlying these experiments and presents the obtained results.

First, the methodology is discussed in Section 6.2. This section outlines the characteris-
tics of the simulator used, the controlled variables, hypotheses, independent variables and,
finally, dependent measures. Conditions and results specific to each individual experiment
are subsequently presented in Section 6.3. Finally, Section 6.4 discusses the results in view
of the formulated hypotheses and Section 6.5 concludes the chapter.
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6.1. Goal
Within Eigenmode distortion (EMD), the vehicle’s dynamic response is decomposed along
decoupled coordinates known as the vehicle’s eigenmodes. Helicopter dynamics are often
analysed in terms of these modes [Padfield, 2007], as they contain crucial information about
the vehicle’s stability and dynamic response properties. EMD further assumes that the
eigenmodes are perceived by the pilot as characteristic responses of the system. As shown
in Chapter 5, the dynamics of the Motion Cueing Algorithm (MCA) distort these modes
through a combination of scaling and filtering. The primary goal of the present chapter is
to demonstrate the practical utility of EMD in motion cueing fidelity assessment.

The adopted approach is exploratory at its core, where EMD is used as a quantitative,
“guiding”, methodology to determine suitable motion cueing configurations for three typical
helicopter tasks (or MTEs): a precision hover, lateral reposition and depart/abort [Anony-
mous, 2000]. In three separate experiments, these configurations are subsequently assessed
subjectively by test pilots of the RNLAF. In addition, both attained task performance
measures as well as the modal excitation of the used flight dynamics models are analyzed
alongside subjective measures in relation to the evaluated motion cueing configurations.

6.2. Methodology
The experiments performed are labelled I, II and III for the precision hover, lateral reposi-
tion and depart/abort MTEs, respectively. The following sections describe the apparatus,
controlled variables, independent variables, hypotheses and dependent measures pertaining
to each of these three experiments.

6.2.1. Apparatus
Experiments I and II were performed on the SIMONA Research Simulator (SRS), whereas
experiment Experiment III was performed on the Desdemona simulator. Both platforms are
shown in Figure 1.1 and were already discussed in Chapters 3 (see Section 3.4.1) and 4 (see
Section 4.3).

6.2.2. Controlled variables
Within the three individual experiments performed, two aspects were kept constant, namely:
the flight dynamics model1 and the task. These are discussed in the following paragraphs
for each experiment.

Flight dynamics models All considered tasks were performed using the Draftsim (see
Chapter 4) helicopter flight dynamics model developed in this dissertation. However, in
Experiments I and II, a limited number of degrees-of-freedom were enabled. In Experi-
ment I, the three longitudinal dofs (i.e., pitch, surge and heave) were considered. The type
of model used in this experiment is the AH-64 Apache helicopter, without the SCAS. Fig-
ure 6.1 and Table 6.1 show the dynamic modes (in hover) as well as the associated stability
and control derivatives, respectively, as computed from this model. From the figure, the

1In a part of Experiment II, the flight dynamics model is considered as an independent variable.
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characteristic pitch and heave subsidences (i.e., PS and HS) as well as the phugoid (PH) can
be distinguished.

Figure 6.1: AH-64 modes in hover. Figure 6.2: Bo-105 modes in hover and 30 kts
sideward flight.

Table 6.1: AH-64 model derivatives in
hover.

Stability derivatives Control derivatives
Xu -0.034 Xδ0 0.025
Xw 0.023 Xδs 0.053
Xq 0.27 Zδ0 -0.30
Zu 0.022 Zδs 4.6·10−3

Zw -0.31 Mδ0 -4.1·10−4

Zq 0.024 Mδs -0.033
Mu 0.014
Mw 7.8·10−4

Mq -0.27

Table 6.2: Bo-105 model derivatives in hover and 30 kts
sideward flight.

Stability derivatives Control derivatives
0 kts 30 kts 0 kts 30 kts

Yv -0.023 -0.085 Yδ0 0.0 6.1·10−3

Yw 0.0 -6.7·10−3 Yδc 0.029 0.029
Yp -0.43 -0.56 Zδ0 -0.25 -0.24
Zv 0.0 -0.19 Zδc 0.0 0.029
Zw -0.32 -0.55 Lδ0 0.0 -0.067
Zp 0.0 -0.28 Lδc 0.45 0.45
Lv -0.22 -0.21
Lw 0.0 -0.065
Lp -12.6 -12.9

In Experiment II, the three lateral dofs (i.e., roll, sway and heave) were enabled. Instead
of the AH-64 Apache, however, the Bo-105 model was used in this experiment. This was
done for two reasons. First, it demonstrates the applicability of EMD as a universal tool,
independent of a specific helicopter type. Second, the choice for the Bo-105, with its
hingeless rotor system, allows for an interesting analysis on the effect of more advanced
rotor dynamics in relation to motion cueing fidelity. Figure 6.2 and Table 6.2 show the
dynamic modes (in hover and 30 kts sideward flight) as well as the associated stability
and control derivatives, respectively, as computed from this model. From the figure, the
characteristic roll and heave subsidences (i.e., RS and HS) as well as the Dutch roll (DR)
can be distinguished.

Finally, in Experiment III, a six dof model of the AH-64,with SCAS (but without attitude
feedback, see Appendix A.9.1), will be considered. The application of this model aims to
demonstrate the utility of EMD in more realistic applications. Do note that, even though
a six dof coupled model is used to execute the depart/abort MTE under consideration, the
EMD analysis remains constrained to the decoupled (primarily longitudinal) degrees-of-
freedom. The reason for this is twofold. First, at present, the EMD method, while derived
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for the coupled six rigid-body dofs case (see Chapter 5), has been implemented only for the
decoupled longitudinal and lateral helicopter dofs. Second, performing the analysis with
these simplified, decoupled degree-of-freedom models could also provide a measure of the
extent to which such models are representative in motion cueing fidelity assessment.

Tasks In each of the three experiments performed, a different Mission Task Element
was evaluated. These MTEs are the precision hover (experiment I), the lateral reposition
(experiment II) and the depart/abort (experiment III).

(a) Front view (b) Side view

Figure 6.3: Impression of the precision hover MTE as seen from the SRS visuals.

In the precision hover MTE, the helicopter degrees-of-freedom were constrained to the
longitudinal motion only. A description of the MTE was already given in Section 4.3.2. Of
the stipulated requirements in ADS-33E [Anonymous, 2000] only those pertaining to the
longitudinal (±3/±6 ft desired/adequate) and vertical (±2/±4 ft desired/adequate) dofs were
enforced. To further simplify the analysis, the “transition phase” in the original maneuvre
was omitted and the vehicle was already initialized in hover. The participants were instructed
to keep the helicopter in a stable hover for the duration of 30 seconds. Also, in order to
ensure sufficient (external) excitation during the task, moderate turbulencewas incorporated.
This turbulence was based on the Dryden spectra [Chalk et al., 1969] and tuned such to
be comparable to the disturbances experienced by a light (fixed-wing) aircraft approach
(see Appendix A.9.2 for details). Finally, the turbulence only affected the longitudinal and
vertical vehicle degree-of-freedom. Figure 6.3 shows an impression of the task setup as
seen from the visual system of the SRS.
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(a) Front view (b) Side view

Figure 6.4: Impression of the lateral reposition MTE as seen from the SRS visuals.

In the lateral reposition MTE, the helicopter degrees-of-freedom were constrained to
lateral motion only, including vertical displacement (heave) and excluding yaw. A descrip-
tion of this MTE was also already given in Section 4.3.2. Of all the criteria pertaining to
this MTE, only the maximum lateral velocity (35 kts) to be attained and the allowed lateral
position offset from the intended point (±10 ft) were enforced. Thus, no time constraints or
other (positional) accuracy requirements were considered. In Figure 6.4, an impression is
shown of the task as seen from the visual system of the SRS.

In the depart/abort MTE considered, all six degrees-of-freedom of the helicopter were
active. Again, a description of the task and the corresponding requirements from ADS-33E
are included in Section 4.3.2. In this MTE, in analogy to the lateral reposition described in
the previous paragraph, the maximum velocity (35 kts) and longitudinal position offset from
the intended end point (±20 ft) were enforced. Time constraints and criteria on allowed
lateral and altitude deviations were not considered. However, the participants were not
permitted to overshoot the intended end point (as stipulated in ADS-33E) and the maximum
pitch attitude was set at ±20 degrees. Figure 4.11 in Chapter 4 shows an impression of the
task setup as seen in the VR-world of the Desdemona simulator.

6.2.3. Independent variables
The primary independent variable of interest in each of the experiments is motion. Thus,
in principle only parameters that pertain to the MCA are varied between individual ex-
perimental conditions. In experiment II, however, the effect of an alteration in the flight
dynamics model was also investigated. This alteration pertains to the dynamics of the
main rotor which, in the baseline flight dynamics model, are assumed quasi-steady. In the
altered model also considered, the flapping dynamics of the rotor blades are added (see
Appendix A.7.3).

The MCA configurations are selected using EMD analyses specific for the flight dynam-
icsmodels and tasks under consideration. For this reason, a detailed discussion of themotion
cueing conditions used in each experiment is postponed until Section 6.3. Nonetheless, the
general rationale behind the different conditions is the same. Namely, because a-priori it is
not known which vehicle modes are “dominant” in the tasks to be performed, it is opted to
devise motion cueing configurations, based on EMD analyses, such to preserve individual
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dynamic modes (or components thereof) in the various flight dynamics models used. Also,
each experiment incorporates a reference condition without simulator motion.

Between experiments I and II on the one hand and experiment III on the other, the
simulator in which the tasks are performed is also different. Namely, the experiments I
and II are executed on the SRS, whereas experiment III is performed on the Desdemona
simulator. The primary difference between the two platforms, in these experiments, pertains
less to the motion system, but rather to the visual system used. In Desdemona, use is made
of Virtual Reality (VR), whereas in the SRS the collimated visuals are projected on a screen
with a 180◦ field of view. The VR visuals can be argued to be more immersive and may
therefore cause subjects to “reweight” visual and vestibular cues according to their reliability
[Fetsch et al., 2009]. While this effect is not explicitly considered in this dissertation, it could
substantially affect the experimental results. Therefore, a direct comparison of “fidelity”
between the two simulators is not the intended focus of the present thesis.

6.2.4. Hypotheses
Prior to the execution of the experiments, a number of hypotheses were formulated. These
are outlined in the following paragraphs for each individual experiment.

Experiment I: precision hover

1 Position error decreases with all motion-on configurations as opposed to the no-
motion condition. However, longitudinal position error is expected to be smallest in
the motion condition aimed at cueing the pitch subsidence modes. Vertical position
error, on the other hand, is expected to be smallest in the condition aimed at cueing
the heave subsidence.

2 It is hypothesised that motion cues in a specific vehicle mode are used to subdue
participation of that particular mode in the vehicle’s response. Hence, the overall
participation of cued modes in the aircraft response will be less than that of modes
that are not cued. This hypothesis is the primary result of a preliminary experiment
performed on the SRS [Miletović et al., 2018].

3 The cued modes most valued by pilots are the pitch and heave subsidences, which
is to become apparent through more favourable pilot ratings for the corresponding
motion cueing configurations. In contrast, motion aimed at cueing the phugoid mode
is expected to be valued least by pilots. This is because the phugoid is a mode that
develops rather slowly and, therefore, motion cues in thismode are expected to provide
less useful feedback to pilots in the precision hover MTE, which requires a control
strategy with relatively high frequency, small amplitude inputs.

Experiment II: lateral reposition

4 Pilots will exhibit less over/undershoot in the vicinity of the target locations for
conditions with motion in comparison to the no-motion condition. More specifically,
motion aimed at cueing the roll subsidence mode is hypothesized to result in less
oscillations around the target locations. Also, motion aimed at more accurately
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cueing the lower frequency Dutch roll mode is hypothesized to benefit the perception
of lateral velocity, which could result in a lesser variance of the peak velocity reached
during the task.

5 Overall, it is hypothesized that pilots will favour the condition aimed at cueing the roll
subsidence mode rather than the condition aimed at cueing the Dutch roll mode. The
reason behind this hypothesis is that pilots are assumed to be most actively controlling
the aircraft in the “stabilization” phase of the lateral reposition MTE, in the vicinity of
the target locations. Here, motion cues in the faster roll subsidence mode are expected
to be of more use. By extension, the participation of the roll subsidence mode in
the aircraft response close to hover is also expected to be less when motion aimed at
cueing this mode is offered (see Hypothesis 3 ).

6 When blade flapping dynamics are incorporated in the flight dynamics model, pilots
are hypothesized to notice a difference in the simulated flight environment only in the
motion condition aimed at cueing the roll subsidencemode. A description pilots could
use is that the model with flapping dynamics feels more “wobbly”. This sensation is
explained by the oscillatory roll/flap mode appearing in the altered flight dynamics
model, replacing the non-oscillatory roll subsidence mode in the baseline model.

Experiment III: depart/abort

7 Introducing time-varying changes in the MCA, aimed at cueing the pitch subsidence
in hover and the phugoid in forward flight is hypothesized to result in more favourable
overall pilot ratings in comparison to motion cueing configurations where either one
of these two individual modes are cued. This is because the fast rotational cues in
the pitch subsidence are expected to benefit the stabilization of the aircraft in hover.
In contrast, the more long-term motion cues in the Dutch roll are expected to be
beneficial to pilots during acceleration and deceleration from/to forward flight.

6.2.5. Dependent measures
In order to evaluate the stipulated hypotheses, a number of dependent measures are gathered
in the experiments. The primary dependent measure is the Motion Fidelity Rating (MFR)
scale [Hodge et al., 2015a] (shown in Figure 2.2), aimed at subjectively evaluating the
perceived fidelity of the physical motion cues simulated. This rating scale assumes that the
“usefulness” of motion cues in relation to attained task performance is a measure of fidelity.
While the extent to which this assumption is accurate can be debated, it does provide an
intuitive framework against which the relative value of strongly differing motion cueing
configurations can be evaluated (see also Chapter 2).

Two hypotheses, namely 1 and 4 , depend upon measures of task performance. In
case of the precision hover MTE in experiment I, performance is measured in terms of
position error. A convenient measure of position error that is used as a result in experiment
I is the Root-Mean-Square (RMS) of the error between the aircraft position and the target
hover position. For the lateral position MTE in experiment II, performance is measured in
terms of over/undershoot at the target location as well as the peak velocity reached. These
measures can be conveniently studied using maneuvre phase portraits.
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In relation to EMD, the last dependent measure of interest is the Mode Participation
Factor (MPF), introduced in Chapter 5. This metric is used primarily in experiments I and
II to study the influence of the various motion cueing configurations on themodal excitation
of the flight dynamics models. From Section 5.1.1, the (measured) linear system state can
be transformed to modal coordinates using:

r̄(t) = W−1δ x̄(t)

where W is the modal matrix and δ x̄ is the perturbed system state obtained from:

δ x̄(t) = x̄(t) − x̄e(t) (6.1)

In this equation, x̄e(t) is the equilibrium state that corresponds to the “nearest” linearized
model at time t. The individual MPFs, then, are defined as:

m� =
∫ T

0
|ri(t)| dt ∀ i ∈ (1,n) (6.2)

where � is a placeholder for the abbreviated label of the i-th mode and T is the duration of
the time interval of interest.

6.2.6. Participants and procedures
In Experiments I and II, five test pilots of the RNLAF participated, three of which, all AH-64
Apache pilots, also participated in Experiment III. Prior to the experiments, the participants
received a written briefing containing background information, the task descriptions and
the experiment procedures (see Appendix E for an example of such a briefing). These
briefings also included a copy of the MFR scale, such that participants could familiarize
themselves with the evaluation framework and terminology used. In each experiment,
pilots were explicitly informed of the fact that only motion would be varied between the
various experimental conditions. The exception is a part of experiment II, where a change
in the flight dynamics model was also introduced, which was also communicated to the
participants.

Each experiment commenced with a brief (approximately 15 minutes) training phase,
meant to familiarize the pilots with the flight dynamics model, task and simulation environ-
ment. During this training phase, the participants were also exposed to each of experimental
conditions. After training, the actual experiment commenced, where care was taken to
ensure that each participant performed the various conditions (and their repetitions) in a
different order (i.e., according to a within-subjects Latin square experiment design). An
example design is shown in Table 6.3, where each cell represents an evaluation of a motion
cueing configuration (in this case labelled APM, AHM, PHM and NM). Up to three repe-
titions (or, runs) of the task within each of the shown conditions were allowed before the
participants were asked to award an MFR rating. Note that pilots were requested to provide
a rating for every condition evaluated, including conditions without motion (NM).
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Table 6.3: Example of within-subjects Latin square experiment design used.

Subj. Conditions
1 PHM NM APM AHM APM AHM PHM NM AHM PHM NM APM
2 APM NM AHM PHM NM PHM APM AHM AHM APM PHM NM
3 NM APM AHM PHM PHM NM APM AHM AHM PHM NM APM
4 PHM APM NM AHM APM PHM AHM NM NM AHM APM PHM
5 APM NM PHM AHM PHM AHM APM NM AHM APM NM PHM

6.3. Results
The following sections present the specific motion cueing conditions selected as well as the
results, in terms task performance, mode participation and awarded MFRs for each of the
three experiments conducted.

6.3.1. Experiment I: precision hover

Table 6.4: CWAmotion parameters used per condition in Ex-
periment I.

APM AHM PHM
Kx 0.5 Kx - Kx 0.8 -
ω1x 0.88 ω1x - ω1x 1.0 rad/s
Kz 0.8 Kz 0.9 Kz - -
ω1z 0.8 ω1z 0.6 ω1z - rad/s
Kq 1.0 Kq - Kq 0.8 -
ω3q 0.0 ω3q - ω3q 0.5 rad/s

Motion cueing conditions From
Figure 6.1, the three-dof longi-
tudinal model used in this ex-
periment has three modes: the
pitch subsidence (PS), heave sub-
sidence (HS) and phugoid (PH).
The corresponding motion cue-
ing conditions devised are there-
fore labelled Aperiodic Pitch Mo-
tion (APM),AperiodicHeaveMo-
tion (AHM) and Phugoid Motion
(PHM), respectively. Table 6.4
lists the values of the individual
parameters in every motion configuration. Figure 6.5 shows the MCA-induced modal
distortion corresponding to each configuration as obtained from an EMD-analysis.

Figure 6.5a shows the modal distortion induced by condition APM as predicted by
an EMD analysis. It can be seen that this mode is reproduced almost one-to-one in the
simulator. This is achieved primarily by nulling ω3q and by finding an appropriate balance
in Kx and ω1x such to limit the resulting distortion in δ f sx . It can also be seen that the
consequence of these settings is a significant distortion of both the phugoid and the heave
subsidence modes. To prevent the violation of motion limits in heave, a moderate value for
both the gain and break frequency of the high-pass heave filter were required. However, as
can be seen from Figure 6.5a, this did not substantially affect the magnitude of δ f sz in the
pitch subsidence mode.

Figure 6.5b shows the modal distortion induced by condition AHM as predicted by an
EMD analysis. Compared to the PS mode, δ fz is much more dominant in the HS mode
over the other perception states. Thus, it seems reasonable to disable the surge and pitch
channels of the CWA. Due to the limited motion space of hexapod motion simulators in
heave, it was also required to select a moderate value for ω1z . This resulted in a strongly
diminished amplitude of δ f sz with respect to δ fz , which was compensated by selecting a
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Magnitude

δfx

δf sx

δfz

δf sz

δq

δqs

PS

Magnitude

δfx

δf sx

δfz

δf sz

δq

δqs

HS

Re

Im

PH

(c) Phugoid Motion (PHM)

Figure 6.5: EMD motion cueing configurations evaluated in experiment I.
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slightly larger motion gain of 0.9. It can be seen from the figure that approximately half of
the original contribution of δ fz in the heave subsidence mode is preserved.

Figure 6.5c shows the modal distortion induced by condition PHM. In hover, the phase
difference between δ fx and the δq, the dominant contributors to this mode, is approximately
ninety degrees. To preserve the phugoid mode shape, it is desired to not only match the
magnitudes of the perceived states as closely as possible, but also their relative phases.
At the same time, the phase differences of individual perception states with respect to the
original vehicle mode shapes should be kept to a minimum, as this difference is effectively
the mismatch between the visual and inertial motion cues. Figure 6.5c presents a possible
(non-optimal) balance between these different requirements. It can be seen that the phase
difference between δ f sx and δqs remains approximately ninety degrees. In terms of the
magnitudes, it can be seen that δqs is substantially attenuated with respect to δq, while δ f sx
is strongly amplified. By far the most critical parameters that influence the magnitude of
δ f sx were found to be Kq and ω3q , as also exemplified in Chapter 5. A larger value for ω3q
results in a reduced amplification of the δ f sx , at the cost of a greater distortion in phase and
magnitude of δqs (and the phase of δ f sx ). Similarly, reducing Kq also reduces the magnitude
of δ f sx , even more so than Kx . However, this comes at the cost of attenuation of δqs . A
third possibility to mitigate the amplification of δ f sx in the phugoid mode is the utilization
of tilt-coordination through ω2x . This, however, this mechanism is more suitable in tasks
that involve sustained translational motion and was therefore not applied for the precision
hover MTE considered in this experiment. As can be seen from Figure 6.5c, because of
the seemingly strong false cue in δ f sx , the pitch subsidence mode is also greatly distorted.
Finally, because δ fz does not substantially contribute to the phugoid mode in hover, the
heave channel of the CWA was disabled.

Performance Figure 6.6 shows a box plot of the RMS in feet, denoted by σ, of the
longitudinal and vertical position error per experimental condition. The median and spread
visible in this figure was derived from the combined simulation data of all five participants.
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Figure 6.6: RMS of longitudinal and vertical position errors per condition in Experiment I.

In general, it can be seen from the figure that vertical position RMSs are substantially
smaller in magnitude than longitudinal position RMSs. Also, the spread within and across
conditions in the longitudinal position RMSs is larger than the spread in the vertical position
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RMSs. This suggests that maintaining altitude is easier than maintaining longitudinal
position, which is explained in part by the vehicle dynamics (i.e. unstable phugoid), but
also by the available visual cues. Namely, the hover board provides direct visual feedback
regarding altitude, whereas longitudinal position is discernible only from inspection of the
relative orientation of the pylons on the right (see Figure 6.3).

For the horizontal position RMS (i.e., σx), it can be seen that both the median and
the spread appear to be smaller in condition APM as compared to the other conditions.
This is an indication that pitch motion cues, overall, contribute to maintaining longitudinal
position more precisely in hover. It is also interesting to observe that the spread in σx for the
condition with no motion (i.e., NM) is slightly larger as compared to the other conditions.
The median of σx , however, does not differ substantially between conditions AHM, PHM
and NM). In contrast, there appears to be no substantial difference in the median of σz

between conditions. Interestingly, the condition with the most motion cues in heave (i.e.,
AHM) does exhibit a slightly larger median and more spread in the results as compared to
the other conditions.

Based on these results, it appears that Hypothesis 1 is partly confirmed, in that the
condition aimed at cueing the PS mode is indeed the condition with the least median and
spread inσx . However, there is no substantial difference in bothσx andσz between the other
conditions evaluated, which includes the no motion condition. Thus, it is not necessarily
the case that motion cues contribute to a reduction of position error. In fact, their is some
evidence of the contrary in σz , where in case of condition AHM a slightly larger median
and spread were observed.

Mode Participation Factors Figure 6.7 shows a box plot of the obtained MPFs per
condition and vehicle mode. These were also obtained from the combined data of all five
participants. As explained in Section 5.1.1 and evidenced by Equation (6.2), the MPF is a
measure of the contribution of each vehicle mode in the overall dynamics response.

From the figure, it can be seen that the absolute values and spreads of the MPFs of
each mode across experimental conditions vary substantially . Interestingly however, when
considering the median MPFs, the relative contribution of each mode remains remarkably
constant across conditions. The PHmode, however, appears to dominate the vehicle response
in all conditions evaluated, followed by the PS and HS modes, respectively. Also, the
absolute values of the MPFs corresponding to the PH and PS modes appear larger in both
conditions AHM and NM (with AHM being the larger still) in comparison to conditions
APM and PHM. This indicates that the excitation of the PH and PS modes is stronger when
pitch and surge motion cues are absent. Interestingly, it is also observed that this apparently
stronger excitation of the PH and PS modes in condition AHM does not necessarily result in
a larger longitudinal position error RMS, as also seen from Figure 6.6. The latter becomes
particularly evident when comparing σx for conditions AHM and PHM. Finally, it is pointed
out that the median and spread of the participation of the PH and PS modes are smaller in
condition APM in comparison to condition PHM. In contrast, the excitation of the HS mode
across conditions does not seem to differ substantially.

In accordance with Hypothesis 2 and the preliminary results from Miletović et al.
[2018], it thus appears that the presence of pitchmotion cues indeed subdues the participation
of the PS mode, but also the PH mode. However, the same does not seem to apply to surge
and heave motion cues in relation to the PH and HS modes, respectively.
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Figure 6.7: MPF’s per condition in Experiment I.
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Motion Fidelity Ratings Figure 6.8 shows the MFRs awarded by the participants for each
condition evaluated. Because MFRs constitute cardinal data, the individual ratings and
their counts are shown, as is the median.
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Figure 6.8: MFR’s awarded per condition in Experiment I.

From the figure, it is seen that,
based on overall median MFRs,
condition APM is most favoured
by the participants with a median
rating of 4. Conditions AHM and
PHM are equally rated at a me-
dian of 6, whereas the condition
with no motion (NM) was cor-
rectly identified as such in the vast
majority of cases (i.e., MFR of
10). However, it also becomes ap-
parent that the spread in the re-
sults corresponding to the condi-
tions with motion cues is substan-
tial. This is particularly true for
condition PHM, where an MFR
rating of 3was awarded four times.
This makes it the condition that is
most favoured in terms of best rating count. However, anMFR rating of 6 was awarded three
times in conjunction with five even worse ratings, including one MFR rating of 10, signify-
ing no motion cues at all were perceived. This is above all a testimony of the uncertainty
and ambiguity involved in the subjective appreciation of motion cues in flight simulation
(see also Chapter 2).

Nonetheless, Hypothesis 3 is partly confirmed, in that the participants do appear to
value the (pitch) motion cues in the PS mode most for the precision MTE considered. The
same does not apply to motion cues in the HS mode, however. Also, motion cues in the PH
mode are not necessarily less valued than motion cues in the HS mode, or the PS mode (in
terms of best MFR rating count).

6.3.2. Experiment II: lateral reposition
The sidestep and/or lateral reposition tasks have been studied before in the domain of
helicopter flight simulation by, e.g., Schroeder et al. [1997], Wiskemann et al. [2014] and
Hodge et al. [2015b]. These studies hint at a delicate trade-off between matching motion
cues in roll versus minimizing the accompanying false motion cues in sway that arise from
the limited lateral motion travel of most motion-base flight simulators. In the experiment
reported here, the view is adopted that a lateral reposition in a helicopter comprises two
distinct phases, namely (1) a relatively fast and large attitude change and (2) a subsequent
acceleration/deceleration to a constant speed/hover. From the perspective of modes, the
former is enabled by the vehicle’s fast rotational mode, i.e., the roll subsidence (RS),
whereas the latter arises from excitation of the (much) lower-frequency Dutch roll mode
(DR). Thus, for the lateral position MTE under consideration, it is argued that the roll rate
contribution in the RS mode should be preserved in phase (1) and, conversely, the sway
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specific force contribution in the DR mode should be preserved for phase (2). The next
paragraph describes the separate motion cueing conditions selected to evaluate these two
cases. Motion cues in heave are not considered further. Nonetheless, the heave dof in the
flight dynamics model remained active, such that pilots retained intuitive control over the
collective and, thus, altitude (e.g., including the effect of translational lift).

Table 6.5: CWAmotion parameters used in Exper-
iment II.

ARM DRM
Ky - Ky 0.9 -
ω1y - ω1y 1.0 rad/s
ω2y - ω2y 1.0 rad/s
Kp 0.8 Kp 0.2 -
ω3p 0.3 ω3p 1.2 rad/s

Motion cueing conditions In order to
preserve the contribution of δps with re-
spect to δp in the RS mode, it was opted
to fully utilize the motion space of the SRS
in the roll axis. This was accomplished
by using a combination of both scaling and
high-pass filtering (washout). The motion
parameters used for this condition, termed
Aperiodic Roll Motion (ARM), are listed
in Table 6.5. The resulting MCA-induced
distortion of both the RS and DR modes is
depicted in Figure 6.9 for both hover and a
(constant) lateral speed of 30 kts. In the RS mode, it can be seen that the contribution of
the roll rate is preserved at the cost of distortion, primarily in the sign of δ f sy with respect
to δ fy . This change in sign is a result of the accrued roll angle (i.e., “leans” [Schroeder
et al., 1997]) during the time scale of the RS mode (1/Lp ≈ 0.08 s), which otherwise would
be cancelled by the force generated due to the rotor “flap-back” as captured by the stability
derivative Yp . This apparent “false cue”, however, is over-ridden by the distortion of δ f sy in
the much longer-term DR mode, as can also be seen from Figure 6.9.

The second motion condition evaluated, termed Dutch Roll Motion (DRM), is therefore
devised to strongly reduce this apparent distortion of δ f sy in theDRmode. The corresponding
motion parameters are also listed in Table 6.5. The most effective strategies were found to
be reducing the roll gain (Kp) and increasing the break-frequency of the high-pass filter in
the roll axis (ω3p ). To further improve the representation of the δ f sy with respect to δ fy ,
tilt-coordination (through ω2x ) was applied in conjunction with high-pass filtering of δ fy
(through ω1x ). The resulting MCA-induced distortion of the RS and DR modes is depicted
in Figure 6.9 for both hover and a (constant) lateral speed of 30 kts. From the figure, it
can be seen that this configuration results in a strong attenuation of δps in both the RS and
DR modes, while the amplitude of δ f sy is well preserved in both modes. Also, in the DR
mode, it can be seen that δ f sy lags with respect to δ fy . with a phase of slightly less than
80◦ (in hover) and 47◦ at 30 kts lateral speed. This phase lag could be reduced further
by substantially increasing the value for ω2x . For example, increasing ω2x up to 2 rad/s
reduced the phase lag to 63◦ in hover and to 27◦ at 30 kts lateral speed, at the cost of a
slight attenuation of both δ f sy in the DR mode and δps in the RS mode. However, these
improvements were found to be small when compared to the improvement already attained
by changing ω2x up to ∼1 rad/s from 0. Thus, a further “optimization” of this particular
configuration was not undertaken.
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Figure 6.9: MCA-induced modal distortion of Aperiodic Roll Motion (ARM) motion cueing configuration
in hover (a) and at 30 kts lateral speed (b).
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Figure 6.10: MCA-induced modal distortion of Dutch Roll Motion (DRM) motion cueing configuration
in hover (a) and at 30 kts lateral speed (b).
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Figure 6.11: Typical examples of encountered motion
limiting in the recorded simulation data.

A note on motion limits Before dis-
cussing the experiment results, it is
noted that that in 19 out of 30 recorded
runs for condition ARM, soft motion
limits of the simulator were reached,
meaning the motion control software
intervened to “brake” the actuators in
order to prevent violation of excursion
limits. In the majority of these runs
(11), this occured only once and the
“braking” cues experienced by the par-
ticipants lasted less than 0.1 s with a
magnitude of less than one 1 m/s2. In
8 runs, motion limiting was more se-
vere, occuring multiple times during a
run and/or with a larger correspond-
ing magnitude of braking cues. Fig-
ure 6.11 shows an example of both
cases, with the visible sharp “peaks”
in the plots denoting the motion lim-
its. In the paragraphs to follow, the
8 runs with “severe” motion limiting
are excluded from the analyses of task
performance and MPFs. They are not,
however, explicitly excluded in the discussion of the MFRs, because pilot comments asso-
ciated with these ratings could also reveal other deficiencies than motion limits in support
of the awarded ratings.

Task performance For the lateral reposition MTE, the peak velocity reached as well as
the recorded over- and undershoots in the vicinity of the target locations were examined as
measures of task performance. An appreciation of these quantities can be obtained from
the aggragated maneuvre phase portraits depicted in Figure 6.12 for each experimental
condition. The grey demarcations in the figure around 0 and 400 ft denote the regions of ±
10 ft from the target locations.

From Figure 6.12, a number of interesting observations can be made. In condition
ARM, it appears that the peak velocities reached are generally lower than in conditions
DRM and NM, where the peak velocities tend to be in excess of 30-35 kts more often.
Despite this, condition ARM does not exhibit less under- and overshoot in the vicinity of
the target locations. In contrast, condition NM does appear to exhibit a substantial increase
in peak velocities reached. Here, however, it seems less under- and overshoots have occured
in comparison to either of the two conditions with motion. In condition DRM, the spread
of peak velocities between 30-35 kts appears somewhat lower. This is confirmed by the
boxplot of peak velocities per condition shown in Figure 6.13. From the figure, it can be
seen that the median of the peak velocities in condition DRM is slightly less than 35 kts and
that its spread around this value is smaller than the spread of peak velocities in the other
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Figure 6.12: Aggragated maneuvre phase portraits for lateral reposition MTE in experiment II.
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two conditions. It can also be seen that the median of peak velocities in condition ARM is
substantially lower as compared to the two conditions and that it is skewed more towards
lower velocities. The latter is clear evidence of pilots adapting their control strategy in
relation to available motion cues (e.g., to avoid motion limits).

ARM DRM NM

25

30

35

40

V
[k

ts
]

Figure 6.13: Boxplot of peak velocities in lateral reposition MTE in experiment II.

Summarizing the results in regard to hypothesis 4 , it does not appear that motion
cues aimed solely at representing the RS mode (or DR mode) help pilots to limit under-
and overshoots in the vicinity of the target locations. In fact, the contrary seems true
in comparison to condition NM. There is, however, some evidence that condition DRM is
beneficial in terms of the accuracy of the attained peak velocity when compared to conditions
ARM and NM. Thus, hypothesis 4 is partly confirmed.

Mode Participation Factors Unlike in experiment I, where the linearized vehicle dy-
namics could be assumed constant for the calculation of MPFs, here the vehicle dynamics
change as a function of lateral airspeed (see also Table 6.2 and Figure 6.2). Thus, in order to
compute the MPFs, the linear model used in Section 6.2.5 and Equations (6.1) and (6.2) was
“updated” as a function of speed in steps of 5 kts. An example result of normalized mode
participation of the RS and DR modes as a function of time (i.e., the integrand in Equa-
tion (6.2)) for each of the evaluated motion cueing configurations is shown in Figure 6.14.
Also shown in the figure for reference is the normalized airspeed as a function of time (V).

Several interesting observations can be made from the figure about the relative excitation
of the RS and DRmodes during the lateral repositionMTE. Upon initiating the maneuvre, it
can be seen that the participation of the RS mode momentarily increases as the roll angle is
accrued, but drops thereafter. Subsequently, it can be seen that participation of the DRmode
increases as the helicopter accelerates or decelerates. Around the peak velocity, when the
helicopter again undergoes a large change in attitude, participation of the DR mode drops
in favour of the RS mode. These trends are the same across the three conditions evaluated.
Finally, close to hover, when during stabilization, the normalized participation of the RS
mode seems to generally exceed that of the DR mode.
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Figure 6.14: Example of normalized time responses of mode participation in each condition of exper-
iment II.
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Figure 6.15: Boxplot of MPFs per condition of experiment II for speeds below and above 2 kts.
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Figure 6.15 shows a boxplot of the MPFs modes as oomputed from Equation (6.2). A
distinction is made between MPFs for speeds below and above 2 kts. It can be seen that in
terms of the median value, the MPF of the DR mode is in excess of an order of magnitude
larger than that of the RS mode. Interestingly, it also appears that participation of the DR
mode increases for V> 2 kts, while participation of the RS mode is relatively larger for
V< 2 kts. These trends appear to be similar across the three conditions evaluated and
correspond to the trends also observed in the time traces shown in Figure 6.14. The MPF of
theDRmode in conditionDRMdoes exhibit a slightly lowermedian and a substantially larger
spread than the other conditions. Also, median MPFs corresponding to the NM condition,
overall, are slightly larger than the two conditions with motion, which is consistent with the
results from experiment I (see Section 6.3.1). There appears to be no substantial difference
in the MPF of the RS mode between conditions ARM and DRM.

Based on the latter result, motion cues in condition ARM do not necessarily result in a
smaller MPF of the RS mode as compared to the condition with less motion cues in the roll
axis (i.e., condition DRM). Thus, the element of Hypothesis 2 that pertains to a reduced
MPFs of the RS mode in condition ARM close to hover is rejected.
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Figure 6.16: MFR’s awarded per condition in Experiment II.

Motion Fidelity Ratings The
last result of Experiment II to be
discussed are the MFRs awarded
by the five participants. These are
depicted in Figure 6.16. From the
figure, it is evident that condition
ARM is rated substantially worse
in comparison toDRM. In order to
further explore the reasons behind
this, corresponding comments for
condition ARM were reviewed in
more detail. These comments are
summarized in Table 6.6 for each
subject and per individual repeti-
tion of condition ARM in the ex-
periment.

From the table, it can be ap-
preciated that onset cues in the roll
axis were perceived as too strong, or “overevident”, by the majority of the subjects. Two of
the participants (4 and 5) explicitly mentioned that the control strategy had to be adapted in
comparison to the other conditions in order to avoid motion limits. However, this was less
apparent from the comments of the other subjects, who complained more about perceived
latencies and spurious cues in the motion, particularly during the deceleration to hover phase
of the maneuvre. From Table 6.6, it can be seen that this was often described as “roll cues
in the opposite direction” or “deceleration cues after levelling off”.

To quantify this effect, Figure 6.17 compares representative time traces of the measured
measured specific force and roll rate ( f sy and ps) in the simulator to fy and p as computed
from the flight dynamics model. This figure clearly depicts the problem of the spurious
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Figure 6.17: Time traces of sway specific force (a) and roll rate (b) in the simulator compared to flight
dynamics model for conditions ARM and DRM.

“deceleration cues” perceived by the participants in the apparently opposing direction of
motion. These namely correspond to the peaks in f sy visible in Figure 6.17a in the vicinity
of 15 s (maneuvre from left to right) and 30 s (maneuvre from right to left). It can be seen
that the flight dynamics model around these instants already predicts fy ≈ 0, corresponding
to a level attitude (i.e., φ ≈ 0). The simulator, however, due to a combination of scaling and
high-pass filtering of ps , is still producing a specific force that is in line with a “remnant”
of the roll angle accrued during the deceleration to hover. From Figure 6.17, it can also
be seen that condition DRM largely mitigates these false cues in the sway specific force, at
the cost of some lag in the signal and a poorly matching roll rate with respect to the flight
dynamics model. These results fully correspond to the EMD-based predictions outlined in
one of the previous paragraphs.

Summarizing, from the MFRs in Figure 6.16, it appears that in the lateral reposition
MTE under consideration, the participants weight spurious sway specific force cues as more
detrimental to motion cueing fidelity in comparison to more accurate roll cues. Thus,
hypothesis 2 is rejected. This does not mean, however, that condition DRM was not
criticised. For example, it was often characterized as being “benign” or “subtle”, or more
generally as lacking cues in the roll axis. Interestingly, in this condition, the participants
also complained more often about the lack of motion cues in heave. Finally, it is interesting
to observe that, in 5 out of 15 cases, the NM condition was characterized as a condition with
motion cues and the corresponding ratings awarded were generally better than the MFRs
corresponding to condition ARM.
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Intermezzo: the effect of dynamic blade flap To conclude experiment II and to highlight
another possible application of EMD, the method was applied to an assessment of the effect
of extended main rotor dynamics on motion cueing fidelity. To this end, the three-dof
Bo-105 model introduced in Section 6.2 was extended to include dynamic blade flap, as
outlined in Appendix A.8.2. The result of this is illustrated in Figure 6.18. It can be seen
that, as expected [Curtiss, 1986], for the Bo-105 helicopter with its relatively stiff hingeless
rotor system, the roll subsidence (RS) mode is replaced by an oscillatory roll (OR) mode.
The low-frequency Dutch roll (DR) mode, however, is barely affected. Figure 6.18 also
shows pulse responses of the model to a lateral cyclic input for a case with and without
dynamic blade flap.
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Figure 6.18: Effect of lateral dynamic flap on modes (a) and roll/lateral flap response (b) of the Bo-105
helicopter model.

Contrary to other tools, EMD enables a quantitative study of the effect of these added
dynamics from the perspective of motion cueing fidelity, because the coupled vehicle-MCA
system central to EMD and given by Equation (5.11) can be easily adapted. The details
regarding this adaptation are included in Appendix C and won’t be addressed here in full.

The end result of an EMD analysis applied to themodel with dynamic blade flap is shown
in Figure 6.19. This figure illustrates the modal distortion imposed by the motion cueing
configurations ARM and DRM (see Table 6.5) on the extended model in hover. Compared
to Figures 6.9 and 6.10, the most significant changes become apparent in the distortion of
the ORmode. In the three-dof case, it was seen that the contribution of δ fy in RS underwent
a change in sign as well as a slight amplification. In the new OR mode (see Figure 6.19a),
it can be seen that the phase relation between δp and δ fy in OR is slightly less than 180◦
and that the effect of the CWA dynamics is to “bend” δ f sy towards δps by approximately
90◦ with, in addition, a slight amplification as also seen in Figure 6.9. Furthermore, δps

undergoes a very minor phase lead with respect to δp and its amplitude is attenuated to
approximately the same extent as δps in the RS mode (see Figure 6.9).
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Figure 6.19: MCA-induced modal distortion of motion cueing configurations ARM (a) and DRM (b) for
Bo-105 flight dynamics model with lateral flapping dynamics (in hover).

Because condition ARM is aimed at preserving the contribution of δps in the faster roll
mode of the vehicle, it seems that the addition of dynamic blade flap does not mandate a
change in the motion parameters in to further improve the representation of the OR mode
in the four-dof model. A similar reasoning applies to the modal distortion imposed by
condition DRM (see Figure 6.19a) where, compared to Figure 6.10, it can also be seen that
δ f sy is preserved well in both the OR and DR modes at the cost of substantial distortion in
δps . The contribution of δ f sy in the DR mode of the four-dof model, however, does seem to
undergo a slightly larger phase lag as compared to the three-dof model, but remains close
to approximately 90◦ with respect to δ fy . This is explained by the slightly higher natural
frequency of DR mode in the four-dof model, which results in a larger phase lag that is
imposed by the low-pass filter in Channel 2 of the CWA.

To establish whether the added dynamic blade flap is noticeable during pilot-in-the-loop
flight, a brief experiment was performed. To this end, both the three- and four-dof models
were combined with each of the evaluated motion cueing configurations (i.e., ARM, DRM
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and NM). The resulting matrix of conditions per participant is shown in Table 6.7. In each
condition, two trials of the lateral position MTE were performed. The first trial was always
flown with the three-dof model (i.e., without dynamic blade flap). In each condition labelled
“ON”, the four-dof model was selected for the second trial, whereas in conditions labelled
“OFF” the same (i.e., three-dof model) was also used for the second trial. After the second
trial, the participants were simply asked whether or not changes in the vehicle dynamics
were perceived. The comments per pilot and evaluated model-motion cueing combination
are summarized in Table 6.8.

Table 6.7: Experiment matrix for the evaluation of the noticeability of lateral dynamic blade flap.

Subj. Conditions
1 NM (ON) ARM (ON) DRM (ON) DRM (OFF) NM (OFF) ARM (OFF)
2 DRM (OFF) NM (OFF) ARM (OFF) ARM (ON) DRM (ON) NM (ON)
3 ARM (ON) NM (ON) DRM (ON) DRM (OFF) ARM (OFF) NM (OFF)
4 ARM (OFF) DRM (OFF) NM (OFF) DRM (ON) NM (ON) ARM (ON)
5 DRM (ON) ARM (ON) NM (ON) NM (OFF) DRM (OFF) ARM (OFF)

In Hypothesis 6 of Section 6.2 it was stated that pilots would notice the more os-
cillatory response in roll in condition ARM and that this response could be described as
more “wobbly”. The results from Table 6.8, however, do not suggest that the participants
consistently noticed a change in the vehicle dynamics in conditions where dynamic flap
was enabled between the two trials. Subjects 1 and 5 did comment on subtle changes
in the roll axis in condition “ARM (ON),” but provided similar comments pertaining to
changes in the roll axis in conditions where the model was not changed between the first
and second trial. Interestingly, Subject 3 in condition “DRM (ON)”, did mention that the
model felt more “oscillatory”, which could be consistent with the addition of dynamic blade
flap. Overall, however, most subjects emphasized that perceived changes were subtle and
difficult to qualify. Moreover, the comments in Table 6.8, especially those that pertain to
aspects of the model that were unaffacted by the addition of dynamic blade flap (e.g., lateral
acceleration/deceleration and control gearing), are most likely the result of changes in the
applied control strategy between the first and second trials. It is concluded that the addition
of lateral dynamic blade flap, while substantially affecting the vehicle response in the fast
roll mode, is not evident to pilots during dynamic maneuvering flight, regardless of the
motion cueing configuration applied.

6.3.3. Experiment III: depart/abort
The results from the two previous experiments described in this chapter suggest that pilot
value motion (rotational) cues in the faster vehicle modes for tasks that involve precision
maneuvering flight. This, however, does not appear to be true for tasks that involve more
dynamic maneuvering flight, such as the lateral reposition MTE addressed in Section 6.3.2.
Here, it was found that mitigating false specific force cues, which appear in the vehicle’s
slower rotational modes due to the absence of physical translational motion in the simulator,
is more valued by pilots. This purpose of the third experiment is to determinewhether a “best
of both worlds” condition exists, with an application to the depart/abort MTE executed in the
Desdemona simulator (see Section 2.2.1). This experiment is furthermore performed using
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a model of the AH-64 helicopter, with an angular rate feedback loop (see Appendix A.9.1)
to represent the effect of the SCAS2. In the following paragraphs, the characteristics of the
motion cueing conditions evaluated during the experiment are outlined first, after which the
results in terms of awarded MFRs are discussed.

Table 6.9: CWAmotion parameters used per condition in Ex-
periment III.

DPF CPF APF
Kx 0.8 Kx 0.8 Kx 0.8 -
ω1x - ω1x - ω1x - rad/s
ω2x 0.8 ω2x 0.8 ω2x 0.8 rad/s
Kz 0.8 Kz 0.8 Kz 0.8 -
ω1z 2.0 ω1z 2.0 ω1z 2.0 rad/s
Kq 0.8 Kq 0.0 Kq 0.8 – 0.0 -
ω3q 0.2 ω3q 0.2 ω3q 0.2 rad/s

Motion cueing conditions In
this experiment, three motion cue-
ing configurations (and a condi-
tion without motion) are evalu-
ated. Two conditions are cho-
sen with a rationale that is simi-
lar to that adopted in experiment
II. Namely, one condition, termed
Direct Pitch Filter (DPF), aims to
reproduce the rotational cues in
the faster pitch subsidence (PS)
mode, whereas a second condi-
tion, termed Coordinating Pitch
Filter (CPF), aims to reproduce the
specific force cues in the slower phugoid (PH) mode. The third motion cueing configuration
evaluated, termed Adaptive Pitch Filter (APF), is a presumed “best of both world” solution.
It combines the characteristics of the DPF configuration below 5 kts airspeed (hover) and the
characteristics of the CPF configuration above 10 kts airspeed (forward flight). These speeds
are chosen somewhat arbitrarily, but are assumed to be representative of the transition from
hovering to forward flight. Table 6.9 lists the CWAmotion cueing parameters corresponding
to each condition. Note that, during the experiment, heave motion cues were also present
in all conditions (except the NM condition) and also contained a Desdemona proprietary
component to simulate rotor vibrations. Also, Channel 1 of the CWA (translational motion
in surge) was disabled. This was done because, in the Desdemona simulator, translational
motion in surge can only be simulated using the linear track, or by offsetting the cabin from
the central yaw axis. The former solution exhibits a characteristic “turn-around bump”,
which is especially bothersome close to hovering flight. The second solution, involving the
central yaw axis, comes at the cost of auxilliarymotion cues in yaw, which is also undesirable
especially because these cues are “off-axis” in the depart-abort task under consideration3.
Finally, because the experiment was performed with a six-dof model of the AH-64, the
motion cueing settings for the pitch and (low-pass) surge dofs of the simulator listed in
Table 6.9 were simply copied to the roll and sway channels of the CWA, respectively. The
three evaluated configurations are discussed in more detail in the next paragraphs.

2Appendix C discusses how the effect of a SCAS can be included in EMD.
3Both solutions were evaluated during the development of the experiment and were deemed unsatisfactory
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Figure 6.20: MCA-induced modal distortion of motion cueing configurations DPF (a) and CPF (b) for
(augmented) AH-64 flight dynamics model in hover.



6.3 Results

6

147

Re

Im

SP
δfx
δf sx

δq

δqs

Re

Im

PH

(a) Direct Pitch Filter (DPF)

Re

Im

SP

Re

Im

PH

(b) Coordinating Pitch Filter (CPF)

Figure 6.21: MCA-induced modal distortion of motion cueing configurations DPF (a) and CPF (b) for
(augmented) AH-64 flight dynamics model at 35 kts.
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The MCA-induced distortion of configuration DPF is depicted in Figure 6.20a for hover
and in Figure 6.21a for 35 kts forward flight. Note that in forward flight, for the AH-64,
the pitch and heave subsidences combine to produce a short period (SP) mode. It can be
seen that in both cases, the contribution of δqs with respect to δq is well preserved. As
expected, this comes at the cost of a strong distortion of δ f sx with respect to δ fx in the PH
mode, but also in the PS and SP modes in forward flight. The latter is explained by the
complete lack of translational motion cues in surge. Note that, in contrast to conventional
hexapod-based motion platforms, the Desdemona simulator has an essentially unlimited
range of motion in roll, pitch and yaw. Thus, the high-pass filters in the rotational channels
of the CWA are, strictly speaking, not necessary. However, completely disabling washout in
pitch for the depart/abort task under consideration, has the undesirable effect that the pitch
angles accrued during the maneuvre are essentially transmitted one-to-one. In the absence
of translational motion cues in the simulator, this would lead to even stronger false cues in
the surge specific force (i.e., the well-known “leans”) than those depicted in Figure 6.20a
and Figure 6.21a. To mitigate this effect, a small value for ω3q was set to ensure that the
larger pitch attitudes attained upon acceleration and deceleration to/from hover are slowly
washed out by the CWA.

The MCA-induced distortion of configuration CPF is depicted in Figure 6.20b for hover
and in Figure 6.21b for 35 kts forward flight. From the listed CWA settings in Table 6.9, it
can be seen that this configuration is essentially the same as DPF, with only the pitch motion
gain (Kq) set to zero. By effectively disabling pitch motion cues other than those arising
from the application of tilt-coordination in Channel 2, the amplification in the longitudinal
specific force in the PS (hover) and SP (forward flight) modes as well the PH mode are
reduced to a great exent as compared to the DPF configuration. The consequence thereof is
apparent in δqs , which is strongly attenuated and appears 180◦ out of phase with respect to
δq in the PS (hover) and SP (forward flight) modes.

From the two preceeding paragraphs, it has become apparent that it is possible, using
EMD, to craft motion cueing solutions that either portray short(er)-term rotational cues well
or long(er)-term translational (specific force) cues well. Both, however, apparently come at
the cost of substantial distortion of motion cues in other modes. Hence, configuration APF
combines conditions APF and CPF by linearly reducing Kq from a value of 0.8 to zero as
a function of airspeed between 5 and 10 kts. To illustrate the differences between the three
different motion cueing configurations evaluated, Figure 6.22 shows, for each configuration,
representative time-domain responses of f (s)x and q(s) as recorded during the experiment.
The corresponding velocity profiles are also shown for reference as dashed lines in the
figure. This figure clearly reveals the substantial differences between the configurations
that have also become appararent from the EMD analyses in the previous paragraphs. In
condition DPF, qs is seen to match q quite well, at the cost of substantial false cues in f sx ,
appearing particularly during acceleration/deceleration to/from hover as well as near the
peak velocity. In condition CPF, it is seen that the general trend of f sx is in line with fx ,
but higher-frequency components in fx are not captured. Of the three conditions evaluated,
however, CPF best matches fx . qs in condition CPF also appears out of phase with q by
180◦ and is strongly attenuated in amplitude. Finally, condition APF indeed appears to be a
combination of configurations DPF and CPF, in the sense that false cues in f sx remain present
in (near) hovering flight (i.e., for V < 5 kts). This is true particularly during acceleration
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from and in the final phase of the deceleration to hover. However, these cues are largely
absent during forward flight near the manoeuvre peak velocity. In contrast, the pitch rate
matches well close to hover, but is close to zero for airspeeds above 10 kts.
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Figure 6.22: Time traces of surge specific force (a) and pitch rate (b) in the simulator compared to
flight dynamics model for motion conditions.
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Figure 6.23: MFR’s awarded per condition in Experiment
III.

Motion Fidelity Ratings The
main results of the experiment are
the MFRs awarded by the pilots for
each of the evaluated motion cue-
ing configurations (including NM).
These are shown in Figure 6.23,
which depicts both the counts as
well as the medians of the ratings.
Note that, instead of the expected 9
ratings per condition (i.e., one for
each subject and every repetition of
each condition), only 8 are present.
This is because one of the three par-
ticipants only completed two of the
three repetitions of each condition
during the experiment.
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Recall that in Section 6.2, hypothesis 7 , it was expressed that pilots would appreciate
condition APFmore than either conditions DPF or CPF. From the results in Figure 6.23, this
does not appear to be the case. Namely, the best rated condition is condition CPF, both in
terms of the median as well as the overall best rating awarded (and its count). Condition APF
appears to be only marginally better received than condition DPF, which was rated worst
by the participants. To understand the underlying reasons for these results, pilot comments
associated with the ratings were also reviewed.

For condition DPF, it became apparent from the comments that the motion cues, in
general, were perceived as too strong by the participants during each repetition. Also,
each participant commented on a delay of “deceleration cues” with respect to the visuals,
which often led to overcompensation and a perceived degradation of task performance.
This characteristic is similar to the one found for condition ARM in Experiment II (see
Section 6.3.2) and, therefore, not surprising. Interestingly however, while somewhat less
frequent (4 out of 8 repetitions) and more apparent for larger changes in pitch attitude, the
participants raised similar objections in condition APF. While condition CPF is received
best by the participants in terms of the MFRs, it is most difficult to characterize. For
example, one subject noted that motion cues in pitch and in the longitudinal direction
were barely perceivable, while heave cues and vibrations were clearly present. Another
subject characterized attitude changes in this condition as “overdone” in one repetition and
acceleration/deceleration as “less present” in another repetition. A different participant
characterized the pitch cues in CPF as “choppy” in one repetition and as being “ok” in
another. Thus it is difficult to determine exactly which aspect of condition CPF lead to its
overall most favourable ratings.

It is also interesting to notice that the MFRs seem to improve with diminishing presence
of motion cues. This cannot be generalized to the condition without motion, however, as
the MFR scale does not accommodate the evaluation of this condition (i.e., the evaluation
is aborted when no motion is perceived and an MFR of 10 is automatically assigned).
Nonetheless, in two repetitions of NM motion was perceived and relatively favourable
ratings of 5 were awarded. Additionally, one participant commented that the task was
easiest to execute without motion. Combined, this at least suggests that the NM condition
is not necessarily worse than the conditions with motion and, therefore, it can be argued to
remove the implied distinction between motion and no-motion in terms of perceived fidelity
from the MFR scale.

The apparent trend towards improved MFRs with less motion is not new. For example,
Wentink et al. [2009] and Correia Grácio et al. [2013] have also documented a preference
towards a less than one-to-onemotion amplitude with respect to available visual cues. How-
ever, this was attributed more to shortcomings in the visual cues rather than inertial motion
cues. That is, a lower quality visual scene in the simulated environment cause subjects to
underestimate their self-velocity [Correia Grácio et al., 2013], leading to an overestimation
of inertial motion. In the presence of immersive VR-enabled visuals, however, an alternative
argument can be made that better visual cues (i.e., increased field-of-view, more peripheral
vision, etc.) cause subjects to “reweigh” the importance of inertial motion cues more in
favour of visual cues [Fetsch et al., 2009]. A further discussion on this topic is beyond the
scope of the present thesis, but is worthy of attention in future work.
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6.4. Discussion
The goal of the three experiments discussed in this chapter was to demonstrate the utility
of EMD for motion cueing fidelity assessment in helicopter flight simulation. The format
of choice was to use EMD as a guiding tool in the selection of appropriate motion cueing
configurations for three typical helicopter MTEs. The relative merit of these configurations
was subsequently assessed in individual pilot-in-the-loop experiments performed on the
SRS and Desdemona with test pilots of the RNLAF.

Experiment I considered the precision hover MTE, performed using a three-dof longitu-
dinal model of the AH-64 helicopter on the SRS. Three motion configurations were devised
using EMD such to preserve either the pitch subsidence (PS), heave subsidence (HS) or
phugoid (PH) modes. It was found that both the longitudinal position error RMS as well as
the participation of the PS mode in the vehicle’s response decreased in the condition aimed
at cueing the PS mode. This condition was also the one that, on the overall, was most valued
(in terms of MFRs) by the participants. In contrast, isolated motion cues in heave, aimed
at preserving the HS mode, were not found to result in improved vertical position RMS
or a reduced participation of the HS mode in the vehicle’s response. Also, the condition
aimed at cueing the HS mode, on the overall, received equal MFRs as the condition aimed at
better cueing the PH mode. These results suggest that, for tasks that involve high precision
manual control, motion cues in the “faster” rotational vehicle mode are more beneficial in
comparison to “slower” translational motion cues.

Experiment II considered the lateral repositionMTE, performed using a three-dof lateral
model of the Bo-105 helicopter on the SRS. This application was meant to illustrate the
applicability of EMD for analyses involving more dynamic manoeuvering flight, where the
linearized vehicle dynamics can no longer be assumed time-invariant. It was shown that
the Mode Participation Factor (MPF), as well as the EMD analysis itself could be extended
through the application of a Linear Parameter Varying (LPV) vehiclemodel. The experiment
subsequently performed was aimed at investigating the relative (perceived) value of motion
cues in the characteristic roll subsidence (RS) and Dutch roll (DR) vehicle modes. Motion
cues in the RS mode were chosen such to best preserve the contribution of the roll rate,
whereas those in the DR mode were aimed at an improved representation of the lateral
(sway) specific force. Contrary to the a-priori stipulated hypothesis it was found that, in this
task, the presence of motion cues did not necessarily contribute to enhanced performance in
terms of over- and undershoot near the maneuver end points. Motion cues in the RS mode
furthermore resulted in a substantial reduction of attained peak velocities, whereas motion
cues in the DRmode resulted in a lesser spread of peak velocities (particularly above 35 kts)
compared to a condition without motion. In terms of awarded MFRs, motion cues in the
RS mode were rated substantially worse than motion cues in the DR mode. This was often
attributed by participants to apparently latent “deceleration cues” during stabilization to
hover directly after deceleration. The presence of these false cues was predicted in the EMD
analysis and also became apparent from the recorded simulation data. Thus, contrary to the
result in Experiment I, motion cues in the faster rotational vehicle mode are not necessarily
more beneficial in tasks that involve dynamic maneuvering flight. In fact, mitigating false
motion cues in the sway specific force of the low-frequency DR mode, on the overall, is
more valued by participants.
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As part of Experiment II, the utility of EMD was also demonstrated in a study on the
effect of dynamic blade flap in the context ofmotion cueing fidelity. To this end, the three-dof
Bo-105 helicopter model was extendedwith lateral dynamic blade flap to effectively produce
a four-dof model. This new model, in which the RS mode is replaced by an oscillatory roll
(OR) mode, was subsequently coupled to the linearized CWA dynamics using the method
described in Chapter 5. An EMD analysis applied to the resulting coupled model revealed
only minor differences in the modal distortion of the four-dof model in comparison to the
original three-dof model. Thus, the addition of dynamic blade flap did not mandate changes
in the parameters of the CWA. In order to investigate whether the added rotor dynamics
are noticeable in flight, a small experiment was conducted on the SRS. Here, participants
performed the lateral position task with both the three- and four-dof models in each of the
evaluatedmotion cueing configurations (i.e., ARM,DRMandNM). For each of the resulting
six vehicle model-motion combinations, the participants were asked whether a change in
the vehicle dynamics was perceived. Results suggest that this is not the case, because none
of the participants managed to consistently identify both the presence and nature of the
changed vehicle dynamics.

Finally, the goal of Experiment III was to determine whether a “best of both worlds”
combination exists beteen matching rotational motion cues near hover and mitigating false
specific force cues during more dynamic maneuvering flight. To this end, an experiment
involving the depart/abort MTE using a SCAS augmented, six-dof model of the AH-64 on
the Desdemona simulator was performed. In this experiment, three different motion cueing
configurations were evaluated. Two conditions were chosen using a similar rationale as the
one adopted in Experiment II for the lateral reposition MTE. The third condition, however,
combined the characteristics of these two configurations by adjusting the pitch motion gain
(Kq) as a function of airspeed during the transitition from hover to forward flight. It was
hypothesized that pilots would rate this third condition more favourably in comparison to
the other two. The obtained experimental results, however, suggest that this condition is
only marginally better received than the condition in which no effort was undertaken at all
to mitigate false cues in the surge specific force. The condition most valued was the one
in which only tilt-coordination was applied to track the general trend of the surge specific
force experienced during the maneuvre. While this is the condition with the least false
cues in the specific force, it is also the condition were the distortion of pitch motion cues is
largest. These results seemed difficult to characterize, but the general trend in medianMFRs
suggests that less motion results in better ratings. While this result cannot be generalized to
a condition without motion (because it is not measured by the MFR scale), the combined
experiment results do suggest that the no-motion condition is not necessarily worse than the
evaluated conditions with motion. A possible explanation could lie in the combination of
inertial motion cues with immersive VR visuals, which could lead pilots to “reweigh” visual
and vestibular cues according to their reliability [Fetsch et al., 2009].



6.5 Conclusion

6

153

6.5. Conclusion
This chapter described three experiments in which EMDwas used as a guiding methodology
for the selection of different motion cueing configurations applied to two different helicopter
types (i.e., the AH-64 and Bo-105) in three typical helicopterMTEs (i.e., the precision hover,
lateral reposition and depart/abort). These configurations were subsequently assessed “in-
the-loop” by test pilots of the RNLAF. The experiments yielded, for the individual tasks
considered, valuable knowledge on the relative merit of motion cues aimed at preserving the
various vehicle modes. The capability of the EMDmethod to predictmotion cueing fidelity
remains questionable, however, as the obtained results in terms of subjective pilot ratings
were not generally in line with the stipulated hypotheses. This is not necessarily attributed
to limitations inherent in the EMD method, but is rather a general limitation of tools that
aim to assess the fidelity of “isolated” elements in the simulated flight environment (see
also Chapter 2). For example, the presence of stronger or more immersive visual cues in
relation to motion cues (or vice versa) could lead to a different appreciation of “motion
cueing fidelity”.

Finally, this chapter also demonstrated more advanced considerations in relation to the
EMD method, such as the incorporation of extended (rotor) dynamics or stability augmen-
tation in EMD. Collectively, these applications highlight the generality and versatility of the
EMD method in motion cueing fidelity assessment applied to helicopter flight simulation.
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Conclusion

Helicopter flight simulators, or Flight Simulation Training Devices (FSTDs), play an in-
creasingly important roles in pilot training and certification. These devices aim to reproduce
the various cues (e.g., instrument readings, outside visuals, haptics, physical motion, etc.)
available to pilots in actual flight as accurately as possible. To ensure that safety standards
are met to a satisfactory degree, regulatory institutions around the world have formulated
requirements on the necessary accuracy, or fidelity, that pertain to the many individual
(sub)systems inherent in FSTDs. While detailed and predominantly quantitative require-
ments are prescribed on individual FSTD systems like, e.g., the mathematical flight model
or the outside visuals, fidelity requirements on the physical motion to be reproduced are still
primarily qualitative, i.e., based on subjective evaluation by experienced pilots.

Over the years, there have been some developments towards more quantitative ap-
proaches for the assessment of motion fidelity, the most recent and notable of which is
perhaps the Objective Motion Cueing Test (OMCT). The OMCT constructs Frequency Re-
sponse Functions (FRFs) of the completeMotion Cueing System (MCS) (i.e., both hard- and
software), thereby characterizing its linear input-output behaviour. This approach, however,
considers the MCS (and its degrees-of-freedom) in isolation and foregoes the effect of the
vehicle dynamics, captured by the mathematical flight model, which acts as a pre-filter on
the MCS inputs. In fact, based on a literature study (see Chapter 1), there currently exists no
quantitative approach to capture the combined effect of the vehicle dynamics and the MCS.
Therefore, in cooperation with TU Delft and Desdemona B.V.1, the aim of this dissertation
was formulated as:

Develop a unifying tool to quantify motion cueing fidelity in helicopter flight
simulation and evaluate its suitability in realistic applications.

This objective subsequently led to the definition of three research questions that have
been addressed in the various chapters of this thesis. In the following paragraphs, answers
to these research question are formulated based on the reported findings.

1Desdemona B.V. is the company that exploits the Desorientation Demonstrator Amst (Desdemona) simulator
situated in Soesterberg, The Netherlands.
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1 How to model the interaction between the helicopter dynamics and the MCS?

This dissertation proposed two different approaches to capture the interaction between
the simulated vehicle andMCS dynamics. The first is an extension of the OMCT, with
altered input signals based on task- and vehicle-specific frequency-domain spectra
derived from time traces of human-perceived quantities (i.e., specific forces and
angular rates) as experienced during basic helicopter maneuvering flight.

A second and more general method, independent of specific vehicle dynamics and
task, was also developed in this dissertation. This method is named Eigenmode
distortion (EMD), where linearized models of the vehicle and the MCA are coupled
algebraically. The application of modal analysis to the resulting coupled system
was found to reveal the Motion Cueing Algorithm (MCA)-induced distortion of the
vehicle’s dynamic modes in terms of human-perceived quantities. EMD allows for
quantitative and interactive analysis of the MCA characteristics from the perspective
of the simulated vehicle dynamics.

A particular advantage of EMD, in comparison to existing tools such as OMCT, is
that it also exposes the relative relation (and distortion) between the different human-
perceived quantities in each of the vehicle’s dynamic modes. Moreover, the notion of
theMode Participation Factor (MPF), in turn, allows for the identification of dynamic
modes that dominate the vehicle response in specific tasks, which may serve as an
objective guide in tuning MCAs based on EMD.

2 What aspects of helicopter dynamics can the MCS feasibly reproduce?

Based on the novel EMD methodology developed in this dissertation, several studies
were carried out regarding the effect of the MCA on the simulated vehicle dynamics,
covering multiple types of conventional helicopters. In this dissertation, the AH-64
and the Bo-105 were considered in hovering, longitudinal as well as lateral manoeu-
vering flight. A particularly interesting finding pertains to the role of a helicopter’s
relatively fast rotational modes (pitch and roll subsidence) in relation to its slower
rotational/translational modes (phugoid and Dutch roll).

Namely, it was found that the contribution of the angular rates in the pitch and roll
subsidencemodes can be reproduced accurately by theMCA, even on Stewart platform
(hexapod) basedmotion simulators. This, however, was also found to result in a strong
distortion (in both phase and magnitude) of specific force cues in the phugoid and
Dutch roll modes, because translational motion had to be strongly attenuated in the
MCA in order to satisfy workspace constraints. In contrast, to feasibly reproduce
the contribution of specific forces appearing in the slower phugoid and Dutch roll
modes without translational motion, it was found that rotational motion cues had to
be strongly attentuated, in favour of tilt-coordination, in the MCA.

Finally, this dissertation also demonstrated the utility of EMD in evaluating the effect
of added vehicle dynamics by incorporating dynamic blade flap in the helicopter flight
dynamics model. While these specific dynamics were found to be inconsequential
in relation to motion cueing, the analysis demonstrated the versatility of EMD and
inspires its use for applications involving other (aspects of) helicopter dynamics.
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3 What aspects of helicopter dynamics cued by theMCS aremost valued by pilots?
In order to evaluate the suitability of EMD in practice, several pilot-in-the-loop
experimentswere performed in this dissertation. In preparation of these experiments, a
study on the utility of evaluation tools was conducted (see Chapter 2). In the domain of
aeronautical flight simulation, evaluation of simulation fidelity is predominantly based
on subjectivemetrics, involving pilot experience and opinion. This study exemplified
that, based on these metrics alone, it is difficult to separate the influence of individual
subsystems (more specifically, the mathematical flight model) on simulation fidelity
from the perspective of the pilot. The remaining experiments in this thesis thus
focused primarily on variations inmotion cueing, in the absence of variations in other
simulator subsystems.
In these experiments, EMD was used to obtain suitable configurations of the CWA
such to preserve the various modes associated with conventional helicopter dynamics.
These configurations were subsequently evaluated with multiple test pilots in three
typical helicopter Mission Task Elements (MTEs), namely: the precision hover, the
lateral reposition and, finally, the take-off/abort. In conjunction with subjective
metrics and task performance metrics, MPFs of the dynamic vehicle modes were
also computed and studied. An interesting result from this analysis is that motion
cueing aimed at reproducing a certain mode seems to reduce the participation of that
particular mode in the vehicle response. Also, task performance was found to vary
substantially across the different motion cueing configurations evaluated.
In terms of the evaluated motion cueing configurations most valued by pilots subjec-
tively, the overall results were less conclusive. For tasks involving precise manoeuver-
ing flight (e.g., hovering), it seems that motion cues in the rotational subsidencemodes
are more valued than motion cues aimed at representing the longer-term rotational
modes (e.g., phugoid and Dutch roll). For tasks that are more dynamic, involving
rapid and large changes in the vehicle attitude, the overall experiment results suggest
that the opposite is true. In an experiment conducted on the Desdemona simulator,
a potential “best-of-both-worlds” MCA configuration was also evaluated, where the
pitch motion gain was reduced with forward flight speed. This, however, did not yield
a measurable improvement over a condition in which only tilt-coordination was active.
A possible explanation for this could be the combination of physical motion cues with
immersive VR visuals used in the Desdemona simulator during the experiment, which
could lead pilots to “reweigh” the importance of visual and vestibular cues.
These results are a testimony of the fact that, in helicopter flight simulation, motion
cueing fidelity is highly task-specific and, therefore, no single “optimum” can be
formulated based on the results in this dissertation. Nonetheless, EMD combined
with the notion of MPFs constitutes a quantitative, model-based framework to guide
simulation engineers in estabilishing suitable trade-offs in MCAs for a wide variety
of vehicle types and tasks.
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Reflecting back on the main goal of this dissertation, it can be concluded that a novel and
unifying tool has been delivered to quantifymotion cueing fidelity from the perspective of the
simulated vehicle dynamics. This tool is found in the EMD methodology, which quantifies
the distortion of the simulated vehicle’s dynamic modes due to the MCAs inherent in all
moving-base flight simulators. The method is unifying because, unlike existing tools, it
explicitly models the coupled dynamics of both the vehicle and the MCA. Also, the method
itself is task-agnostic, i.e., it does not require knowledge that pertains to the execution of the
simulated task (e.g., recorded time traces). However, the notion of task-specific MPFs in
conjunction with EMD can serve as a valuable guide to determine suitable tuning strategies
for practical and realistic applications. The latter was also demonstrated as part of this
dissertation in a series of experiments, involving different tasks, simulators and multiple
experienced test pilots.

Many future improvements and extensions to EMD can be suggested. First, while
EMD was derived for the six (rigid-body) helicopter and MCA degrees-of-freedom, it has
only been applied to decoupled longitudinal and lateral motion. An EMD analysis and
experimental application to tasks that involves helicopter motion in six degrees-of-freedom
would be of interest. Second, despite the fact that MPFs bridge the gap between the
somewhat abstract modal domain and the time domain, assigning a relative importance
to individual modes for EMD-based motion cueing fidelity analyses remains troublesome.
This dissertation has merely illustrated the utility of MPFs in relation to a small number of
typical helicopter MTEs and MCA configurations. Formally exploiting task-specific MPFs
as, e.g., weighing factors in EMD-based optimization schemes, could yield improved MCA
configurations for specific tasks. Third, while the current dissertation has applied EMD
to different conventional helicopter types (i.e., the Bo-105 and AH-64), applications to
other rotorcraft configurations (e.g., tandem-, tilt-rotor, etc.), fixed-wing aircraft 2 and other
vehicles of interst in moving-base flight simulation are strongly encouraged. Finally, the
extension of EMD with human operator perception and control models is of geat interest.
This would effectively “close the loop” and potentially enable a fully quantitative analysis
and validation of motion cueing fidelity.

2EMD was recently applied in an experimental study on motion cueing for the Cessna Citation II aircraft on the
SIMONA Research Simulator (SRS) [Stoev et al., 2019].
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A
Development of a helicopter

flight dynamics model

This appendix describes the technical background of the Draftsim model, which is used in
this thesis for all experiments and analyses performed. It is aimed at predicting helicopter
flight characteristics in basic maneuvering flight. Furthermore, it strives to be most suitable
for applications where high performance (i.e., fast) and real-time (i.e., pilot-in-the-loop) ex-
ecution are desired. The model is implemented directly in the C++ programming language,
leveraging the capabilities of the Eigen matrix template library [Jacob and Guennebaud,
2018]. For off-line simulations, a wrapper was developed using Cython [Behnel et al.,
2018] and Eigency [Boomsma, 2018]. This extension allows the model to be executed in
a user-friendly Python programming environment while still maintaining high performance
and avoiding duplicate implementations.

The derivation of the flight dynamics model described in this appendix starts with
an overview of the different helicopter subsystems. The forces and moments acting on
each subsystem are subsequently derived and the rigid body equations of motion are then
presented. Finally, a description of several reduced dof models used throughout the thesis
is given.
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A.1. Overview and main assumptions

F̄mr

M̄mr

Q̄mr

F̄tr F̄vt

F̄ht

F̄fs

p

q

r

u

v

w

c.g.

{E}b

{E}e

xe

ye
ze

xb

yb

zb
p̄

Q̄tr

Figure A.1: Free body diagram of a helicopter in flight (vehicle wireframe based on 3D-render by
[Sabates, 2016]).

Figure A.1 shows a schematic of a helicopter with six degrees-of-freedom (dofs). Three
translational (u, v, w) and three rotational (p, q, r) dofs are shown. These dofs are defined
with respect to the body frame, {E}b , fixed to the center of gravity (c.g.) of the helicopter.
The body frame, in turn, is defined with respect to the flat-earth frame, {E}e, fixed to an
arbitrary location on Earth. The location of the helicopter c.g. (and the origin of frame
{E}b) is furthermore given by the position vector p̄. The orientation of frame {E}b with
respect to {E}e is defined according to the Euler-Bryant angle convention:

{E}b = Tbe(φ, θ,ψ) {E}e (A.1)

Here, Tbe is the transformation matrix from {E}e to {E}b . The angles ψ, θ and φ are known
as the yaw (heading), pitch and roll angles, respectively. Tbe is defined as:

Tbe(ψ, θ, φ) =

[
cos(θ) cos(ψ) cos(θ) sin(ψ) − sin(θ)

sin(φ) sin(θ) cos(ψ) − cos(φ) sin(ψ) sin(φ) sin(θ) sin(ψ) + cos(φ) cos(ψ) sin(φ) cos(θ)
cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ) cos(φ) sin(θ) sin(ψ) − sin(φ) cos(ψ) cos(φ) cos(θ)

]
(A.2)
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for which it also holds that Teb = TT
be
. Illustrated in Figure A.1 are the various helicopter

subsystems and their corresponding forces and moments. It can be seen that the main rotor
generates both a force, F̄mr, and a pair of moments, M̄mr and Q̄mr. F̄mr is the resultant of
the rotor thrust and in-plane forces (i.e., the so-called H- and S-forces), while M̄mr captures
the contribution of the in-plane rotor moments, Q̄mr is the main rotor (reaction) torque. The
tail rotor generates a force, F̄tr, behind the c.g. such to counteract the main rotor torque.
Similarly to the main rotor, the tail rotor generates a torque, Q̄tr. In forward flight, the
horizontal and vertical tailplane also generate forces, denoted by F̄ht and F̄vt, respectively.
Finally, the fuselage itself generates an aerodynamic (drag) force, F̄fs, and a moment, M̄fs.

Because Draftsim is aimed at predicting helicopter flight dynamics primarily in basic
maneuvering flight, several simplifying assumptions are made throughout the derivation
of the model. While these will be stipulated in detail in the sections to follow, the most
significant assumptions are listed here for quick reference:

• The main rotor blades are assumed to be rigid, with all flexibility concentrated at the
hub in the form of an eccentric flapping hinge.

• The main rotor blade flapping dynamics are principally assumed to be quasi-steady,
which means that a blade’s flapping response is treated as instantaneous due to a
change in blade pitch or local flow conditions. This assumption will be relaxed in
Appendix A.2.6, where the case of dynamic flapping is treated.

• The main rotor blade lead-lag and torsional dynamics are neglected.

• The main and tail rotor rotational speeds are assumed to be constant. This is a reason-
able assumption for all but themost extraordinary flight conditions (e.g., autorotation).

• Blade aerodynamics are assumed to be linear and (dynamic) stall effects are neglected.

• The tail rotor blade flapping dynamics and built-in pitch-flap coupling are neglected.
This means that the tail rotor generates an instantaneous thrust force in response to a
change in tail rotor blade pitch.

• Terms in the various rotor equations to be developed that are « µ2, where µ is the
rotor advance ratio, are neglected. According to Padfield [2007], this incurs an error
of less than 10% in the rotor’s (flapping) response.

In summary, the Draftsim model has only six rigid body dofs, with all its subsystems
shown in Figure A.1 generating quasi-steady forces and moments at the helicopter’s c.g..
The detailed contribution of each of these subsystems is treated in the subsequent sections.

A.2. Main rotor
The lifting capacity of any conventional helicopter is provided by one or multiple rotors. The
operating principle of a rotor is as follows. The engine delivers a torque to the rotor, which
causes the blades to spin at a certain angular velocity,Ωmr. The angular velocity of the rotor
is a design parameter and is usually kept constant by the rotor governor within a small margin
of error. Without loss of generality, this thesis also assumes a counter-clockwise rotation of
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the main rotor as viewed from above. As a consequence of the angular velocity, the blades
trace a circular trajectory in space and are therefore subjected to a relative velocity with
respect to the surrounding air. This causes the blades to exert a force on the surrounding
air, thereby accelerating the air “downstream” of the rotor. By virtue of Newton’s third law,
a reaction force, which constitutes the rotor thrust, is developed in the opposite direction.
Both the magnitude and direction of the thrust force can be controlled by varying the pitch
of the rotor blades. The enabling mechanism for this ability to control thrust magnitude
and direction is the blade flapping motion. Because of its central role in helicopter flight
mechanics, the blade flapping motion is discussed first. The derivation of the rotor thrust
and in-plane forces are outlined thereafter, followed by the derivation of the rotor torque and
in-plane moments.

A.2.1. Blade flapping motion
Figure A.2 illustrates a single blade’s flapping motion. Several definitions become apparent
from this figure. First and foremost, a number of reference frames are defined. The
transformations between these various frames follow the Euler-Bryant angle convention
given by Equation (A.2). {E}h is the hub frame, the origin of which is attached to the rotor
hub, located at some distance r̄h of the c.g., and the axes of which are aligned with the
body axes of the helicopter (i.e., frame {E}b). {E}s is the shaft frame, the origin of which
coincides with frame {E}h , but is tilted (typically forward and built-in) such that the zs-axis
is parallel to the rotor shaft:

{E}s = Tsh(0,−γs,0) {E}h (A.3)
{E}w is the relative wind frame, the origin of which also coincides with that of frames

{E}s and {E}h . The xw-axis, however, is aligned with the azimuthal direction of the relative
velocity vector, V∞, in the shaft plane:

{E}w = Tws(ψw,0,0) {E}s (A.4)
The final reference frame that is defined is {E}β , the origin of which is attached to the

blade root with the xβ-axis parallel to the blade. The blade root, in general, is eccentric to the
shaft by a distance eR, where R is the blade length and e is a fraction of R. The orientation
of {E}β depends on both the azimuthal location of the blade, ψ (not to be confused with the
heading!), as well as the flapping angle, β:

{E}β = Tβw(ψ, β) {E}w (A.5)
where:

Tβw(ψ, β) = Tβ1(0,−β,0)T1w(−ψ,0,0) (A.6)
The origin of frame {E}1 coincides with that of frame {E}w , but its orientation is equal

to that of frame {E}β for β = 0. Hence, both {E}1 and {E}β are rotating reference frames.
Also note that the azimuthal location of the blade is defined with respect to the negative
zw-axis, as shown in Figure A.2 for the special case when ψ = 90◦.

The blade dofs also become apparent from Figure A.2. The hub frame is subjected to
the body angular rates, p, q and r . In the relative wind frame, these rates are decomposed
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Figure A.2: Schematic of a blade’s flapping motion.

into a roll rate, pw , and a pitch rate, qw . The yaw rate in the wind frame is ignored, because
it is assumed that its magnitude is negligible in relation to the rotor angular velocity,Ω. The
rotor angular velocity is defined in the shaft frame, along the negative zs-axis. Also note
that even though all frames are subjected to the body angular rates, only frame {E}β , which
is fixed to the blade root, is subjected to the rotor angular velocity. The blade, and hence
frame {E}β , is also subjected to the flapping rate, Ûβ, defined along the negative yβ-axis. In
the following paragraphs, the main rotor equations of interest will be derived with respect to
the relative wind frame. The advantage of using this frame, as opposed to the hub or shaft
frame, is that there are only two translational velocity components (horizontal and vertical).
This simplifies the development of the equations.

Formulation of the flapping equation The first step in the development of the main rotor
forces and moments is the derivation of the differential equation that describes a blade’s
flapping motion. The flapping motion is described relative to frame {E}β . The time rate of
change of angular momentum, h̄, relative to this point is given by Euler’s equation [Bramwell
et al., 2001]:

Û̄h = T̄ − mb r̄g × ā0 (A.7)

where mb is the total blade mass, r̄g is the position of the blade’s c.g., T̄ is the external
moment and ā0 is the translational acceleration of the origin of frame {E}β . h̄ can be
expressed as:

h̄ = J ω̄
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where J is the moment of inertia of the blade with respect to the axes of frame {E}β and
ω̄ is the angular velocity of the blade expressed in frame {E}β . The time derivative of h̄,
noting that it is defined in a rotating frame of reference, is given by:

Û̄h = J Û̄ω + ω̄ × Jω̄ (A.8)

Substitution of Equation (A.8) into Equation (A.7) leads to the following vector equation
that describes the angular motion of the blade:

J Û̄ω + ω̄ × Jω̄ = T̄ − mb r̄g × ā0 (A.9)

The angular velocity of the blade can subsequently be written as:

ω̄ =
[
pw qw −Ω

]
{E}w +

[
0 − Ûβ 0

]
{E}β

=
( [

pw qw −Ω
]

Twβ(ψ, β) +
[
0 − Ûβ 0

] )
{E}β = ω̄β {E}β

(A.10)

where Twβ(ψ, β) = TT
βw(ψ, β) and TT

βw(ψ, β) is given by Equation (A.6). To obtain angular
acceleration, the derivative of Equation (A.10) with respect to time must be evaluated.
Invoking the product rule yields:

Û̄ω = Û̄ωβ {E}β + ω̄β { ÛE}β = Û̄ωβ {E}β + ω̄β Ω×(ω̄β) {E}β = Û̄ωβ {E}β (A.11)

where Ω×(ω̄β) is the skew-symmetric rotation operator. The position of the origin of frame
{E}β can be expressed in terms of the intermediate frame {E}1 (appearing in Equation (A.6))
as:

r̄0 =
[
eR 0 0

]
{E}1 (A.12)

Double differentiationwith respect to time of Equation (A.12) yields the inertial acceleration
of the flapping hinge:

ā0 =
[
eR 0 0

] (
Ω×( Û̄ω1) +Ω

2
×(ω̄1)

)
{E}1

=
[
eR 0 0

] (
Ω×( Û̄ω1) +Ω

2
×(ω̄1)

)
T1β(0, β,0) {E}β

(A.13)

where ω̄1 contains the angular velocity components of frame {E}1, expressed in the same
frame:

ω̄1 =
[
pw qw −Ω

]
Tw1(ψ,0,0) (A.14)

In Equation (A.13), T1β(0, β,0) = TT
β1(0,−β,0) (see Equation (A.6)). Similarly, in Equa-

tion (A.14), Tw1(ψ,0,0) = TT
w1(−ψ,0,0). Finally, let xg denote the fraction of R to the

blade’s c.g, and let A, B and C denote the principal moments of inertia of the blade with
respect to frame {E}β . Then, invoking the classical approximation that the helicopter blade
is symmetric, it follows:
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r̄g =
[
xgR 0 0

]
{E}β and J =


A 0 0
0 B 0
0 0 C

 (A.15)

Substitution of Equations (A.10), (A.11), (A.13) and (A.15) into Equation (A.9) yields
the three angular equations of motion of the blade about the axes of frame {E}β . The final
expressions are unwieldy and won’t be listed here in full. For the flapping equation, the
second Euler equation, describing the motion of the blade about the (negative) yβ-axis, is
of special interest. The following assumptions are made to further simplify the flapping
equation:

Assumption A.2.1 (Flapping equation simplifications (I))

• The angular rates of the helicopter body are small and develop slowly in relation
to the rotor’s angular velocity. This means that terms containing higher order
products of pw and qw (i.e., p2

w , q2
w , pwqw , etc.) are assumed « µ2 and therefore

neglected. Also, terms containing Ûpw and Ûqw are neglected.

• The flapping angle, β, is assumed to be small. This means that trigonometric
terms involving β can be approximated by sin β ≈ β and cos β ≈ 1. Also, terms
containing higher products of β are ignored.

• The angular velocity of the rotor is constant, such that ÛΩ = 0.

• The blade thickness is assumed to be negligible compared to its chord and
length. As a consequence, the principal moment of inertia about the zβ-axis can
be written as C = A + B.

• A new quantity, defined as ε =
xgmbeR2

Iβ
, is introduced. Note that, for clarity

sake, the notation Iβ is adopted for B from this point onwards to denote the flap
moment of inertia. Also, the external (aerodynamic) moment about the negative
yβ-axis is denoted by Ma.

The first two assumptions strongly reduce the complexity of the resulting flapping
equation, at the cost of some accuracy for high-speed and dynamic flight. Such applications
are not within the scope of this thesis and are therefore not accommodated in Draftsim.
Adopting the stipulated assumptions leads to the final result:

Üβ +Ω2(1 + ε)β =
Ma

Iβ
+ 2Ω(1 + ε) (pw cosψ − qw sinψ) (A.16)

which governs the blade flapping dynamics. The second term on the left hand side of
Equation (A.16) contains the squared of the flapping frequency. In fact, the quantity

√
1 + ε

is the normalized (first) flapping frequency, which is larger than 1 for ε > 0. This explains
why the phase difference between pitch and flap is typically less than 90 degrees for rotor
systems (e.g., articulated or hingeless) where e > 0. The forcing terms on the right hand side
of Equation (A.16) consist of the aerodynamic flapping moment and the blade response due
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to hub rotations. The expression for the aerodynamic flapping moment will be developed in
the following paragraphs. This will introduce terms that capture the blade response due to,
e.g., collective and cyclic control inputs, but also aerodynamic damping.
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Figure A.3: Schematic of the forces acting on a
blade element.

Blade element forces To obtain expres-
sions for the forces and moments acting on
the main rotor as a whole, the forces acting
on a single blade over a single rotation must
be evaluated. To this end, consider a blade
element as depicted in Figure A.3.

The relative velocity, V , is composed of
the contributions of the shaft rotation, the
motion of the helicopter body and the ro-
tor downwash. To capture these separate
contributions, it is convenient to define the
components of velocity tangential and per-
pendicular to the blade:

UT = V cos φ and UP = V sin φ (A.17)

The component of velocity in the radial direction of the blade is assumed to be small
and is therefore ignored. UT and UP can subsequently be obtained by considering a blade
element at a distance xR along the xβ-axis. The position of the blade element can be
expressed as:

r̄ =
[
eR 0 0

]
{E}1 +

[
xR 0 0

]
{E}β (A.18)

Differentiation of Equation (A.18) with respect to time yields:

Û̄r = V̄r =
[
eR 0 0

]
{ ÛE}1 +

[
xR 0 0

]
{ ÛE}β

=
( [

eR 0 0
]
Ω×(ω̄1)T1β(β) +

[
xR 0 0

]
Ω×(ω̄β)

)
{E}β

(A.19)

where ω̄1 is given by Equation (A.14) and ω̄β is defined in Equation (A.10). Evaluating
Equation (A.19) yields the velocity components of the blade element expressed in terms of
reference frame {E}β . In addition to the existing assumptions adopted in the derivation of
the flapping equation, the following is noted:

• The relative air velocity induced by the rotor, vi , is assumed to be in a direction
perpendicular to the rotor shaft:

V̄i =
[
0 0 vi

]
{E}w

=
[
0 0 vi

]
Twβ(ψ, β) {E}β

(A.20)

• The velocity of the air relative to the rotor disc, V∞ (see Figure A.2), can be expressed
as:
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V̄∞ =
[
−V∞ cosαc 0 −V∞ sinαc

]
{E}w

=
[
−V∞ cosαc 0 −V∞ sinαc

]
Twβ(ψ, β) {E}β

(A.21)

Note that V∞ also includes the rotor hub velocity induced by the angular velocity of
the helicopter body.

• For the evaluation of the blade element velocity, it is assumed that the effect of blade
eccentricity can be neglected, that is, e « 1.

Combining Equations (A.19)–(A.21) and noting that the positive directions of relative
airspeed UT and UP are defined along the negative yβ-axis en positive zβ-axis, respectively,
the following expressions are finally obtained:

UT = xR [β (pw cosψ − qw sinψ) +Ω] + V∞ cosαc sinψ (A.22)
UP = xR

(
pw sinψ + qw cosψ − Ûβ

)
− V∞β cosαc cosψ + V∞ sinαc − vi (A.23)

Referring back to Figure A.3, it can be seen that a blade element generates a lift force,
dL, perpendicular to V and a drag force, dD, parallel to V . These forces can be expressed
as:

dL =
1
2
ρV2clc =

1
2
ρ(U2

T +U2
P)clc

dD =
1
2
ρV2cdc =

1
2
ρ(U2

T +U2
P)cdc

(A.24)

Before evaluating these forces in terms of UT and UP , the following assumptions are
made:

• UT » UP , such that φ is small and therefore φ ≈ tan φ = sin φ as well as cos φ ≈ 1.
Moreover, U2

T +U2
P ≈ U2

T .

• The airfoil aerodynamics are linear, i.e., cl = aα and cd = δ and constant along the
blade. In addition, the blade chord, c, is also assumed constant along the blade.

As a consequence, it can be found that:

dL =
1
2
ρU2

T (θ + φ) ac =
1
2
ρU2

T

(
θ +

UP

UT

)
ac

=
1
2
ρ
(
U2
T θ +UTUP

)
ac

(A.25)

and:

dD =
1
2
ρU2

T δc (A.26)
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To obtain the contribution of the blade element to the thrust and drag generated by the
rotor disc as a whole, the lift and drag must be expressed in terms of dT ′ and dH ′ (see
Figure A.3). Performing this step with the assumptions in mind, the following expressions
are obtained:

dT ′ = dL (A.27)

dH ′ = dD cos φ − dL sin φ = dD − dL
(
UP

UT

)
(A.28)

From Equation (A.16), it becomes apparent that the blade’s flapping motion is governed
by the aerodynamic flapping moment Ma about the negative yβ-axis. Ma can be obtained by
integration of each blade element’s contribution to the moment around the flapping hinge.
Let x again denote the location of a blade element along the xβ-axis expressed as a fraction
of R, then, using Equations (A.25) and (A.27):

Ma = R

1∫
0

xdT ′ dx = R

1∫
0

xdL dx

=
1
2
ρacR

1∫
0

x
(
U2
T θ +UTUP

)
dx

(A.29)

Note that in the last step, the simplifying assumption has been made that the blade
chord and local airfoil aerodynamics are constant along the blade. The local tangential and
perpendicular velocity (see Equations (A.22) and (A.23)) as well as the blade pitch, however,
do vary both along the blade span and also depend on the blade’s azimuthal location, ψ.
The blade’s local pitch angle can be expressed as:

θ = θ0 − θ1c cosψ − θ1s sinψ + θtw x (A.30)

�1c

�1s

✓1s

✓1c

✓
�

  

Figure A.4: Sign conventions adopted for the cyclic pitch and flapping angle components.
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Here, θ0 is the collective pitch, which is constant both along the blade as well as the
azimuthal location of the blade. θ1c and θ1s are the lateral and longitudinal cyclic pitch,
respectively. These contributions depend on the azimuthal location of the blade, resulting in
a periodically forced blade flappingmotion. The sign convention adopted for the cyclic pitch
angles is illustrated left in Figure A.4. It can be seen that forward longitudinal cyclic and
left lateral cyclic are positive, respectively. Finally, θtw is the blade twist, the contribution
of which varies linearly along the blade span.

Forced flapping response Before a solution to the flapping equation, Equation (A.16),
can be formulated using the newly acquired insights, the following two assumptions are
adopted. Subsequent substitution of Equation (A.39) into Equation (A.16) and dividing
both sides by Ω2 yields:

β′′ + (1 + ε)β =
Ma

Ω2Iβ
+ 2(1 + ε) (p̄ cosψ − q̄ sinψ) (A.31)

where p̄ and q̄ are the non-dimensional rates:

p̄ =
pw
Ω

and q̄ =
qw
Ω

(A.32)

Additional non-dimensional quantities are defined as:

µ =
V∞ cosαc
ΩR

, µz =
V∞ sinαc
ΩR

, λ =
vi

ΩR
and γ =

ρacR4

Iβ
(A.33)

where γ is the so-called blade Lock number, expressing the ratio of aerodynamic versus in-
ertial contributions to the blade’s flapping response. The non-dimensional induced velocity
is assumed to be of the form [Bramwell et al., 2001; Glauert, 1926]:

λ = λ0 (1 + K x cosψ) (A.34)

This expression approximates the non-uniformity of the induced velocity along the
longitudinal direction of the rotor disc (i.e., along the xw-axis) by a linear gradient with a
slope given by K . The term in Equation (A.31) involving the aerodynamic flapping moment
given by Equation (A.29) can, after substitution of Equations (A.22), (A.23), (A.30), (A.34)
and (A.39) and evaluating the integral, be expressed as:

Ma

Ω2Iβ
= f

(
β, β′, µ, µz, λ0, p̄, q̄, θ0, θ1c , θ1s , θtw,ψ

)
(A.35)

The complete expression is unwieldy and won’t be listed here in full. It suffices to note
that the result is periodic in ψ. Furthermore, terms that contain products of β′ constitute
aerodynamic damping introduced through the flappingmoment. Other forcing terms depend
on the local flow conditions (µ, µz , λ0, q̄ and p̄), blade geometry (θtw) and control inputs
(θ0, θ1c and θ1s ).
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Assumption A.2.2 (Flapping equation simplifications (II))

• Because the blade is forced periodically, the flapping response of the blade is
also assumed to be periodic in ψ. That is, a solution in terms of a Fourier series
can be formulated:

β = β0 − β1c cosψ − β1s sinψ − β2c cos 2ψ − β2s sin 2ψ − ... (A.36)

It can be shown that the coefficients in Equation (A.36) corresponding to higher-
than-one order harmonics significantly diminish in magnitude [Stewart, 1953].
Therefore, a solution in terms of first-order harmonics suffices:

β = β(t,ψ) = β0(t) − β1c (t) cosψ − β1s (t) sinψ (A.37)

The flapping response in the form of Equation (A.37) can be intuitively inter-
preted as rotor disc coning and tilt. The latter is illustrated right in Figure A.4. It
can be seen that β1c represents longitudinal disc tilt, defined positive backward,
while β1s represents lateral disc tilt, defined positive left.

• The flapping angle is a function of both time and blade azimuth as can be seen
from Equation (A.37). However, it can be shown that the flapping response is
significantly more rapid than that of the helicopter as a whole [Padfield, 2007].
Therefore, for most flight mechanics purposes, time scale separation applies and
the flapping response can be assumed quasi-steady. That is:

β = β(ψ) = β0 − β1c cosψ − β1s sinψ (A.38)

It then becomes convenient to define derivatives of β not with respect to time,
but with respect to ψ. This can be accomplished by:

Ûβ = Ûβ
Ω

Ω
= Ω

dβ
dt

dt
dψ
= Ω

dβ
dψ
= Ωβ′

Üβ = Üβ
Ω2

Ω2 = Ω
2 d2β

dt2

(
dt
dψ

)2
= Ω2 d2β

dψ2 = Ω
2β′′

(A.39)
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Assumption A.2.3 (Flapping equation simplifications (III))

• Higher harmonics in ψ that appear in the flapping equation as a result of
products of β, θ and the components of helicopter body rotation are ignored.
This is because, from Equation (A.38), the flapping response is only a function
of the first harmonic in ψ.

• The flapping coefficients (β0, β1c and β1s ) are assumed to be small. Conse-
quently, terms containing products of these quantities with an order higher than
two are assumed « µ2 and are therefore neglected.

• The helicopter body angular rates are assumed to be small. Consequently, terms
containing orders of p̄ and q̄ that are higher than one are assumed « µ2 and
are therefore neglected. Terms containing products of p̄ and q̄ together with the
flapping coefficients are also ignored.

Combining Equations (A.31) and (A.35) together with the assumed solution of the form
given by Equation (A.38), yields an equation that can be used to solve for the flapping
coefficients β0, β1c and β1s . A closed-form solution can be obtained by adopting the
Assumption A.2.3. The disc coning angle is consequently found to be:

β0 =
γ

(1 + ε)

(
1
8

(
1 + µ2

)
θ0 +

1
2

(
1
5
+

1
6
µ2

)
θtw +

1
6
(µz − λ0) +

1
12
µp̄ −

1
6
µθ1s

)
(A.40)

while the longitudinal and lateral disc tilt angles can be obtained from the solution of:


1 − 8ε

γ(1− µ
2

2 )
8ε

γ(1+ µ
2

2 )
1


[
β1c

β1s

]
=


1

1− µ
2

2

(
2µ(µz − λ0) +

8
3 µθ0 + 2µθtw + p̄ − 16(1+ε )

γ q̄ − θ1s

(
1 + 3

2 µ
2
))

θ1c +
1

1+ µ
2

2

(
4
3 µβ0 + Kλ0 − q̄ − 16(1+ε )

γ p̄
) 

(A.41)

A.2.2. Thrust and in-plane forces
The forces generated by the main rotor blades can be decomposed into three elements. The
largest contribution stems from the thrust, T , which acts along the negative zw-axis. The
other components are the so-called H-force and S-force, acting in the plane of the rotor disc
along the negative xw- and yw-axis, respectively. To obtain expressions for these forces,
consider the forces acting on a blade element as depicted in Figure A.3. In addition, consider
the forces acting on a blade element that appear from top and side views of the blade as
shown in Figure A.5.
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Figure A.5: Schematic of a blade element’s contribution to the rotor thrust and in-plane forces.

Noting that β is assumed to be small, from the schematic, it then follows that:

dT = dT ′ = dL

where dL is given by Equation (A.25). To obtain an expression for the total rotor thrust, the
contribution of each blade element is averaged over a single rotation and the separate blade
element contributions are subsequently integrated over the blade span. For a rotor with b
blades, the result can be written as:

T =
b

2π

2π∫
0

1∫
0

dL dxdψ =
b

4π
ρac

2π∫
0

1∫
0

(
U2
T θ +UTUP

)
dxdψ (A.42)

Taking note of the assumptions stipulated in the derivation of a blade’s forced flapping
response, Equation (A.42) can be combined with Equations (A.22), (A.23) and (A.30) to
obtain a solution for the total rotor thrust. In non-dimensional form, the result is:

CT =
T

ρ(ΩR)2πR2 =
σa
24

(
θ0

(
4 + 6µ2

)
+ 3µp̄ + 6 (µz − λ0) + 3θtw

(
1 + µ2

)
− 6µθ1s

)
(A.43)

Here, a new quantity, σ, was introduced. σ is the rotor solidity defined as:

σ =
bc
Rπ

and expresses the ratio of blade area versus rotor disc area. To obtain the in-plane forces, a
similar procedure is applied. First, the contribution of a single blade element to the H-force
is written as (see Equations (A.27) and (A.28) as well as Figure A.3):

dH = dD sinψ − dL (φ sinψ + β cosψ) (A.44)
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The first term in this equation captures the profile drag, while the second term constitutes
the induced drag. Substitution of Equations (A.25) and (A.26) into Equation (A.44) and
evaluating the integral, an expression can be found for the H-force. Applying the same
assumptions stipulated in the derivation of forced flapping response, the result in non-
dimensional form is:

Ch =
H

ρ(ΩR)2πR2 =
σδµ

4
+
σa
96

(
3Kµλ0θ1c − 3Kµβ1sλ0 + 24µzµθ0 + 12µzµθtw−

8Kβ0λ0 − 9µp̄θ1s − 3µq̄θ1c − 12µβ2
0 − 12µβ2

1c
+ 12µβ1c θ1s − 24µλ0θ0−

12µλ0θtw + 24µz p̄ − 36µz β1c − 12µzθ1s − 24p̄λ0 + 8p̄θ0 + 6p̄θtw + 8β0β1s−

8β0θ1c + 36β1cλ0 − 16β1c θ0 − 12β1c θtw + 12λ0θ1s

)
(A.45)

In the same way, the S-force can be derived by first writing the contribution of a single
blade element as (see Figure A.4):

dS = dD cosψ + dL (β sinψ − φ cosψ) (A.46)

Consequently, the following result in non-dimensional is obtained:

Cs =
S

ρ(ΩR)2πR2 =
σa
96

(21Kµβ1cλ0 − 3Kλ0θ1s µ + 48β0µ
2β1c − 24β0µ

2θ1s−

24µ2β1s θ0 − 12µ2β1s θtw + 24Kµzλ0 − 24Kλ2
0 + 8Kθ0λ0 + 6Kλ0θtw+

72β0µµz − 72β0µλ0 + 36β0θ0µ + 24β0µθtw + 3µp̄θ1c + 3µq̄θ1s−

12µβ1c β1s + 12µβ1c θ1c + 24µβ1s θ1s − 8β0β1c − 8β0θ1s − 24µz q̄−

12µzθ1c + 36µz β1s + 24q̄λ0 − 8q̄θ0 − 6q̄θtw + 36β1sλ0 − 16θ0β1s−

12β1s θtw − 12λ0θ1c

)
(A.47)

A.2.3. Induced velocity
The uniform (ormean) induced velocity, λ0, defined in Equation (A.34) appears as a variable
in Equations (A.41), (A.43), (A.45) and (A.47). It can be shown that the mean induced
velocity can be expressed using Glauert’s equation [Glauert, 1926]:

vi0 =
T

2ρπR2V
(A.48)

where T is the rotor thrust and V is the total relative airspeed with respect to the rotor. A
general proof of the validity of this equation does not exist. It is accepted, however, because
it reduces to the momentum equation in hovering flight and at higher speeds is equivalent
to the induced velocity of an elliptically loaded wing [Bramwell et al., 2001]. Moreover,
its accuracy was demonstrated using experiments [Bramwell, 1974]. In forward flight, the
total relative airspeed can be written as (see Figure A.2) [Glauert, 1926]:

V =
√
(V cosαd)2 + (V sinαd − vi0 )2 (A.49)
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Substitution of Equation (A.49) into Equation (A.48) and dividing both sides of Equa-
tion (A.48) by (ΩR)2, yields an alternative expression for CT :

CT = 2λ0

√
µ2
z + (µz − λ0)2 (A.50)

Equation (A.50) can, together with Equation (A.43), be used to solve for both λ0 and
CT consecutively. This can be accomplished using, e.g., a numerical method such as
Newton-Raphson.

A.2.4. Torque
The torque transferred by the power plant to the rotor shaft is required to overcome the
in-plane drag force produced by each blade element (i.e., dH ′ in Figure A.3). Therefore,
the elemental torque around the rotor shaft can, using Equation (A.28), be written as:

dQ = xR dH ′ = xR
(
dD − dL

(
UP

UT

))
(A.51)

Two contributions to the rotor torque can be distinguished. The first term in Equa-
tion (A.51) is the torque due to profile drag and the second term is the torque due to
induced drag. The first term, denoted by dQp can be obtained using the familiar procedure
with which expressions for CT , Ch and Cs were obtained. That is, first Equations (A.22)
and (A.26) are substituted for dD in Equation (A.51). Subsequently, the result is integrated
along the blade, averaged over a single rotation and multiplied by the number of blades:

Qp =
b

2π

2π∫
0

1∫
0

xR dD dxdψ =
bR
4π

ρδc

2π∫
0

1∫
0

x U2
T dxdψ

Evaluating the integral and applying the same assumptions and definitions outlined in the
derivations of the rotor thrust and in-plane forces (see Equations (A.43), (A.45) and (A.47)),
the following contribution of the profile drag to the rotor’s torque coefficient is obtained:

Cqp =
Qp

ρ(ΩR)2πR3 =
δσ(µ2 + 1)

8
(A.52)

The contribution of induced drag to the rotor torque can be obtained in a similar way.
However, an alternative and more algebraically convenient approach can be applied. This
approach is outlined in [Bramwell et al., 2001] and won’t be repeated here for the sake
brevity. The end result, however, is that the torque due to induced drag can be written as
a function of the in-plane H-force coefficient and the thrust coefficient as [Bramwell et al.,
2001]:

Cqi =
δσµ2

4
− µCh − (µz − λ0)CT (A.53)

Consequently, the rotor’s total torque coefficient becomes:

Cq = Cqp + Cqi =
δσ(1 + 3µ2)

8
− µCh − (µz − λ0)CT (A.54)
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The terms involving CT and Ch represent the work done by the rotor to produce the
resultant thrust force in the direction of the relative airflow with respect to the rotor. The
term involving δ is the torque required to overcome the overall profile drag. In the derivation
of Equation (A.53), the contribution of the span-wise component of flow along the blades
was not taken into account. This results in an underestimation of the profile drag, which can
be corrected for by increasing the factor of 3 multiplying µ2 in Equation (A.54) to finally
obtain [Stepniewski, 1973]:

Cq = Cqp + Cqi =
δσ(1 + 4.7µ2)

8
− µCh − (µz − λ0)CT (A.55)

A.2.5. In-plane moments
Other than a torque about the shaft axis, the rotor also produces a set of moments in the
plane of the rotor disc. These moments are the result of blade eccentricity and provide
stiffness to the rotor. Figure A.6 depicts the mechanism by which the in-plane moments are
generated.

yw

zw

xgR

�

eR

Mcf Fcf

 

yw

xw

Mcf

Me

Le

Figure A.6: Schematic of the centrifugal force and moment acting upon a blade (left) and the decom-
positions in the wind frame (right).

It can be seen that a centrifugal force acts upon the blade in the blade’s centre of gravity.
The magnitude of this force, under the assumptions that both e and β are small, can be
expressed as:

Fc f = mbΩ
2xgR

Consequently, for small β, the centrifugal moment about a line perpendicular to the shaft
axis is found to be (see Figure A.6, left):

Mc f = eRFc f sin β ≈ xgmbe(ΩR)2β (A.56)
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In the wind frame, the centrifugal moment can be decomposed in a roll and pitchmoment
(see Figure A.6, right). Themean values for these in-plane moments averaged over a blade’s
single rotation can be written as:

Me = −
1

2π

2π∫
0

Mc f cosψ dψ and Le = −
1

2π

2π∫
0

Mc f sinψ dψ (A.57)

Substitution of Equation (A.38) into Equation (A.56), combining the result with Equa-
tion (A.57), evaluating the integrals and multiplying by the number of blades, yields the
following expressions for the in-plane moments in terms of the disc tilt angles:

Me =
1
2

bxgmbe(ΩR)2β1c and Le =
1
2

bxgmbe(ΩR)2β1s (A.58)

A.2.6. Dynamic blade flap
In the development of Equations (A.40) and (A.41), it was assumed that blade flapping
occurred in a quasi-steady fashion. That is, the effect of time derivatives of the flapping
coefficients β0, β1c and β1s was neglected. In Chapter 6 of this thesis, however, an
investigation is presented on the effect of higher-order blade dynamics in relation to simulator
motion cueing. As such, an optional extension to Draftsim was developed that includes
dynamic blade flapping. The goal of this extension is to capture the rotor’s regressing flap
mode, which for certain types of rotor systems can result in substantially different dynamic
response types [Curtiss, 1986].

The derivations of the dynamic flapping equations starts with a reconsideration of Equa-
tions (A.37)–(A.39). In these equations, β was assumed periodic in ψ only. Consequently,
the time derivatives Ûβ and Üβ could be written as a products of the rotor angular velocity and
the change of β with ψ. Starting from Equation (A.37), it possible to re-express Ûβ and Üβ in
terms of the flapping coefficients:

Ûβ

Ω
= β′ = β′0 − β

′
1c

cosψ − β′1s
sinψ + β1c sinψ − β1s cosψ

Üβ

Ω2 = β
′′ = β′′0 − β

′′
1c

cosψ − β′′1s
sinψ + 2β′1c

sinψ − 2β′1s
cosψ + β1c cosψ + β1s sinψ

(A.59)

where the prime (′) notation is used to signify dimensionless derivatives. The expressions in
Equation (A.59) can subsequently be substituted in Equation (A.31), the non-dimensional
flapping equation, and Equation (A.35), the non-dimensional flapping moment. After
applying Assumption A.2.3, the flapping equation can be solved to produce an end result in
the form:

β̄′′ + Cnr β̄′ + Dnr β̄ = Fnr, where β̄ =
[
β0 β1c β1s

]
{E}w (A.60)

where:
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Cnr =
γ

8


1 0 −

2µ
3

0 1 16
γ

−
4µ
3 − 16

γ 1

 , Dnr =
γ

8


8(1+ε )
γ 0 0
−

4µ
3

8ε
γ 1 + 1

2 µ
2

0 1
2 µ

2 − 1 8ε
γ


Fnr =

γ

8


θ0(1 + µ2) + θtw(

4
5 +

2
3 µ

2) −
4µ
3 θ1s +

2µ
3 p̄ + 4

3 (µz − λ0)

−
16(1+ε )
γ p̄ + θ1c (1 + 1

2 µ
2) − q̄ + Kλ0

16(1+ε )
γ q̄ + θ1s (1 + 3

2 µ
2) − 2µ(µz − λ0) − 2µ( 43 θ0 + θtw) − p̄


(A.61)

Equation (A.61) represents the forced flapping response of a rotor expressed in a non-
rotating frame of reference. Extending Draftsim with this equation effectively yields a nine
degree-of-freedom model, giving rise to additional advancing and regressing flap modes in
conjunction to the vehicle’s rigid body modes. To capture the regressing flap mode only,
Equation (A.61) can be further simplified by dropping the second-order derivatives of the
flapping coefficients as well as the dynamic equation for the coning angle, β0. The resulting
expression is:

[
1 16

γ

− 16
γ 1

] [
β′1c

β′1s

]
+

[
8ε
γ 1 + 1

2 µ
2

1
2 µ

2 − 1 8ε
γ

] [
β1c

β1s

]
=[

−
16(1+ε )
γ p̄ + θ1c (1 + 1

2 µ
2 − q̄ + Kλ0 +

4µ
3 β0

16(1+ε )
γ q̄ + θ1s (1 + 3

2 µ
2) − 2µ(µz − λ0) − 2µ( 43 θ0 + θtw) − p̄

] (A.62)

Note that while the dynamics of the coning angle are neglected, its steady-state value
computed from Equation (A.40) still affects the coupled dynamics of β1c and β1s as seen
from the right-hand side of Equation (A.62). Also, it can be seen that the vehicle states
(through µ, µz and q) affect the dynamic flap derivatives (body-flap coupling). In reality, the
dynamic flap derivatives themselves will also directly affect the main rotor forces (flap-body
coupling). This would entail that the expressions for the rotor thrust and in-plane forces (see
Equations (A.43), (A.45) and (A.47)) need to be re-derived using the new equation for β′
in Equation (A.59).To capture the regressing flap mode and its interaction with the vehicle
rigid-body modes, however, this second step is not necessary and therefore omitted.

A.2.7. Miscellaneous considerations
To arrive at the final expressions presented for the various forces and moments acting on
the main rotor, a number of simplifying assumptions had to be made. Amongst these
assumptions are two that deserve special attention, namely the correction factor for non-
uniformity of the rotor inflow and the value for the blade profile drag coefficient. Detailed
expressions for these quantities were not specified in the preceding discussion and will
therefore be outlined in the first two of the following paragraphs. Thereafter, the effect of
introducing an additional assumption, namely that of blade mass uniformity, is presented.
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Figure A.7: Schematic of rotor wake angle.

Correction for non-uniform in-
flow In the derivation of the flap-
ping coefficients, given by Equa-
tions (A.40) and (A.41), an in-
duced velocity distribution of the
form given by Equation (A.34)
was assumed. Equation (A.34)
was proposed by Glauert in recog-
nition of the fact that an upwash
in the flow exists at the leading
edge of the rotor disc, while an
increase in induced velocity can
be observed towards the trailing
edge. Bramwell et al. [2001] proposes a value for K that is slightly greater than one, citing
a typical value of 1.2.

A more sophisticated proposition for K follows from a theoretical consideration of the
rotor wake [Coleman et al., 1947]. A solution for K in closed form could not be obtained
from this analysis, but the longitudinal distribution of induced velocity was found to be
approximately linear over the majority of the rotor diameter [Bramwell et al., 2001]. In
addition, it was found that the slope of the induced velocity distribution is related to the
wake angle, χ. Consequently, a value for K equal to tan

( χ
2
)
is proposed [Bramwell et al.,

2001]. The wake angle can be expressed as (see Figure A.7):

χ = tan−1
(

µ

λ0 − µz

)
(A.63)

Profile drag coefficient The blade profile drag coefficient (δ) appears in the expressions for
the H-force coefficient (Equation (A.45)) and the rotor torque coefficient (Equation (A.55)).
In the derivation of these expressions, δ was assumed to be a constant. In reality, this is
not the case and δ will depend on the local blade element profile and angle of attack, Mach
number and Reynolds number [Johnson, 1994]. Nonetheless, a mean value for δ is often
used and can provide a reasonable approximation [Bramwell et al., 2001; Padfield, 2007].
A more refined approach [Johnson, 1994], was proposed by Bailey [1941]. Bailey derived
an empirical approximation for δ in the form of a polar that is a function of the mean blade
incidence:

δ = a0 + a1αm + a2α
2
m (A.64)

The mean blade incidence can be derived from the mean lift coefficient which, in turn, is
found in terms of the rotor thrust by integrating the thrust produced by each blade element
along the blade span [Bramwell et al., 2001; Johnson, 1994]:

T = b

1∫
0

dL dx = b

1∫
0

1
2
ρ(ΩxR)2Clmc dx =

b
6
ρ(ΩR)2cClm (A.65)
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Subsequently dividing both sides of Equation (A.65) by the rotor disk area and recalling the
definition of the rotor solidity in Appendix A.2.2:

Clm =
6T

ρ(ΩR)2πR2σ
=

6CT

σ
(A.66)

The mean lift coefficient is then used to finally obtain an expression for the mean incidence
angle of the blades by combining Equation (A.66) with the expression for the local lift
coefficient:

aαm = Clm =
6CT

σ
or αm =

6CT

σa
(A.67)

The coefficients a0, a1 and a2 appearing in Equation (A.64) depend on the blade section
(airfoil) aerodynamic characteristics. For the NACA 23012 airfoil at Re = 2 · 106, Bailey
[1941] proposed the values of a0 = 0.0087, a1 = −0.021 and a2 = 0.4. This result is
accurate in the working range of the blade incidence, up to the stall limit at approximately
11◦. As demonstrated by Johnson [1994], the coefficients vary slightly for other types of
airfoils. With little assumed loss of accuracy, the coefficients are nonetheless kept constant
in the model for the sake of simplicity.

Blademass uniformity In the derivation of the flapping equation given byEquation (A.16),
no particular assumptions regarding the blade geometry and composition were made (with
the exception that the blade can be approximated by a flat plat). By further stipulating that
the blade mass is distributed evenly along the blade, an expression for the mass moment
of inertia around the flapping hinge, Iβ , can be found. Noting that the normalized distance
from the flapping hinge to the blade’s center of gravity becomes xg = 1

2 (1 − e), Iβ can be
expressed as:

Iβ =
1

12
mb ((1 − e)R)2 + mb

(
1
2
(1 − e)R

)2
=

1
3

mb(1 − e)2R2 (A.68)

Consequently, a simplified expression for ε appearing in Equation (A.16) can be defined
in terms of only the flapping hinge eccentricity:

ε =
1
2 (1 − e)mbeR2

1
3 mb(1 − e)2R2

=
3e

2(1 − e)
(A.69)

Another implication of a uniform blade mass distribution is that the expressions for the
in-plane moments due to flapping hinge eccentricity (Equation (A.58)) can be simplified by
assuming xg ≈ 1

2 (for small e):

Me =
1
4

bmbe(ΩR)2β1c and Le =
1
4

bmbe(ΩR)2β1s (A.70)

Cyclic control mixing Because of the equivalent eccentricity (or stiffness) of the rotor
hub, the phase shift between applied cyclic pitch and flap is typically less than ninety degrees
for articulated and hingeless rotors [Padfield, 2007]. Thus, longitudinal and lateral cyclic
inputs (θ1s or θ1c ) applied at the blades will result in coupled roll and pitch responses. To
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somewhat alleviate this response coupling, cyclic control mixing can be applied. In this
case, the cyclic pitch angles applied at the blade are written as a combination of the cyclic
pitch angles commanded by the pilot [Padfield, 2007]:[

θ1c

θ1s

]
=

[
cosψmx − sinψmx
sinψmx cosψmx

] [
θ ′1c

θ ′1s

]
(A.71)

where ψmx is the mixing angle. Note that, while the mixing angle is kept constant for
simplicity sake, the amount of response coupling experienced varies with the flight condition
and velocity.

A.3. Tail rotor
Referring back to Figure A.1, it can be seen that the tail rotor is situated some distance
behind the c.g. of the helicopter and that it generates a sideways directed force. This force
produces a moment about the c.g. of the helicopter such to counteract the main rotor torque.
The tail rotor also produces a torque. The treatment of the tail rotor is analogous to the
treatment of the main rotor with a few simplifying assumptions:

• Only collective pitch inputs are applied to the tail rotor blades, i.e., the tail rotor
swash-plate is unable to tilt.

• No pitch-flap coupling is taken into account. As such, tail rotor blade pitch is only
influenced by the pilot-commanded collective pitch and not by blade flapping (i.e.,
rotor disc coning and tilt).

• Tail rotor in-plane forces are neglected. That is, it assumed that the H-force and
S-force acting on the tail rotor are negligible in magnitude.

• In contrast to the main rotor, the rotation of the helicopter body is assumed to only
influence the relative airspeed perceived by the tail rotor as a whole. In other words,
body rotation is assumed to not influence the incidence angle of the individual blades.

• Tail rotor blade twist is taken into account.

Given these assumptions, it becomes evident that the tail rotor produces a single thrust
force directed towards the positive yb-axis as well as a torque that acts about the negative
yb-axis. Also, the consideration of tail rotor blade flapping becomes superfluous. As a
consequence, Equation (A.43) can be used to write the tail rotor thrust coefficient as:

CT =
T

ρ(ΩR)2πR2 =
σa
24

(
θ0

(
4 + 6µ2

)
+ 6 (µz − λ0) + 3θtw

(
1 + µ2

))
(A.72)

Note that all rotor-specific quantities (e.g., solidity, lift curve slope, etc.) appearing in
Equation (A.72) now pertain to the tail rotor. For the sake of notational convenience, no
additional symbols have been introduced. Also, the relative (induced) velocity components
are non-dimensionalised with the tail rotor radius and angular velocity. Finally, note that
the non-dimensional velocity components µ and µz also include translational components
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induced by the rotation of the helicopter body. Similarly, the tail rotor torque coefficient,
from Equation (A.55), is found to be:

Cq =
δσ(1 + 3µ2)

8
− (µz − λ0)CT (A.73)

A.4. Fuselage
From Figure A.1 it becomes apparent that the fuselage produces an aerodynamic drag force
as well as an aerodynamic moment. In contrast to fixed-wing aircraft, the fuselage of a
helicopter is responsible for a large proportion of the total parasitic drag, of which the rotor
hub is the largest contributor (approximately 25-50%) [Johnson, 1994]. The drag force
can be approximated by using the notion of an equivalent flat plate area. ffs, such that the
magnitude of the aerodynamic drag force can be expressed:

Ffs =
1
2
ρV2 ffs (A.74)

where V is the resultant velocity of helicopter. Note that the effect of rotor downwash on
the resultant velocity is neglected. The equivalent flat plate area, ffs, is typically estimated
from empirical data (see, e.g., [Johnson, 1994], but can also be obtained from wind tunnel
tests with representative (full-)scale models.

Because of the shape of a typical helicopter fuselage, side and bottom areas are sub-
stantially larger than the frontal area. For this reason, it is convenient to decompose
Equation (A.74) into individual components along the individual body axes of the vehicle:

Fx
fs =

1
2
ρuV f xfs , Fy

fs =
1
2
ρvV f yfs and Fz

fs =
1
2
ρwV f zfs (A.75)

where f xfs , f yfs and f zfs are the equivalent flat plate drag areas as viewed from the front, side
and bottom of the vehicle, respectively. Often, however, only the frontal equivalent flat plate
drag area is available. In that case, values for f yfs and f zfs can be approximated from the ratio
of the physical areas of the side and bottom of the vehicle with respect to the frontal area.

In Draftsim, the center of pressure of the fuselage drag force is assumed to coincide with
the c.g. of the helicopter. The fuselage drag force vector acts opposite to the direction of
motion and can therefore be expressed as:

F̄fs = −
[
Fx
fs Fy

fs Fz
fs
]
{E}b (A.76)

where αfs and βfs are the fuselage angle of attack and angle of sideslip, respectively. The
aerodynamic moment produced by the fuselage can be decomposed into two dominant
components, a pitching and yawing moment, Mfs and Nfs, respectively. Values for these
components can be obtained using data from wind tunnel tests (see, e.g., [Padfield, 2007])
or from empirical approximations. One such an empirical approximation that is adopted in
Draftsim is proposed in [Marinescu and Anghel, 1992] and applied in [Pavel, 2001]. The
expressions are given by:

Mfs = ρV2KfsVfsmαfs and Nfs = ρV2KfsVfsn βfs (A.77)
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where αfs and βfs are fuselage angle of attack and sideslip, respectively, calculated from:

αfs = sin−1
(w
V

)
and βfs = sin−1

( v
V

)
(A.78)

in non-hovering flight. In Equation (A.78), Kfs is a correction factor, the value of which is
determined by the geometry of the fuselage as can be seen from Figure A.8.

0

0.2

0.4

0.6

0.8

1.0

2 4 6 8 10
lfs
Dfs

Kfs

Figure A.8: Determination of correction
factor Kfs [Marinescu and
Anghel, 1992].

The quantities Vfsm and Vfsn are equivalent vol-
umes that are determined by the geometry of the
helicopter, assuming circular sections, using the fol-
lowing expressions [Marinescu and Anghel, 1992]:

Vfsm =
π

4

lfs∫
0

d2(x) dx and Vfsn =
π

4

lfs∫
0

h2(x) dx

(A.79)
In this equation, d(x) and h(x) are the width and

height, respectively, of the fuselage at an arbitrary
section x. The fuselage aerodynamic moment vector
then becomes:

M̄fs =
[
0 Mfs Nfs

]
{E}b (A.80)

A.5. Empennage
The empennage comprises the horizontal and verti-
cal tailplane of the helicopter. These surfaces provide stability at higher speeds and are
therefore also modeled in Draftsim. In contrast to fixed wing aircraft, rotorcraft have a
versatile manoeuvering capability which included both vertical and lateral flight. As a con-
sequence, the empennage is generally susceptible to a large range of angle of attacks. Up
to approximately 20 to 30 degrees of angle of attack, the forces acting on the surfaces can
be assumed to be governed by simple linear aerodynamics [Padfield, 2007]. Beyond that
value, stall occurs and the forces produced by the empennage diminish drastically. While
physically modeling the stall behaviour of the surfaces is beyond the scope of this thesis, the
effect can be incorporated in a more rudimentary fashion. To this end, a transition region is
assumed between 20 and 30 degrees of angle of attack. In this region, the lift force produced
by the surface smoothly drops to zero and a drag force is produced instead. Summarizing,
a total force coefficient can be defined as:

Cf� = −
(
cl� cosα� + cd� sinα�

)
(A.81)

where the negative sign ensures the correct direction of the force perpendicular to the surface
and � is a placeholder for the type of surface (i.e., ‘ht’ for the horizontal tailplane and ‘vt’
for the vertical tailplane). Note that the force acting parallel to the surface is neglected. The
angles of attack are obtained from:

αht = sin−1
(
w

Vht

)
and αvt = sin−1

(
v

Vvt

)
(A.82)
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where V� is the relative airspeed at the respective surface. Note that these speeds include
contributions due to the rotation of the helicopter body. The effect of main rotor downwash,
however, is neglected. The values of the lift and drag coefficients subsequently depend on
the angle of attack:

cl� =


a�α� 0◦ ≤ α� ≤ 20◦

a�α� → 0 20◦ < α� ≤ 30◦

0 α� > 30◦
and cd� =

{
0 α� ≤ 20◦

cd0 α� > 20◦
(A.83)

where a� are the lift curve slopes in the linear region and cd0 is the drag coefficient of a
flat plate orientated perpendicular to the airflow (assumed equal to 1.28). In effect, the
empennage forces F� are expressed as:

F� =
1
2
ρV2
�Cf�S� (A.84)

where S� denotes the surface area of the respective surface.

A.6. Equations of motion
The forces and moments acting on each of the subsystems covered in the preceding sections
contribute to the overall motion of the helicopter. The helicopter motion is described with
respect to an inertial frame of reference. For the purposes of this thesis, any Earth-fixed
frame is considered to be an inertial frame. In Figure A.1, such a frame is denoted by {E}e.
As expressed in Equation (A.1), the orientation of the aircraft-fixed body frame {E}b with
respect to frame {E}e is a function of attitude. Therefore, to describe the motion of the
helicopter, equations are needed to capture the variations of helicopter position and attitude
in time.

To this end, it is convenient to define a state vector that contains the position (p̄), attitude
(Φ̄), velocity in the body frame (V̄) and angular rate (ω̄) of the helicopter:

x̄ =
[
p̄ Φ̄ V̄ ω̄

]T (A.85)
In addition, it is convenient to define the input vector to the flight mechanics model as:

ū =
[
θ0 θ1s θ1c θ0tr

]T (A.86)
Here, the subscript tr is added to signify tail rotor collective pitch. The time derivative

of the state vector describes the evolution of the motion of the helicopter in time. The time
derivatives of position and attitude follow from basic kinematics as:

Û̄p = Teb(ψ, θ, φ) V̄ and Û̄Φ =


1 sin φ tan θ cos φ tan θ
0 cos φ − sin φ
0 sinφ

cos θ
cosφ
cos θ

 ω̄ (A.87)

The time derivatives of velocity and angular rates can be obtained, under the assumption
that the helicopter is a rigid body, from Newton’s and Euler’s equations. For translational
acceleration, the application of Newton’s law yields:
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Û̄V =
F̄cg(x̄, ū)

m
+ Tbe(ψ, θ, φ) Ḡ − ω̄ × V̄ (A.88)

In this equation, F̄cg is the sumof all force vectors acting on the helicopter, which depends
on the state as well as the input, and Ḡ is the gravitational acceleration vector defined in
frame {E}e. For rotational acceleration, a similar application of Euler’s equations yields:

Û̄ω = J−1 (
M̄cg(x̄, ū) − ω̄ × Jω̄

)
(A.89)

with M̄cg defined as the state and input dependent sum of all moments acting in the aircraft’s
c.g. and J denoting the inertia tensor of the aircraft. The inertia tensor contains the mass
moments of inertia with respect to the aircraft’s c.g. For helicopters, which are typically
symmetrical with respect to the body xz-plane, the inertia tensor simplifies to:

J =


Ixx 0 −Ixz
0 Iyy 0
−Ixz 0 Ixx

 (A.90)

where Ixx , Iyy and Izz are the roll, pitch and yaw moments of inertia, respectively, and Ixz
is the roll-yaw product of inertia.

A.7. Reduced degree-of-freedom (dof) models
Throughout the thesis, models with reduced degrees-of-freedom are extensively used. This
section describes how these reduced models are obtained from the full, six dof, model
described in the preceding sections of this appendix. A distinction is made between models
that approximate the longitudinal and lateral vehicle dynamics, respectively. In addition,
extending these reduced models to incorporate dynamic flap is discussed.

A.7.1. Three dof longitudinal
The active dofs in this model are surge, heave and pitch. The model is thus inactive in sway,
roll and yaw. The necessary simplifications in each of the vehicle’s subsystems are outlined
in the following paragraphs.

Main rotor The assumed quasi-steady dynamics of the main rotor are fully described
by Equations (A.40), (A.41), (A.43), (A.45), (A.47), (A.50), (A.55) and (A.58). In the
longitudinal case, the direction of the airflow relative to the rotor is constrained such that
ψw = 0, i.e., frames {E}s and {E}w coincide. Terms in listed the equations that include off-
axis quantities (i.e., p̄, θ1c and β1s ) can be dropped. The airspeed relative to the rotor, V∞,
used in the definitions of µ and µz in Equation (A.33), includes only components due to u, w
and q. The S-force given by Equation (A.47), the rotor torque described by Equation (A.55)
and the lateral in-plane moment, Le, defined in Equation (A.57) can all be omitted. Finally,
the built-in shaft tilt, γs , is accounted for using Tsh from Equation (A.3). This is necessary
both to express the components of V∞ with respect to the shaft plane ({E}s), as well as to
express the rotor thrust, H-force and longitudinal in-plane moment in the vehicle’s body
frame ({E}b).
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Tail rotor The tail rotor force is omitted from the longitudinal model as it affects only the
vehicle’s sway and yaw dofs, both of which are inactive.

Fuselage The fuselage longitudinal and vertical drag forces, Fx
fs and ,Fz

fs, specified in
Equation (A.75) and pitch moment, Mfs, defined in Equation (A.77), are both included in
the longitudinal model. The lateral drag force and fuselage yaw moment are omitted.

Empennage The vertical force generated by the horizontal tailplane, Fht, defined in Equa-
tion (A.84) is included in the model. The resulting moment around the center of gravity
is also present. The lateral force and yaw moment generated by the vertical tailplane are
omitted.

Equations of motion In the longitudinal three dof model, the active vehicle states are
u, w, θ and q. As such, the rigid-body equations of motion defined in Equations (A.88)
and (A.89) can be simplified to:

Ûu =
Fx
cg

m
− g sin θ − qw, Ûw =

Fz
cg

m
+ g cos θ + qu, Ûθ = q, Ûq =

My
cg

Iyy
(A.91)

with the additional kinematic equations simplifying to:

Ûx = u cos θ + w sin θ and Ûw = −u sin θ + w cos θ (A.92)

A.7.2. Three dof lateral
The active dofs in this model are sway, heave and roll. The model is thus inactive in surge,
pitch and yaw. The necessary simplifications in each of the vehicle’s subsystems are outlined
in the following paragraphs.

Main rotor The main rotor in the lateral model is essentially identical to the one in the
longitudinal model described in the previous section. The main difference is that, in the
lateral case, the airflow relative to the rotor is constrained to ψw = ±90◦. This means that
V∞ is affected only by v, w and p. In addition, from the perspective of the main rotor, the
vehicle’s positive pitch rate in the longitudinal model is equivalent to a negative roll rate in
the lateral model, i.e., q̄ = −p̄. Similarly, the longitudinal cyclic input θ1s is equivalent to
θ1c and occurrences of β1c in the rotor force and moment equations become −β1s . Finally,
in the lateral model, built-in shaft tilt is omitted.

Tail rotor Because the yaw dof is also inactive in the lateral model used in Chapter 6
of this thesis, the tail rotor has no utility and is therefore omitted. This also entails that
there is no sideforce due to the tail rotor thrust and ensures symmetry between left and right
sideward flight.

Fuselage The fuselage lateral and vertical drag forces, Fy
fs and ,Fz

fs, defined in Equa-
tion (A.75) are included in the lateral model. The longitudinal drag force and fuselage yaw
moment are omitted.
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Empennage The lateral force generated by the vertical tailplane, Fvt, defined in Equa-
tion (A.84), is included in the model. In the lateral model, the yaw moment around the
center of gravity is omitted. The vertical force and pitch moment generated by the horizontal
tailplane are also omitted.

Equations of motion In the lateral three dof model, the active vehicle states are v, w, φ
and p. As such, the rigid-body equations of motion defined in Equations (A.88) and (A.89)
can be simplified to:

Ûv =
Fy
cg

m
+ g sin φ − pw, Ûw =

Fz
cg

m
+ g cos φ + pv, Ûφ = p, Ûp =

Mx
cg

Ixx
(A.93)

with the additional kinematic equations simplifying to:

Ûy = v cos φ − w sin φ and Ûw = v sin φ + w cos φ (A.94)

A.7.3. Incorporating dynamic flap
In Appendix A.2.6, the equations for dynamic blade flap were developed for the six dof
model. The result, Equation (A.62), captures the regressing flap mode of the main rotor. In
Chapter 6, the effect of this dynamic mode on the three dof lateral dynamics of the Bo-105
helicopter is investigated. Hence, the simplified main rotor model used in the reduced dof
models presented in this section was extended to include the effect of dynamic blade flap.
To this end, Equation (A.62) is further simplified by only including the equation for Ûβ1c

(second row in Equation (A.62)) and omitting off-axis terms (i.e., p̄ and β1s and β′1s
):

β′1c
=
Ûβ1c

Ω
=

γ

16

(
−θ1s (1 +

3
2
µ2) + 2µ(µz − λ0) + 2µ(

4
3
θ0 + θtw) + β1c (

1
2
µ2 − 1)

)
−(1+ε)q̄

(A.95)
Note that the derivative β′1c

appearing in the first row of Equation (A.62) is a damping term
that affects the off-axis response (through β′1s

) of the rotor and is therefore inconsequential
in the reduced dof models.

A.8. Linear models
This appendix thus far has presented only non-linear models suitable for the analysis
and prediction of helicopter dynamics in basic maneuvering flight. Throughout the thesis,
however, linearmodels are extensively relied upon for, e.g., the detailed analysis of helicopter
dynamics through modal analysis in Chapter 4 and in the novel eigenmode distortion
methodology proposed in Chapter 5. This section will outline the applied linearization of
the non-linear models, which includes both the rigid-body dynamics as well as the dynamic
flap response.

A.8.1. Linearization of the rigid body dynamics
The rigid-body dynamics of the helicopter are captured in the translational and rotational
equations of motion, see Equation (A.87) and Equation (A.89), respectively. Starting from
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these expressions, the following paragraphs will outline the necessary steps to obtain linear
models for both the six dof as well as the reduced dof cases.

Six dof linearmodel In the six dof case, expressions for the translational body acceleration
Ûu, Ûv and Ûw can be obtained from the evaluation of Equation (A.87). For example, the
longitudinal body acceleration can be written as:

Ûu =
Fcgx

m
− g sin θ + rv − qw (A.96)

This quantity can be linearized using the process of analytical perturbation, where each
(non-constant) parameter that appears in the expression is written as the sum of a reference
value, often termed equilibrium, and a small perturbation term. For the expression in
Equation (A.96), this results in:

Ûue + δ Ûu =
Fx
cge + δFx

cg

m
− g sin (θe + δθ) + (re + δr)(ve + δv) − (qe + δq)(we + δw) (A.97)

where quantities subscripted with e denote the equilibria and the quantities preceded by δ
constitute the perturbation terms. It is important to note that the equilibria are constants
in the linear model. The next step in the linearization is to evaluate the right hand side of
Equation (A.97). To this end, products of the quantities within brackets are expanded and
the trigonometric relation:

sin (θe + δθ) = sin θe cos δθ + cos θe sin δθ

is used to produce:

Ûue + δ Ûu =
Fx
cge + δFx

cg

m
− g(sin θe cos δθ + cos θe sin δθ)+

reve + reδv + δrve + δrδv − qewe − qeδw − δqwe − δqδw
(A.98)

This equation can be simplified by applying a number of assumptions. First, the non-linear
model is assumed to be linearized from an equilibrium condition. In that case, Ûue = 0 and
all terms on the right hand side that only contain equilibria (i.e. terms subscripted with e)
will cancel each other out. Furthermore, because the perturbation terms are assumed to
be small, cos δθ ≈ 1 and sin δθ ≈ δθ. Moreover, products of perturbation terms can be
neglected. The resulting expression describes the dynamics of δ Ûu:

δ Ûu =
δFx

cg

m
− g cos θeδθ + veδr − weδq + reδv − qeδw (A.99)

It can be seen from Equation (A.99) that δ Ûu is linear in the perturbed vehicle states, but also
depends on the perturbed force along the body x-axis. It is common to approximate the
perturbed force as the linear sum of its partial derivatives with respect to the vehicle states
and control inputs, multiplied by perturbed vehicle states and control inputs:
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δFx
cg

m
=
∂X
∂u

δu +
∂X
∂v

δv +
∂X
∂w

δw +
∂X
∂p

δp +
∂X
∂q

δq +
∂X
∂r

δr+

∂X
∂θ0

δθ0 +
∂X
∂θ1c

δθ1c +
∂X
∂θ1s

δθ1s +
∂X
∂θ0tr

δθ0tr

= Xuδu + Xvδv + Xwδw + Xpδp + Xqδq+

Xrδr + Xθ0δθ0 + Xθ1c δθ1c + Xθ1s δθ1s + Xθ0tr
δθ0tr

(A.100)

In Equation (A.100), X denotes the longitudinal force normalized by the vehicle mass, m.
Also, partial derivatives of X with respect to the vehicle Euler angles φ, θ and ψ are zero
(i.e., the force is independent of the vehicle attitude). Substitution of Equation (A.100) into
Equation (A.99) finally yields:

δ Ûu = Xuδu + (Xv + re)δv + (Xw − qe)δw − g cos θeδθ + Xpδp + (Xq − we)δq+

(Xr + ve)δr + Xθ0δθ0 + Xθ1c δθ1c + Xθ1s δθ1s + Xθ0tr
δθ0tr ,

(A.101)

from which it is seen that δ Ûu is fully linear. In an analogous fashion, equations for δ Ûv and
δ Ûw can also be derived as:

δ Ûv = (Yu − re)δu + Yvδv + (Yw + pe)δw + g cos θe cos φe δφ − g sin θe sin φe δθ+
(Yp + we)δp + Yqδq + (Yr − ue)δr + Yθ0δθ0 + Yθ1c δθ1c + Yθ1s δθ1s + Yθ0tr

δθ0tr
(A.102)

and:

δ Ûw = (Zu + qe)δu + (Zv − pe)δv + Zwδw − g cos θe sin φe δφ − g sin θe cos φe δθ+
(Zp − ve)δp + (Zq + ue)δq + Zrδr + Zθ0δθ0 + Zθ1c δθ1c + Zθ1s δθ1s + Zθ0tr

δθ0tr ,

(A.103)

respectively. In Equations (A.101) and (A.103),Y and Z denote the lateral and vertical body
forces normalized with the vehicle mass, m.

The rotational equations of motion can be linearized in an equivalent fashion starting
with Equation (A.89). As can be seen from this equation, this also requires the inversion of
the inertia tensor, J, given by Equation (A.90). Performing the inversion and evaluating the
equation, it is obtained, for example, for the roll acceleration:

Ûp =
Izz

Ixx Izz − I2
xz

Mx
cg +

Ixz
Ixx Izz − I2

xz

Mz
cg +

Iyy Izz − I2
zz − I2

xz

Ixx Izz − I2
xz

rq +
Ixz(Ixx − Iyy + Izz)

Ixx Izz − I2
xz

pq

(A.104)
Before perturbing Equation (A.104) analytically and linearizing the moments as was

also done for the case of the translational accelerations, a number of convenience definitions
are given, namely:
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k1 :=
Ixz(Ixx − Iyy + Izz)

Ixx Izz − I2
xz

and k2 :=
Iyy Izz − I2

zz − I2
xz

Ixx Izz − I2
xz

, (A.105)

as well as:

L� :=
Izz

Ixx Izz − I2
xz

∂Mx
cg

∂�
+

Ixz
Ixx Izz − I2

xz

∂Mz
cg

∂�
, (A.106)

where � is used as a placeholder to signify partial derivatives of the moments with respect
to the vehicle states and control inputs and L is the normalized roll moment around the body
x-axis. Thus, analytically perturbing Equation (A.104) around an equilibrium condition, e,
linearizing the roll and yaw moments in accordance with Equation (A.100), and using the
definitions in Equations (A.105) and (A.106), the linear roll acceleration is obtained:

δ Ûp = Luδu + Lvδv + Lwδw + (Lp + k1qe)δp + (Lq + k1pe + k2re)δq + (Lr + k2qe)δr+

Lθ0δθ0 + Lθ1c δθ1c + Lθ1s δθ1s + Lθ0tr
δθ0tr

(A.107)

In an analogous fashion, linear expressions for δ Ûq and δ Ûr can also be obtained. To this end,
a number of additional convenience definitions are given:

k3 :=
I2
xx − Ixx Iyy + I2

xz

Ixx Izz − I2
xz

, k4 :=
Izz − Ixx

Iyy
and k5 :=

Ixz
Iyy

(A.108)

as well as:

M� :=
1

Iyy

∂My
cg

∂�
(A.109)

N� :=
Ixx

Ixx Izz − I2
xz

∂Mz
cg

∂�
+

Ixz
Ixx Izz − I2

xz

∂Mx
cg

∂�
, (A.110)

where� again signifies partial derivatives with respect to the vehicle states and control inputs
and where M and N are the normalized pitch and yaw moments, respectively. Perturbing
the pitch and yaw equations of motion, linearizing the roll and yaw moments, and using the
definitions in Equations (A.108)–(A.110), it is obtained:

δ Ûq = Muδu + Mvδv + Mwδw + (Mp + k4re − 2k5pe)δp + Mqδq + (Mr + k4pe + 2k5re)δr+

Mθ0δθ0 + Mθ1c δθ1c + Mθ1s δθ1s + Mθ0tr
δθ0tr

(A.111)

and:
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δ Ûr = Nuδu + Nvδv + Nwδw + (Np + k3qe)δp + (Nq + k3pe − k1re)δq + (Nr − k1qe)δr+

Nθ0δθ0 + Nθ1c δθ1c + Nθ1s δθ1s + Nθ0tr
δθ0tr

(A.112)

The partial derivatives of X , Y , Z , L, M and N with respect to the vehicle states and
control inputs appearing in Equations (A.101)–(A.103) and Equations (A.107), (A.111)
and (A.112) are typically referred to as the stability and control derivatives, respectively.
Values for these derivatives can be obtained analytically or numerically from a non-linear
vehicle model or derived from flight test data. In this thesis, it has been opted for simplicity
sake to numerically compute the stability and control derivatives from the non-linear model.
This has been done using the method of central finite differences [Olver, 2014].

To complete the linear model of the six dof vehicle dynamics, it is necessary to develop
two more expressions, namely for δ Ûφ and δ Ûθ, that appear in Equations (A.101)–(A.103).
These can be obtained from the kinematic relation given in Equation (A.87). For example,
the roll angle rate, Ûφ, is a function of the angular rates expressed in the vehicle body frame:

Ûφ = p + q sin φ tan θ + r cos φ tan θ

This equation is most conveniently linearized by evaluating its first-order Tailor series
expansion around an equilibrium point, e, where the derivative Ûφe = 0. In this way, the
perturbed roll angle derivative can be written as:

δ Ûφ =
∂ Ûφ

∂p

����
e

δp +
∂ Ûφ

∂q

����
e

δq +
∂ Ûφ

∂r

����
e

δr +
∂ Ûφ

∂φ

����
e

δφ +
∂ Ûφ

∂θ

����
e

δθ (A.113)

where the notation |e is used to signify that the partial derivative is evaluated in the equilib-
rium state. Developing the partial derivates in Equation (A.113) and subsequently substi-
tuting the equilibrium state, it is obtained:

δ Ûφ = δp + sin φe tan θe δq + cos φe tan θe δr + (qe cos φe − re sin φe) tan θe δφ+

(qe sin φe + re cos φe) sec2 θe δθ
(A.114)

where sec2 θe = 1/cos2 θe. In a similar fashion, an expression for δ Ûθ can also be obtained
from its non-linear equivalent given by Equation (A.87):

δ Ûθ = − (qe sin φe + re cos φe) δφ + cos φe δq − sin φe δr (A.115)

Equations (A.114) and (A.115) complete the collection of equations necessary to capture
the linear rigid-body dynamics. Note that an expression for the linearized heading angle
derivative, Ûψ, is not necessary because the vehicle dynamics are independent of ψ.

The linear system of equations given by Equations (A.101)–(A.103), Equations (A.107),
(A.111) and (A.112) and Equations (A.114) and (A.115) can finally be formulated in state-
space form:

δ Û̄x = A δ x̄ + B δū, (A.116)
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where the system (A) and input (B) matrices are defined as:

A =



Xu Xv + re Xw − qe 0 −g cos θe Xp Xq − we Xr + ve

Yv − re Yv Yw + pe
g cos θe×

cosφe

−g sin θe×
sinφe

Yp + we Yq Yr − ue

Zu + qe Zv − pe Zw
−g cos θe×

sinφe

−g sin θe×
cosφe

Zp − ve Zq + ue Zr

0 0 0
(qe cosφe−

re sinφe )×

tan θe

(qe sinφe+
re cosφe )×

sec2 θe

1 sinφ tan θe cosφe tan θe

0 0 0 −(qe sinφe+
re cosφe )

0 0 cosφe − sinφe

Lu Lv Lw 0 0 Lp + k1qe
Lq + k1pe+
k2re

Lr + k2qe

Mu Mv Mw 0 0 Mp + k4re−
2k5pe

Mq
Mr + k4pe+

2k5re

Nu Nv Nw 0 0 Np + k3qe
Nq + k3pe−
k1re

Nr − k1qe


B =



Xθ0 Xθ1c
Xθ1s

Xθ0tr
Yθ0 Yθ1c

Yθ1s
Yθ0tr

Zθ0 Zθ1c
Zθ1s

Zθ0tr
0 0 0 0
0 0 0 0

Lθ0 Lθ1c
Lθ1s

Lθ0tr
Mθ0 Mθ1c

Mθ1s
Mθ0tr

Nθ0 Nθ1c
Nθ1s

Nθ0tr


(A.117)

and where the corresponding perturbed state and input vectors are:

δ x̄ =
[
δu δv δw δφ δθ δp δq δr

]T
, δū =

[
δθ0 δθ1c δθ1s δθ0tr

]T
(A.118)

Note that the definitions in Equation (A.117) comply with those found elsewhere, e.g.,
[Duke et al., 1988; Padfield, 2007].

Reduced dof linear models The reduced dof models described in Appendix A.7 are also
linearized. These linear models can be obtained directly from the six dof linear model
described by Equations (A.116)–(A.118).

For the three dof longitudinalmodel, the states δv, δφ, δp and δr are eliminated from the
perturbed state vector and φe, pe and re are set to zero. Also, δθ1c and δθ0tr are eliminated
from the perturbed input vector. The system and input matrices in Equation (A.116) then
simplify to:

A =

[
Xu Xw − qe −g cos θe Xq − we

Zu + qe Zw −g sin θe Zq + ue
0 0 0 1

Mu Mw 0 Mq

]
, B =


Xθ0 Xθ1s
Zθ0 Zθ1s

0 0
Mθ0 Mθ1s

 (A.119)

with:

δ x̄ =
[
δu δw δθ δq

]T
, δū =

[
δθ0 δθ1s

]T (A.120)

For the three dof lateral model, the states δu, δθ, δq and δr are eliminated from the
perturbed state vector and θe, qe and re are set to zero. Also, δθ1s and δθ0tr are eliminated
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from the perturbed input vector. The system and input matrices in Equation (A.116) then
simplify to:

A =

[
Yv Yw + pe g cosφe Yp + we

Zv − pe Zw −g sinφe Zp − ve
0 0 0 1
Lv Lw 0 Lp

]
, B =


Yθ0 Yθ1c
Zθ0 Zθ1c

0 0
Lθ0 Lθ1c

 (A.121)

with:

δ x̄ =
[
δv δw δφ δp

]T
, δū =

[
δθ0 δθ1c

]T (A.122)

A.8.2. Linearization of the dynamic flap response
In Chapter 6, an extended linear model of the three dof lateral dynamics of the Bo-105
helicopter is analyzed. This model includes the linearized effect of lateral dynamic flap and
extends the linearized rigid-body dynamics described by Equations (A.121) and (A.122).

To incorporate the linearized blade flap dynamics, first the non-linear expression for
the longitudinal dynamic flap given by Equation (A.95) is considered. An equivalent
expression for the dynamic flap response in the reduced dof lateral model can be obtained
by the following variable substitutions. These follow from the adopted sign conventions
(see Figure A.4): β1c = −β1s , p̄ = −q̄ and θ1c = θ1s . The resulting expression becomes:

Ûβ1s =
Ωγ

16

(
θ1c (1 +

3
2
µ2) − 2µ(µz − λ0) − 2µ(

4
3
θ0 + θtw) + β1s (

1
2
µ2 − 1)

)
− (1 + ε)p

(A.123)
Before this expression can be linearized, it is necessary to expand the non-dimensional
velocities µ, µz and λ0. For the lateral case, the in-plane velocity at the hub is equal to
v + phmr , where hmr is the vertical distance of the main rotor from the vehicle c.g. The
vertical velocity at the rotor hub is simply w, since shaft tilt is neglected in the lateral model.
Hence:

µ =
v + hmr p
ΩR

, µz =
w

ΩR
, and λ0 =

v0
ΩR

Substituting these relations into Equation (A.123), one obtains:

Ûβ1s =
Ωγ

16

(
θ1c

(
1 +

3
2

(
v + hmr p
ΩR

)2
)
− 2

(
v + hmr p
ΩR

) ( w

ΩR
−

v0
ΩR

)
−

2
(
v + hmr p
ΩR

) (
4
3
θ0 + θtw

)
+ β1s

(
1
2

(
v + hmr p
ΩR

)2
− 1

))
− (1 + ε)p

(A.124)

This equation can be linearized around an equilibrium state, e, with the perturbed state
vector as given in Equation (A.122). Thus, an expression for the perturbed lateral flap angle
derivative can be defined:
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δ Ûβ1s := Bvδv + Bwδw + Bpδp + Bβ1s δβ1s + Bθ0δθ0 + Bθ1c δθ1c

=
∂ Ûβ1s

∂v

����
e

δv +
∂ Ûβ1s

∂w

����
e

δw +
∂ Ûβ1s

∂p

����
e

δp +
∂ Ûβ1s

∂β1s

����
e

δβ1s +
∂ Ûβ1s

∂θ0

����
e

δθ0
∂ Ûβ1s

∂θ1c

����
e

δθ1c

(A.125)

Subsequently evaluating the partial derivatives, it is obtained:

Bv = −
γ

(
ΩR(6θtw + 8θ0e ) − 3β1se

(ve + hmr pe) − 9θ1ce
(ve + hmr pe) + 6(we − w0e )

)
48ΩR2

Bw = −
γ(ve + hmr pe)

8ΩR2

Bp =
γhmr

8R

(
−
(we − w0e )

ΩR
−

(
4
3
θ0e + θtw

)
+

3θ1ce
(ve + hmr pe)

2ΩR
+
β1se
(ve + hmr pe)

2ΩR

)
−

(1 + ε)

Bβ1s = −
Ωγ

16
+
γ(ve + hmr pe)2

32ΩR2

Bθ0 = −
γ(ve + hmr pe)

6R

Bθ1c =
Ωγ

16
+

3γ(ve + hmr pe)2

32ΩR2 ,

(A.126)

where the subscript e again denotes the values of the vehicle states and control inputs in
the equilibrium condition. In order to augment the linearized flap angle dynamics to the
three dof lateral rigid-body dynamics, it is also necessary to evaluate a number of additional
stability derivates. These are the change of the (normalized) lateral and vertical forces as
well as the roll moment with respect to the perturbed lateral flap angle. These extra stability
derivatives are denoted by Xβ1s , Yβ1s and Lβ1s , respectively, and are obtained numerically
from the non-linear model like the other stability derivatives. In conclusion, the four dof
lateral model can finally be defined as:

A =


Yv Yw + pe g cosφe Yp + we Yβ1s

Zv − pe Zw −g sinφe Zp − ve Zβ1s
0 0 0 1 0
Lv Lw 0 Lp Lβ1s
Bv Bw 0 Bp Bβ1s

 , B =


Yθ0 Yθ1c
Zθ0 Zθ1c

0 0
Lθ0 Lθ1c
Bθ0 Bθ1c

 , (A.127)

with:

δ x̄ =
[
δv δw δφ δp δβ1s

]T
, δū =

[
δθ0 δθ1c

]T (A.128)

and where B� are defined as in Equation (A.126).
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A.9. Other components
Two other components that are used in this dissertation have also been implemented, but are
not necessarily part of the core flight dynamics model. These are a model of a Stability and
Control Augmentation System (SCAS) and a turbulence model for external excitation.

A.9.1. Simplified Stability and Control Augmentation System

Figure A.9: Example schematic of the simple
SCAS implemented in Draftsim.

In general, a SCAS of a helicopter can be
very complex, consisting of many control
loops to enable rate damping in its most
basic form, but also advanced functional-
ity such as attitude and altitude hold. The
SCAS can also be used to tailor the ve-
hicle’s dynamic response, ranging from a
simple rate command system, to attitude
command and translational rate command.
In this thesis, it is exemplified how the ef-
fect of a SCAS can be incorporated in a
more simple form, e.g., for rudimentary
HQs analysis, but also as part of EMD.
The general form of such a SCAS (or, more
correctly, Stability Augmentation System
(SAS)) is illustrated in Figure A.9.
This figure shows a control loop (for the roll axis) that can be generalized to all rotational
vehicle dofs. First, the vehicle’s rotational rates (i.e., p, q and r) are measured andmultiplied
by a gain, thereby capturing the effect of rate feedback. In Draftsim, the unit of this gain
is % s/rad. In conjunction, a separate loop measures the vehicle attitude (i.e., φ, θ or ψ),
from which a constant (reference signal) is subtracted before the result is multiplied by
a gain, thereby providing an attitude feedback mechanism. In Draftsim, the unit of this
gain is %/rad. The purpose of attitude feedback is to capture the effect of additional
stability mechanism, often present in the form of (limited authority) attitude hold modes.
The subtracted reference signal represents the desired attitude to be maintained. During
manoeuvering flight, substantial attitude changes are necessary, thus the attitude feedback
loop is disabled when the Force Trim Release (FTR) switch is enabled. The FTR switch
is often located on the cyclic control stick. In the control scheme shown, the FTR also
resamples the attitude reference used. The sum of the rate and attitude feedback channels
are subsequently added directly to the pilot commanded inputs (i.e., in terms of % deflection
of the control input).

The major advantage of the simplified control scheme in Figure A.9 is that its effect
is straightforward to capture in linear form, without the necessity to include extra states.
Instead, a feedback gain matrix is defined such that:

ūsas = K x̄ (A.129)

where x̄ is the (measured) vehicle state. With a (linear) state vector and input as defined in
Equation (A.118), the matrix K can be written as:
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K =


0 0 0 0 0 0 0 0
0 0 0 Kφ 0 Kp 0 0
0 0 0 0 Kθ 0 Kq 0
0 0 0 0 0 0 0 Kr

 (A.130)

Here, the first row contains zeros because no augmentation is present on the collective
control. In addition, Kψ has been omitted, as it is not a state in Equation (A.118). The effect
of the SCAS can now be analysed using a vast number of tools available from linear control
system design, including but not limited to the pole placement and root-locusmethods. This
is accomplished simply using the definition of the augmented system matrix (to replace the
system matrix given by Equation (A.117)) as:

Asas = A − B K (A.131)

A.9.2. Turbulence model
In actual flight, helicopters are perturbed by atmospheric turbulence. Particularly at low
speed, close or in hover, pilot compensation for turbulence is often necessary. During an
experiment conducted in Chapter 6 of this thesis, where a precision hover task was simu-
lated, turbulence was added in order to make the task more representative and challenging.
Although dedicated turbulence models for helicopters exist in literature (e.g.,[Dahl and
Faulkner, 1978]), it was opted to implement a more simple model based on the Dryden
turbulence spectra [Chalk et al., 1969], derived for fixed-wing aircraft. In fact, the transfer
functions documented on the Mathworks website were implemented in Draftsim [Math-
Works, 2017]. As a further simplification, it was also opted to only implement turbulence
along the horizontal (i.e., u) and vertical (i.e., w) axes of the vehicle’s body frame.

TheDryden turbulence spectra are obtained by passing band-limited white noise through
so-called forming filters. These forming filters vary depending on the longitudinal, lateral
and vertical dofs of the vehicle. For the longitudinal and vertical dof, the forming filters are
defined as:

Hu(s) = σu

√
2Lu

πV
1

1 + Lu

V s
and Hw(s) = σw

√
Lw

πV

1 +
√

3Lw

V s

1 + Lw

V s
(A.132)

In this equation, Lu and Lw are the turbulence scale lengths, sigmau and sigmaw are the
turbulence intensities and V is the aircraft (reference) speed. For low altitudes (below
1000 ft), these quantities can be obtained from the following relations [Chalk et al., 1969]:

Lu =
h

(0.177 + 8.23 · 10−4h)1.2
and Lw = h (A.133)

with h defined as the altitude in feet, and:

σu =
σw

(0.177 + 8.23 · 10−4h)0.4
and σw = 0.1W20 (A.134)

In Equation (A.134), W20 represents the wind speed at an altitude of 20 ft, with common
values of 15 knots for light, 30 knots for moderate and 45 knots for severe turbulence,
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respectively [MathWorks, 2017]. The parameters in Equations (A.133) and (A.134) were
chosen such to be representative of a light aircraft in moderate turbulence (i.e., W20 =
30 knots) at an airspeed of 120 knots and at an altitude of 500 ft. The turbulence velocity
components are computed in real-time, and the result are added to the vehicle’s body u and
w components before evaluating the forces and moments, equations of motion and invoking
the solver.



B
AH-64 dynamic stability analysis

and verification

Like the Bo-105 helicopter used in Chapter 4 of this thesis, the AH-64 was also linearized in
order to study its flight dynamics in more detail. The analysis focuses on stability derivatives
and characteristic dynamics modes in hover, although some predicted trends with increasing
airspeed were also compute. To this end, the stability derivatives corresponding to the
AH-64 in hover were computed using Draftsim and compared to public reference data.
This reference data contain stability derivatives in hover derived both from actual flight
(from Schroeder et al. [1991]) as well as using Boeing’s proprietary Flyrt model (from
Hossein Mansur [1995]).
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B.1. Stability derivatives
The computed stability derivatives are shown side-by-side in Table B.1. Note that the Flyrt
and experimental data shown in this table correspond to an unaugmented helicopter (that is,
the so-called DASE, Digital Automatic Stabilization Equipment, in the AH-64 was turned
off). A number of interesting insights can be gained from Table B.1.

First, notice that the middle column corresponding to the flight test data contains many
zeros. These are mostly cross-axis derivatives that were, according to Hossein Mansur
[1995], eliminated during the determination of the model structure. As a consequence, it
appears the estimated stability derivatives from the experimental data pertain to a mostly
uncoupled model. When comparing the non-zero entries to values predicted by Flyrt and
Draftsim, both similarities and discrepancies emerge. For example, some derivatives such
as Xu , Zw and Mq match quite well in terms of both sign and order of magnitude.

Others, however, such as Xp , Yv , Yp and Lq show great differences in magnitude and/or
sign as compared to the flight test data. In some cases, the values predicted by Draftsim and
Flyrt match remarkably well, see, e.g., Xp , Yv and Nv , while differing substantially when
compared to the experimental data. In others, however, the two models also show great
discrepancies when compared to one another. A notable example is Yp , where the Draftsim
prediction is different by more than an order of magnitude. While Flyrt is also a factor of
two off when compared to the experimental data in this case, in other cases (e.g., Np and
Nr ) Flyrt matches the experimental data well while Draftsim appears to be a factor of 2-3
off. There are also cases where Flyrt exhibits somewhat peculiar results. For example, Xq

and Zr in case of Flyrt are quite significant in magnitude, while the corresponding values
in Draftsim are orders of magnitude smaller. Moreover, these derivatives are eliminated in
the experimental data.

A final interesting observation is that, as compared to both the experimental data and
Flyrt, Draftsim exhibits stronger inter-axis coupling. This is evident primarily from the
values of the moment derivatives Lp , Lq , Mq and Mp . In Draftsim, the contribution of the
on-axis derivatives (i.e. Mq and Lp) is smaller than the off-axis derivatives (i.e., Mp and
Lq). This result does not match with the flight data or the derivatives predicted by Flyrt,
for which in both cases the on-axis derivatives are larger in magnitude than the off-axis
derivatives.

Table B.1: AH-64 stability derivatives in hover compared with reference data. Flyrt and experimental
data from Hossein Mansur [1995] and Schroeder et al. [1991], respectively.

Derivative Flyrt Flight Draftsim Units
Xu -0.0332 -0.02 -0.0198 1/s
Xv 0.0121 0 -0.0135
Xw 0.0279 0 0.0248
Xp -0.441 0.685 -0.523 m/s rad
Xq 3.023 0 0.0698
Xr -0.0322 0 -0.0454
Yu -0.00833 0 0.0150 1/s
Yv -0.0502 -0.279 -0.0318
Yw -0.0174 0 -0.00512
Yp -2.938 -1.56 -0.104 m/s rad
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Table B.1: AH-64 stability derivatives in hover compared with reference data. Flyrt and experimental
data from Hossein Mansur [1995] and Schroeder et al. [1991], respectively (cont.).

Derivative Flyrt Flight Draftsim Units
Yq -1.203 0 -0.529
Yr 0.4704 0 0.117
Zu 0.0045 0 0.0227 1/s
Zv -0.0039 0 -0.0135
Zw -0.2921 -0.122 -0.315
Zp -0.2241 0 -0.0771 m/s rad
Zq 0.1199 0 0.00748
Zr 2.171 0 0.00644
Lu -0.0069 0 0.0735 rad/s m
Lv -0.0171 -0.00425 -0.0737
Lw -0.0115 0 0.00544
Lp -2.424 -1.828 -1.268 1/s
Lq -0.960 1.04 -1.665
Lr -0.078 0 0.0235
Mu -0.0037 0.000844 0.00976 rad/s m
Mv -0.0014 0.00710 0.0121
Mw -0.0006 -0.00514 0.000376
Mp 0.0875 -0.227 0.276 1/s
Mq -0.552 -0.419 -0.206
Mr 0.0116 -0.09 0.0239
Nu -0.0018 0 0.00902 rad/s m
Nv 0.0066 0.00301 0.00674
Nw -0.0007 0 0.00475
Np -0.338 -0.309 -0.125 1/s
Nq -0.111 0 -0.213
Nr -0.318 -0.270 -0.138

B.2. Dynamic modes
It is of interest to investigate the impact of these discrepancies on the predicted characteristics
of the vehicle’s dynamic modes. To this end, the stability derivatives listed in Table B.1
are used to construct corresponding linear system matrices (see App. B). Note that, in this
process, the vehicle’s state in trim, mass and inertial properties are also necessary. While
these are known exactly for Draftsim, they are not all known in case of the experimental
data and Flyrt. To resolve this issue, the trim, mass and inertial properties corresponding to
Draftsim were simply used in the contruction of the system matrices for the experimental
data and Flyrt as well. While this may not be fully accurate, it is assumed that the effect of
(minor) mismatches in trim, mass and inertial properties between the different data sets is
negligible. The resulting eigenvalues, together with a characterization of the corresponding
vehicle modes, are shown in Figure B.1. This figure also shows Draftsim trends with
increasing airspeed (up to 60 knots).
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Figure B.1: AH-64 eigenvalues compared with reference data.

From this figure, it becomes apparent that the discrepancies between the stability deriva-
tives that emerge from Table B.1 also result in vastly different modes. Based on this figure,
it appears that both Draftsim and Flyrt fail to accurately describe the dynamic properties
of the AH-64 in hover. In hover, the experimental data dictates that the AH-64 exhibits
the classic rotorcraft modes, i.e., the phugoid, pitch/heave/roll subsidences and Dutch roll.
While Draftsim also predicts the phugoid, Dutch roll and heave subsidence modes, the
roll and pitch subsidence are replaced by a combined and oscillatory roll/pitch mode. The
latter mode is a common occurence for rotorcraft with an articulated rotor at low speed.
An example is the Puma helicopter described in Padfield [2007], which also happens to be
similar to the AH-64 in terms of mass and size. The fact that the oscillatory roll/pitch mode
is absent in the experimental data could be a consequence of the explicit elimination of the
many (cross-)derivatives.

Regardless of differences in the type of mode (i.e., oscillatory vs. non-oscillatory), the
other classic modes predicted by Draftsim also do not match well with the experimental
data in terms of stability, frequency and/or time constant. For example, while the phugoid
mode predicted by Draftsim is unstable, its frequency in hover is a lot higher than dictated
by the experimental data. The same can be noted about the time constants of the spiral and
heave subsidence modes, which appear to be significantly lower. Furthermore, the Dutch
roll, an oscillatory mode, is predicted to be unstable while the experimental data dictates a



B.3 Mode shapes

B

203

stable mode at somewhat lower frequency and with improved damping. An unstable Dutch
roll, however, is also seen in the Puma helicopter at lower airspeeds and is therefore not
uncommon for rotorcraft with an articulated rotor [Padfield, 2007]. At higher airspeeds,
the classic modes predicted by Draftsim develop in a similar fashion as already seen for the
Bo-105 helicopter in Figure 4.4. Most notably, the Dutch roll increases in frequency and
crosses over to the stable region of the complex plane, while the phugoid also approaches the
imaginary axis. However, the roll/pitch oscillation and heave subsidence persists at higher
airspeeds and do not evolve into non-oscillatory roll subsidence and short period modes, as
described in [Padfield, 2007] for the Puma helicopter.

The discussion in the previous paragraphs is a testimony of the level of uncertainty in
helicopter flight dynamics models and the apparent impact thereof on the predicted vehicle
dynamics. Apparently, these can differ substantially between different descriptions of the
same aircraft in the same condition. A possible explanation for the discrepancies found in
the specific case of the AH-64 could be the presence of system dynamics not modelled in
Draftsim and/or Flyrt, e.g., actuators or the BUCS. Nonetheless, an important contributing
factor can also be found in the many differing assumptions underlying models of different
origins. For example, the experimental data was obtained under the assumption that the
longitudinal and lateral vehicle dynamics are uncoupled, while first principles models like
Flyrt and Draftsim are derived under a different set of physical (and often non-physical)
assumptions.

B.3. Mode shapes
The apparent discrepancies between Flyrt and the flight data, on the other hand, are more
difficult to characterize. While the Flyrt modes appear closer in vicinity to the modes
corresponding to the experimental data, their type is rather unconventional. While, like
Draftsim, three oscillatory modes and two non-oscillatory modes are present, their shapes
differ significantly. To illustrate this, Table B.2 shows the Flyrt eigenvalues together with
the magnitudes of the individual states in each of the corresponding eigenvectors. For
illustrative purposes, an identical table is also included for Draftsim and the flight data in
Tables B.3 and B.4, respectively. The magnitudes listed in these tables are a measure of the
contribution of each model state in the corresponding mode and, therefore, provide insight
about the mode shape.

Table B.2: Magnitude of states in each eigenvector per eigenvalue in case of Flyrt (in hover, from
Hossein Mansur [1995]).

Eigenvalue u v w φ θ p q r
-2.4 0.094 0.93 0.013 0.13 0.0051 0.33 0.014 0.048
0.20 0.99 0.11 0.031 0.0023 0.025 0.00016 0.0048 0.0038
-0.0056+0.22i 0.18 0.97 0.13 0.023 0.0041 0.0066 0.0018 0.024
-0.41+0.19i 0.95 0.26 0.19 0.011 0.037 0.0048 0.016 0.0064
-0.30+0.057i 0.32 0.29 0.90 0.0091 0.0077 0.0019 0.0033 0.027
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Table B.3: Magnitude of states in each eigenvector per eigenvalue in case of Draftsim (in hover).

Eigenvalue u v w φ θ p q r
-1.1+0.32i 0.43 0.88 0.099 0.098 0.042 0.11 0.046 0.013
0.14+0.68i 0.16 0,98 0.045 0.070 0.013 0.049 0.0090 0.016
0.14+0.51i 0.62 0.78 0.062 0.043 0.034 0.024 0.017 0.019
-0.32 0.047 0.049 1.0 0.0022 0.0041 0.0015 0.00025 0.027
-0.13 0.75 0.42 0.10 0.010 0.0096 0.039 0.018 0.49

Table B.4: Magnitude of states in each eigenvector per eigenvalue in case of flight reference data (in
hover, from Schroeder et al. [1991]).

Eigenvalue u v w φ θ p q r
-1.7 0.18 0.96 0.017 0.11 0.019 0.18 0.030 0.037
-0.50+0.28i 0.63 0.77 0.041 0.026 0.035 0.014 0.02 0.013
0.067+0.070i 0.99 0.12 0.037 0.0045 0.011 0.00045 0.0011 0.0011
-0.22 0.90 0.40 0.14 0.0014 0.018 0.0052 0.0064 0.059
-0.044 0.98 0.17 0.045 0.0041 0.0024 0.00041 0.0 0.0028
-0.13 0.63 0.44 0.64 0.0066 0.0067 0.0019 0.0014 0.013

From Table B.2, it becomes evident that Flyrt exhibits one unstable and non-oscillatory
mode, where the dominant states appear to be u, θ and, to a lesser extent, q. This division of
dominant states is typical for the phugoid mode (see Tab. 5). Hence, the naming “aperiodic
phugoid” indicated in Figure B.1 for this mode predicted by Flyrt. There is a mode located
almost on the imaginary axis, where the dominant states appear to be v, φ, p and r . This is
a characteristic of the Dutch roll mode. The remaining modes appear to be an oscillatory
motion dominated by heave, where the dominant states are w and r , a short period with
dominant states u and q and a non-oscillatory roll subsidence dominated by v and p.

B.4. Conclusion
As shown, predictions frombasicmodels of rotorcraft flight dynamics can differ considerably
for identical aircraft in the same flight conditions. This holds true for models derived directly
from flight test data, where critical assumptions are made in the identification process, as
well as first principles models like Flyrt and Draftsim, where simplifying physical (and
often non-physical) assumptions are necessary in the model development process. When
such models are subsequently applied for design and development of rotorcraft and related
systems, or more closely related to the topic of this thesis, for flight simulation purposes,
such model limitations are important to keep in mind.



C
The Eigenmode distortion

method: complete matrices

Chapter 5 of this thesis presented the theory underlying the novel Eigenmode distortion
(EMD) method developed in this dissertation. The main idea behind EMD is to couple
linear models of the vehicle and Motion Cueing Algorithm (MCA) dynamics, after which a
modal coordinate transformation can be applied to reveal the distortion of vehicle modes
due to the MCA. However, for the sake of brevity, many (full) equations were omitted from
Chapter 5. These equations are included in this appendix.
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C.1. Coupled vehicle-MCA dynamics
Recall Equation (5.11), the definition of a prospective coupled model to describe the linear
vehicle and MCA dynamics:

δ Û̄xc =
[

Ap 0
Apm Am

] [
δ x̄p

δ x̄m

]
+

[
Bp

Bm

]
δūp = Acδ x̄c + Bcδūp

δ ȳc =

[
Cp 0

Cpm Cm

] [
δ x̄p

δ x̄m

]
+

[
Dp

Dm

]
δūp = Ccδ x̄c + Dcδūp

with (see Equations (5.56) and (5.57)):

δ x̄p =
[
δu δv δw δφ δθ δp δq δr

]T
δūp =

[
δθ0 δθ1c δθ1s δθ0tr

]T
δ ȳp =

[
δ fx δ fy δ fz δp δq δr

]T
and (see Equations (5.53) and (5.54)):

δ x̄m =
[
q̄T1x

q̄T1y
q̄T1z q̄T2x

q̄T2y
q̄T3p

q̄T3q q̄T3r (Φ̄s)T
]T

δ ȳm =
[
δ f sx δ f sy δ f sz δps δqs δrs

]T
Chapter 5 elaborated on the role and derivation of each parameter and (sub)matrix appear-
ing in these equations. All matrices superscripted with p pertain to the vehicle dynamics
and, for applications described in this thesis, apply solely to helicopters. Appendix A.8
already presented expressions for Ap and Bp corresponding to the six degrees-of-freedom
as well separate lateral and longitudinal degree-of-freedom models (see Appendix A, Equa-
tions (A.117), (A.119) and (A.121)). However, Cp and Dp will be addressed here, as
these extract the human-perceived quantities contained in these models. The matrices su-
perscripted with m pertain to the MCA dynamics, while matrices superscripted pm are
the coupling terms. Each of these listed matrices will be described in more detail in the
following sections.

C.2. Matrices Cp and Dp

Equation (A.117) governs the linear helicopters dynamics, but it does not excplicity contain
all human-perceived quantities of interest. This is only true for the angular rates (i.e., δp, δq
and δr), which appear directly in the defined vehicle state vector δ x̄p (see Equation (A.118)).
The specific forces (i.e., δ fx , δ fy and δ fz) can be obtained from Equation (5.59). Thus, to
obtain the output vector δ ȳp , Cp and Dp can be defined:
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Cp =



Xu Xv Xw 0 0 Xp Xq Xr

Yu Yv Yw 0 0 Yp Yq Yr
Zu Zv Zw 0 0 Zp Zq Zr
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


, Dp =



Xδ0 Xδ1c Xδ1s Xδ0tr
Yδ0 Yδ1c Yδ1s Yδ0tr
Zδ0 Zδ1c Zδ1s Zδ0tr
0 0 0 0
0 0 0 0
0 0 0 0


(C.1)

C.3. Matrices Am and Cm

The matrix Am governs the internal dynamics of the CWA and is defined in relation to the
motion state vector δ x̄m. Given the dynamics of the various filters contained in the CWA
(see Equations (5.34), (5.35), (5.38), (5.50) and (5.52)), Am can be defined as:

Am =



A1x
0 0 0 0 0 0 0 0 0 0

0 −g 0

0 A1y 0 0 0 0 0 0 0 0 0
g 0 0

0 0 A1z 0 0 0 0 0 0

0 0 0 A2x
0 0 0 0 0

0 0 0 0 A2y 0 0 0 0

0 0 0 0 0 A3p 0 0 0

0 0 0 0 0 0 A3q 0 0

0 0 0 0 0 0 0 A3r 0

0 0 0 0 0 −1/g C3p
0 0 0

0 0 0 0 1/g 0 0 C3q 0 0
0 0 0 0 0 0 0 0 C3r 0



(C.2)

Note that, without loss of generality, this formulation assumes second-order low- and high-
pass filters are used in the CWA as also outlined in Chapter 5. Thus, A1� , A2� and A3� are
2 × 2 matrices, whereas C3� are 1 × 2. For clarity, the rows and columns corresponding
to the different CWA elements have been delineated. The entries at the top of the fourth
delineated column containing the gravitational acceleration represent the terms −gδθs and
gφs , respectively, appearing in Equation (5.35). In addition, the entries at the bottom of the
second delineated column represent the terms −δ Ûf sy/g and δ Ûf sx/g, respectively, appearing in
Equation (5.52).

The matrix Cm extracts the contribution of the elements in δ x̄m (i.e., the CWA state) to
the CWA-filtered specific forces and rotational rates. As a result, Cm can be written as:



C

208 C. The Eigenmode distortion method: complete matrices

Cm =



C1x
0 0 0 0 · · · 0

0 C1y
0 0 0 · · · 0

0 0 C1z 0 0 · · · 0
0 0 0 0 0 −1/g C3p

0 0 0
0 0 0 0 1/g 0 0 C3q 0 0
0 0 0 0 0 0 0 C3r 0


(C.3)

Note that C1� , like C3� , are also 1 × 2 matrices.

C.4. Matrices Apm and Bm

The matrices Apm and Bm define the inputs to the linearized CWA, which are the vehicle
specific forces and rotational rates, scaled by the motion gains K�. For second-order filters,
Apm can be written as:

Apm =



0 0 0 0 0 0 0 0
KxXu KxXv KxXw 0 0 KxXp KxXq KxXr

0 0 0 0 0 0 0 0
KyYu KyYv KyYw 0 0 KyYp KyYq KyYr

0 0 0 0 0 0 0 0
KzZu KzZv KzZw 0 0 KzZp KzZq KzZr

0 0 0 0 0 0 0 0
KxXu KxXv KxXw 0 0 KxXp KxXq KxXr

0 0 0 0 0 0 0 0
KyYu KyYv KyYw 0 0 KyYp KyYq KyYr

0 0 0 0 0 0 0 0
0 0 0 0 0 Kp 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 Kq 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 Kr

0 0 0 0 0 Kp 0 0
0 0 0 0 0 0 Kq 0
0 0 0 0 0 0 0 Kr



(C.4)

whereas Bm is:



C.5 Matrices Cpm and Dm

C

209

Bm =



0 0 0 0
KxXδ0 KxXδ1c KxXδ1s KxXδ0tr

0 0 0 0
KyYδ0 KyYδ1c KyYδ1s KyYδ0tr

0 0 0 0
KzZδ0 KzZδ1c KzZδ1s KzZδ0tr

B2x
KxXδ0 B2x

KxXδ1c B2x
KxXδ1s

B2x
KxXδ0tr

B2y
KyYδ0 B2y

KyYδ1c B2y
KyYδ1s B2y

KyYδ0tr

0 0 0 0
...

...
...

...

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0



(C.5)

Note that, in Equation (C.5), B2x and B2y are 1 × 2 vectors according to the definition in
Equation (5.38).

C.5. Matrices Cpm and Dm

The matrices Cpm and Dm complete the formulation of the coupled vehicle and CWA
dynamics in linear form. They represent the contribution of the vehicle state to both the
unfiltered and CWA-filtered specific forces and rotational rates in δ ȳp and δ ȳm, respectively.
These matrices follow directly from Cp and Dp in Equation (C.1):

Cpm =



Kx 0 0 0 0 0
0 Ky 0 0 0 0
0 0 Kz 0 0 0
0 0 0 Kp 0 0
0 0 0 0 Kq 0
0 0 0 0 0 Kr


·Cp , Dm =



Kx 0 0 0 0 0
0 Ky 0 0 0 0
0 0 Kz 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


·Dp (C.6)

C.6. The effect of changes in the vehicle dynamics
Chapter 6 in this dissertation considered the effect of changes in the vehicle dynamics in
relation to motion cueing using the EMDmethod. To enable these analyses, several changes
to the matrices presented in the preceding sections are necessary.

Additional states Changes to the vehicle dynamics become apparent first and foremost
through changes in the matrix Ap . This was already shown in Appendix A.8.2, where
the rotor flapping dynamics were linearized and augmented to the linearized rigid-body
dynamics. From this derivation, it became apparent that the augmented model contains
extra states (i.e., the flapping angles) in order to capture the flapping dynamics, which
additionally introduced extra derivatives (i.e., B� in Equation (A.126)). Moreover, as a
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result of the extra flapping angle states, additional stability derivatives were necessary to
fully describe the perturbed forces and moments on the vehicle. To summarize, both the A
and B matrices as well as the vehicle state definitions had to be adapted to accommodate for
the addition of flapping dynamics (see Equations (A.122) and (A.127)).

From the perspective of the EMD method, the addition of extra states in the vehicle
dynamics becomes apparent through both the Ap and Bp matrices. The definition of Cp in
Equation (C.1) is also affected, as it will require the incorporation of derivatives of X , Y and
Z with respect to the new states in order to complete the description of the perturbed specific
forces. Moreover, because the perturbed specific forces are direct inputs to the linearized
CWA dynamics, the coupling matrices Apm and Cpm need to adapted likewise.

Stability augmentation Another common element added to the vehicle dynamics that
was addressed in this dissertation is the Stability and Control Augmentation System (SCAS)
(see Appendix A.9.1). The effect of a simple SCAS, consisting of a set of feedback gains
on rotational rates and attitudes, can be captured using a modified system matrix according
to (see Equation (A.131)):

A − B K

with B and K as given by Equation (A.117) and Equation (A.130), respectively. The
feedback gain matrix K multiplies the vehicle state vector directly and, therefore, can be
seen as an element that introduces damping to the system through the input matrix B.

From the perspective of the EMD method, the SCAS therefore primarily affects the
definition of Ap , which is replaced by the expression Equation (A.131). However, the
definitions of the perturbed specific forces in the outputs of the vehicle model (and, thus,
the inputs to linearized CWA dynamics) are also affected. For example, stability derivatives
pertaining to a feedback state, say δq, are replaced with:

X ′q = Xq − Xδs Kq , Y ′q = Yq − Yδs Kq , Z ′q = Zq − Zδs Kq (C.7)

and likewise for the derivatives with respect to δp and δr . In addition, new terms with
respect to δφ and δθ enter the expressions when the gains Kφ and Kθ are non-zero. These
are of the form:

−Yδs Kθ δθ, − Xδs Kθ δθ, − Zδs Zθ δθ

Yδc Kφ δφ, − Xδc Kφ δφ, − Zδc Zφ δφ
(C.8)

Thus, the matrices Cp , Apm and Cpm need to be changed in order to incorporate Equa-
tions (C.7) and (C.8).



D
Pilot comments accompanying
SFR and MFR scale ratings in

Chapter 2

This appendix contains a summary of the pilot comments corresponding to the SFR and
MFR ratings presented in Chapter 2 of this thesis.
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Subject 1 The subject noted during b30s that overshoot bothered him and that it felt worse
in conditions d60s, noting it felt “more like sitting in a rocking chair”. During d60s, the pilot
also indicated he noticed no adaption of control strategy between conditions, even though
the ratings between the conditions differ. b60s was described as “feeling a little better” than
d60s. During condition d30s, the pilot noted that in reality, a less aggressive strategy would
be adopted and that it would be easier to level off towards the end of the maneuver. This is
somewhat consistent with this subject’s comments during condition b30s.

In condition d30m, the subject commented that motion felt better than prior condition
d30s and that the “g-force” felt better; the pilot still noted motion seemed to “lag” too much.
He also emphasized the importance of timing control inputs to mitigate overshoot as much
as possible. During conditions b60m and d60m, the pilot provided the indication “R” in
conjunction to the MFR rating, indicating the motion deficiency “return to neutral”. During
condition b60m, the pilot commented that motion seemed to level out slower than in reality.

Subject 2 During the training trials with the baseline condition, the subject noted that
motion seemed to lead visuals and that the lateral velocity of the helicopter diminished too
fast after levelling out. In a later training trial, however, this pilot noted that lateral motion
seemed to “continue” while being confident that the helicopter was stable. The subject
attributed this peculiarity to the tail rotor. During condition b30s, the pilot remarked on the
high workload required in levelling out the helicopter, noting in particular the “high inertia”
and the need for a “jerky” deceleration to hover. During condition b60s, the pilot again
noted that the velocity built up was lost too quickly after levelling out. During condition
d30s, the pilot remarked that it felt like he was “flying a different helicopter every time”.
The pilot noted that d30s, however, seemed to react more promptly to cyclic inputs and was
therefore easier to control and level out towards the end of the maneuver. During d60s,
the pilot noted that motion felt exaggerated and distracting, but otherwise “pleasant” to fly.
The awarded SFR ratings in favour of degraded rotorcraft dynamics with baseline motion
therefore seem consistent with the provided comments, in that the pilot preferred the more
agile rotorcraft dynamics in condition d30s.

The subject furthermore perceived motion in condition b30m to be too strong, but still
realistic. In addition, the subject noted fidelity diminished for a more aggressive control
strategy and seemed to improve when a less aggressive strategy was adopted. During
condition b60m, the pilot commented on a “noticeable Coriolis effect” and noted he was
“actively ignoring motion”. In addition, the pilot noted motion seemed to “tilt” too much,
noting exaggerated “leans” and provided the indicator “M” (for mismatch cues). Condition
d30m was deemed “realistic” by the pilot, except toward the end of the maneuver where
motion seemed to “overshoot“ in the “wrong direction”. The “flight model”, however, felt
“pleasant”. Here, it clearly appears that a change in rotorcraft dynamics was perceived by
the pilot as a change in motion. During condition d60m, the pilot noted that motion seemed
to “overcompensate” and “overshoot”. Indicators “M” (for mismatch cues) and “O” (for
onset cues) were provided as well, with the additional comment that motion seemed to “lag”
and “overshoot”.

Subject 3 During training sessions, the subject noted that the helicopter lost lateral velocity
too quickly as compared to the real helicopter. During condition b30s, the pilot noted that
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adequate performance could be attained with more trials, but provided a rating of 10 because
adequate performance could not be achieved on the basis of the four opportunities given.
During condition d30s, the pilot noted that control inputs had to be given “more in advance”
and that “anticipation for overshoot” (i.e., lead) was required. Similar comments were
given during condition b60s, where the pilot also noted that the applied task strategy bared
resemblance to what would be required in a Huey (Bell UH-1) helicopter. During condition
d60s, the pilot remarked that the experience was “significantly” different from the real
helicopter and that, in hindsight, the pilot would “maybe” improve the rating awarded in the
previous condition (b60s) from a value of 7 to a value of 6.

During condition b30m, the pilot noted motion matched “reasonably well”, but during
levelling out of bank the pilot commented onmismatch (“out of phase”) inmotion. Condition
d30m felt notably different to the pilot, again resembling the Huey helicopter and noting
that more anticipation was required due to an apparent “lag” in inputs. The pilot therefore
provided indicator “L” in conjunction with motion rating, indicating latency. Condition
b60m was received by the pilot with the comment that it would “be a good one for PIO”,
although a significant adaptation in control strategy was “not necessary”. The pilot also
noticed that motion “continued somewhat longer”, but did contribute to the “overall feeling”.
The indicator “L”, signifying latency, was again provided. During condition d60m, the pilot
seemed to notice that motion moved in an opposite direction to control inputs. The pilot
also expressed doubt in providing indicators “R” and/or “M” (for return to neutral and
mismatch cues). In this condition, the pilot also noted that motion seemed “50% useful and
50% distracting”. Initial cues to control inputs seemed “OK”, but during levelling out a
significant mismatch was perceivable.

Subject 4 During training sessions, the pilot remarked that the helicopter seemed “su-
persensitive” and seemed to act “opposite to inertia”, meaning it was much more sensitive
at low movement rates than at high movement rates. Baseline condition b30s was compli-
mented with having “by far the best correlation with actual helicopter” and that the response
to controls seems “on the spot”, adding that “if training in the sim, best transfer [to real
helicopter] would be obtained”. With degrading dynamics (condition d30s), the pilot noted
that a minimal adaptation of control strategy was required, but that motion appeared to be
“exaggerated” and that “from pressure on body” it seems like “flying faster than previous
condition” (d30m) and that motion “feels like going faster than it looks”. Here, it again
seems that a pure change of rotorcraft dynamics is perceived by a subject as a degradation of
motion fidelity. In condition b60s, the pilot noted that “in between crosses” the experience
felt “very similar” and that the motion also “feels realistic”. However, upon approaching
the cross, the pilot noted that motion felt “very deceiving” and that the response to controls
“seems exaggerated”. The lower rating was therefore attributed to the motion and it was
added that an adaptation of control strategy was noticeable from the first trial to the second
trial. Degradation of both rotorcraft dynamics and motion in condition d60s resulted in the
pilot noticing a “big difference with this one”, elaborating that “proprioceptive cues upon
bank” seemed “bigger than what appears from visuals”. Also, for the “same” bank angle,
motion seemed to “feel stronger” than visuals. However, the pilot added that this observation
may have been due to “pre-conditioning in earlier experimental conditions”.
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During condition b30m, the pilot noted that the sensation [of motion] “matched visual
very well” and that it ”overall felt very normal”. The subject also added that “others
conditions felt very simulator-like, this one felt more like the real thing”. During condition
d30m, the pilot only mentioned that motion “felt close to real flight”. During condition
b60m, the pilot noted that “overwhelming majority felt normal”, but “close to hover at
banks, motion feels exaggerated”. Finally, during condition d60m, the pilot noted that it
felt “very real”, with the “caveat” being that “motion and sim” feels too responsive upon
initiating maneuver, adding it “happens too fast”. However, the “visual with motion” felt
“very good” in this condition.
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De rol van beweging in helikoptersimulatoren

Briefing voor piloten

Introductie 

Dit experiment wordt uitgevoerd als onderdeel van een onderzoeksproject georganiseerd door de 
Technische Universiteit Delft in samenwerking met Desdemona B.V. te Soesterberg. Het 
onderzoek heeft als doel om meer kennis te vergaren over de rol van beweging in 
helikoptersimulatoren. Hiermee draagt het bij aan het verbeteren van gesimuleerde 
vliegomgevingen ten behoeve van toekomstige opleidingen en cursussen voor (militaire) piloten. 
  In dit specifieke experiment, zullen twee vliegtaken aan bod komen, waarbij de gesimuleerde 
beweging zal worden gevarieerd om steeds andere aspecten van de helikopterdynamika te 
benadrukken. Ook zal de invloed van de helikopterdynamika zelf worden onderzocht. Het 
experiment wordt uitgevoerd op de SIMONA onderzoekssimulator in Delft.

Opzet 

Het experiment bestaat uit drie afzonderlijke delen. In deel I staat de precisie hover taak centraal 
(zie figuur 1). Het is de bedoeling om in deel I vier verschillende bewegingscondities te evalueren, 
waarbij het vliegmodel tussen de condities onveranderd blijft. Deze evaluatie vindt plaats op basis 
van een waarderingsschaal (zie figuur 3), namelijk de zogeheten Motion Fidelity Rating (MFR) 
schaal. Deze schaal meet de mate waarin de gesimuleerde beweging bijdraagt tot het behalen van 
de gespecificeerde taakprestaties (zie kop “taakomschrijving”). Het vliegmodel waarmee in deel I 
wordt gevlogen is gebaseerd op de AH-64 Apache helikopter, waarbij alléén de longitudinale 
bewegingsvrijheden actief zijn.
  In deel II staat de laterale reposition taak (zie figuur 2) over een afstand van ca. 400 voet 
centraal. In deel II is het, net als in deel I, de bedoeling om verschillende bewegingscondities te 
evalueren op basis van de MFR schaal, waarbij tussen de condities wederom het vliegmodel 
onveranderd blijft. In tegenstelling tot deel I, zullen in deel II maar drie bewegingscondities aan bod 
komen. Ook is het vliegmodel in deel II gebaseerd op de BO-105 helikopter, waarbij alléén de 
laterale bewegingsvrijheden actief zijn.
  In deel III staat tot slot het vliegmodel zelf centraal. Zowel de taak als de bewegingscondities die 
aan bod zullen komen zijn identiek aan deel II. Ook is het vliegmodel nog steeds gebaseerd op de 
BO-105. Echter zal in deel III per bewegingsconditie worden onderzocht of veranderingen in het 
vliegmodel waarneembaar zijn.

Taakomschrijving 

De vliegtaken die in dit experiment aan bod komen zijn de precisie hover en laterale reposition 
zoals beschreven in de Aeronautical Design Standaard, versie 33E (ADS-33E). Een impressie van 
deze taken is te zien in figuren 1 en 2. Een belangrijke opmerking in de precisie hover taak, is dat 
er al gestart wordt op de eindpositie (d.w.z., geen verplaatsing). Er is kunstmatige turbulentie 
toegevoegd om het model gedurende de taak te exciteren. De specificaties voor deze twee taken 
zijn als volgt:

• Precisie hover: de positie van de helikopter dient gedurende ca. 30 seconden binnen een 
toegestane afwijking van 3 voet longitudinaal en 2 voet verticaal (gewenst) òf tenminste binnen 
6 voet longitudinaal en 4 voet verticaal (adequaat) gehouden te worden.

�1
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• Laterale reposition: verplaats de helicopter vanuit hover in één laterale vloeiende beweging 
over een afstand van 400 voet, waarbij een snelheid van circa 35 knopen dient te worden 
bereikt. Zowel het begin- als het eindpunt zijn gemarkeerd met kruizen (zie figuur 3). De 
helikopter dient binnen een toegestane afwijking van 10 voet van deze kruizen in een stabiele 
hover tot stilstand te worden gebracht.

Procedure 

In deel I en deel II van het experiment zal worden gestart met een trainingsfase om te wennen aan 
de gesimuleerde vliegomgeving. Dit zal circa 10 minuten per deel in beslag nemen. Hierna zal 
direct worden gestart met het inhoudelijke experiment. Zoals vermeld onder de kop “opzet”, 
bestaan deel I en II van het experiment uit vier, respectievelijk drie, verschillende condities. Elk van 
deze condities zal drie keer in willekeurige volgorde worden herhaald. Binnen elke herhaling zijn 
twee repetities van de taak beoogd alvorens zal worden gevraagd om een MFR rating. Per 
geëvalueerde conditie levert dit uiteindelijk drie MFR ratings op.
  In deel III van het experiment wordt de waarneembaarheid van veranderingen in het vliegmodel 
onderzocht. De taak en het (baseline) vliegmodel zijn hetzelfde als in deel II. Deel III bestaat ook 
uit drie verschillende condities, die ieder twee keer worden herhaald. Binnen elke herhaling wordt 
het vliegmodel vervolgens twee keer “back-to-back” gevlogen. Tussen deze repetities wordt er al 
dan niet een verandering aangebracht in het vliegmodel. Na de tweede repetitie zal telkens worden 
gevraagd om aan te geven of een verandering is waargenomen en, zo ja, in welke vorm deze zich 
tijdens de taak heeft gemanifesteerd.
  Tussen ieder deel van het experiment is een rustpauze van ca. 15 minuten beoogd. Tevens zal 
de coordinator gedurende het experiment meermaals vragen naar de gesteldheid van de 
proefpersoon, op basis van de zogenaamde misery scale (MISC, zie figuur 4). Na het experiment 
zal er een korte debriefing plaatsvinden, die zowel jou als de coordinator in staat stelt om naar 
eventuele nadere feedback en/of toelichtingen te vragen. Het programma is samengevat in tabel 1.

   

Tabel 1

Onderdeel Tijd (min.)

Briefing 10

Deel I - precisie hover (training) 10

Deel I - precisie hover (experiment) 50

Pauze 15

Deel II - laterale reposition (training) 10

Deel II - laterale reposition (experiment) 40

Pauze 15

Deel III - laterale reposition (model) 20

Debriefing 10

ca. 3 uur

�2
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Figuur 1: opzet van de precisie hover taak.

� �

Figuur 2: opzet van de laterale reposition taak.

� �

Figuur 3: de Motion Fidelity Rating (MFR) schaal.

�
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Figuur 4: de MIsery SCale (MISC) schaal.
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