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Robust Control Design for the Flying V Aircraft within the
Signal-Based H∞ Framework

Beatriz Pedroso ∗ Tijmen Pollack † and Spilios Theodoulis ‡

Delft University of Technology, Delft, 2629HS, Netherlands

The Flying V concept aircraft represents a notable candidate to reduce the carbon footprint
of the aviation industry, with a potential 20% decrease in fuel use and a 17% higher lift-over-
drag ratio. However, given the inherent design limitations concerning low control authority
and pitch break-up tendencies, a well-designed control system is crucial for the aircraft’s safe
operation. Thus, this study proposes a systematic design and tuning of a digital longitudinal
flight control system that explicitly addresses robustness specifications a-priori. The flight
dynamics simulation modeling is first detailed, followed by the outline and discussion of
the design specifications. A C∗ longitudinal control law is designed using a signal-based H∞
framework. Results indicate effective disturbance and noise rejection, stability under parametric
uncertainties, Level 1 handling qualities, and satisfactory performance in the nonlinear model.
These results validate the control law’s effectiveness, paving the way for future enhancements in
gain-scheduled controllers for the Flying V.

I. Introduction

As the aviation industry faces growing environmental and societal pressures to decarbonize the sector and to be in
line with the net-zero carbon emissions by 2050 target ∗, the need for innovative aircraft designs that prioritize

energy efficiency and sustainability has become more paramount than ever. Consequently, novel concepts such as the
FLYING V™†‡ (see Fig. 1§), currently researched by TU Delft, are critically important for a more sustainable future
for aviation. An asymptote seems to have been reached in the conventional configurations in terms of aerodynamic
efficiency gains [1]. Hence, the Flying V concept emerges as a promising alternative. The configuration was proposed in
2015 as a flying wing with a V-shaped passenger cabin [2]. Preliminary assessments by Benad and Vos [3] suggest that
the Flying V could achieve a 20% lower fuel burn when compared to the state-of-the-art reference aircraft performing
the same mission and with the same capacity and wingspan. Additionally, further analyses indicate that the Flying V
achieves a 17% higher maximum trimmed lift-over-drag ratio when compared to the reference aircraft [4]. However, its
unconventional shape and layout pose unique challenges in terms of stability and control, necessitating the development
of advanced control systems.

Flight control system (FCS) design for the Flying V concept aircraft has been an active field in recent years. Some
basic design methods were used to evaluate handling qualities (HQ), which include classical proportional-integral-
derivative controllers (PIDs) and a direct law [5] as well as an adapted control allocation and a stability augmentation
system (SAS) [6]. Furthermore, Völker et al. [7] developed a single-loop altitude controller using the reinforcement
learning approach Twin-Delayed Deep Deterministic Policy Gradient. It allows offline learning which mitigates the
danger of the system trying unsafe control signals during the learning phase. Lastly, several nonlinear approaches were
also considered. van Overeem et al. [8] implemented a sensor-based Incremental Nonlinear Dynamic Inversion (INDI)
FCS, followed by the research conducted by Stougie et al. [9], which also focused on an INDI implementation with flight
envelope protections. Additionally, Traas [10] proposed an Hybrid INDI controller, which combines sensor-based and
model-based information. Lastly, Atmaca and Kampen [11] proposed an adaptive strategy for INDI which employs an
online two-step method that estimates changes in the aircraft’s control effectiveness in order to minimize the mismatch
between the actual and the onboard representation of the model.

∗MSc Student, Control & Simulation department, Faculty of Aerospace Engineering, 2629HS Delft, Netherlands
†Postdoctoral Researcher, Aerospace Structures and Materials department, Faculty of Aerospace Engineering, 2629HS Delft, Netherlands
‡Associate Professor, Control & Simulation department, Faculty of Aerospace Engineering, 2629HS Delft, Netherlands. Associate Fellow AIAA
∗https://www.iea.org/energy-system/transport/aviation. Accessed in November 2025
†Flying V is a trademark of Fortescue
‡The Flying V design is owned by Fortescue, UK & NL patents pending
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On the one hand, INDI and its variants have been a central focus in the Flying V FCS development with several
advantages pointed out, namely the guarantee of closed-loop stability and the natural handling of nonlinear systems,
which aims to alleviate the time-consuming process of gain scheduling. On the other hand, multivariable robust control
is foundational to systematic tuning of control laws that are widely used in industry. However, despite its strengths, H∞
control has not yet been applied to the Flying V.

Indeed, H∞ control is a systematic framework that explicitly addresses robustness and performance specifications
in the presence of plant model uncertainties and which does not necessarily require a predefined controller structure,
contrarily to the INDI-based control laws. In fact, H∞ control problem solutions obtained via Algebraic Ricatti
Equations [12] and Linear Matrix Inequalities [13] result in full-order controllers. Nevertheless, as these might be
impractical for implementation in industry due to hardware and software constraints and lack of transparency, tools
for structured H∞ synthesis were recently developed. These leverage the investigations conducted on non-smooth
optimizers [14] to directly tune any single or multiple loop control architecture. The MATLAB® function hinfstruct
became available to the general public in 2011 [15], allowing the structured controllers, such as PIDs, to be optimized
instead of tuned [16]. Furthermore, multiple extensions were developed and incorporated into MATLAB® function
systune [16]. Some include multi-objective H2/H∞ synthesis [17], systematic tuning of gain scheduled control
systems [18], and parametric robust H∞ control [19]. Therefore, with the advent of these commercially available tools,
robust control theory can be used to its full potential to tackle challenging control problems. In addition, by allowing
structured controllers to be tuned directly against explicit performance and robustness requirements, these tools enable
HQ criteria to be incorporated early in the design process. As a result, pilot-centric metrics, traditionally evaluated late
in the development cycle can be embedded directly into the synthesis process, ensuring that both robustness objectives
and HQ standards are simultaneously satisfied.

Additionally, in spite of their advantages, the INDI methods also have its drawbacks that can be addressed with a
robust control design. To begin with, sensor-based INDI uses direct sensor measurements of the controlled variable
derivatives and, thus, circumvents the need for accurate airframe models. Therefore, when compared to the classical
model-based NDI, it is more robust against regular perturbations arising from aerodynamic variations [20]. However, in
[20], the robustness properties are analysed via the open loop responses of sensor- and model-based linear dynamic
inversion schemes with the same control law controller. It was demonstrated that the sensor-based inversion schemes
result in higher open loop gain at low frequencies but unfortunately also in higher and often prohibitive crossover
frequencies, which penalizes robustness at high frequencies due to insufficient roll-off [20]. Therefore, a known
challenge for the sensor-based INDI control laws involves the high sensitivity to sensor measurement noise, time delays,
and unmodeled HF dynamics [21]. Furthermore, contrarily to the H∞ methods, there are little a-priori guarantees
of robustness, only of nominal performance, in the design phase of dynamic inversion-based controllers [22] [23].
Additionally, while these inversion-based methods are the result of a time-domain design, robust control techniques
allow to naturally and systematically treat plant model uncertainty in the frequency domain [23]. Ongoing efforts to
combine the advantages of both the nonlinear and the robust approaches for the Flying V are observed with the work
developed by Shahin [24]. It consists of a multi-loop 𝜇-optimal approach to design a robust inversion-based control
system, which was applied to the short period (SP) approximation of the longitudinal dynamics. Thus, robust control
techniques are merged with previous design configurations, which shed light on the importance of H∞ tools for robust
stability and performance.

Therefore, the current research proposes a systematic design and tuning of a longitudinal flight control system
tailored for the Flying V aircraft. It offers a scalable solution that explicitly addresses robustness specifications a-priori,
contrarily to the structurally constrained methods that were previously applied to the concept aircraft. A C∗ longitudinal
control law is implemented and tuned within the signal-based H∞ robust control framework. The suggested solution
guarantees robustness against disturbances, measurement noise, sensor measurement time delays, and uncertainties in
the model while ensuring performance and compliance with Level 1 HQ. Moreover, this paper is an extension to the
work developed by Pedroso et al. [25] in terms of an improved FCS structure and of the development of a digital FCS
and multi-model design.

Fig. 1 Flying V concept aircraft.

This paper is structured as follows: Section II describes the
Flying V concept, the mathematical nonlinear simulation model
of the aircraft, and the process to obtain local linearized models,
Section III details the design requirements, FCS structure,
and optimization procedure for the control law tuning, and
lastly, Section IV presents simulations results in the linear and
nonlinear domains using nominal and uncertain models.
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II. Simulation Model

A. Flying V Aircraft Concept
The Flying V-1000 is the base model for this research and it is illustrated in Fig. 1. The relevant dimensions and

parameters of this concept aircraft are summarized in Table 1, whose values are retrieved from the research developed
by Cappuyns [26], Rubio Pascual [27], van der Pluijm [28], van Overeem et al. [29], and Oosterom and Vos [30].

Table 1 Flying V parameters.

Parameter Value Parameter Value
Length 57 m Forward center of gravity, CoG 29.372 m
Height 17 m Motor displacement from CoG in x-axis, 𝑇𝑑𝑥 8.028 m
Wingspan, 𝑏 65 m Motor displacement from CoG in y-axis, 𝑇𝑑𝑦 5.7 m
Chord, 𝑐 24 m Motor displacement from CoG in z-axis, 𝑇𝑑𝑧 0.8 m
Wing area, 𝑆 898 m2 Pilot station position in x-axis (PS) 𝑥𝑃𝑆 6.7 m
Fuel capacity 140000 litres Nose position in x-axis 𝑥𝑛𝑜𝑠𝑒 1.5 m
Cargo capacity 160 m3 Number of passengers 361

B. Nonlinear Model
The Flying V model is implemented in MATLAB® and Simulink®, with the main model workflow illustrated in Fig.

2. Each subsystem, namely the actuator dynamics, the aerodynamics, equations of motion (EoM), and the sensors, is
further discussed in the current section.

𝛿𝑇

𝛿𝑎

𝛿𝑒

𝛿𝑟

Actuator
Dynamics Airframe Sensors

𝑢𝑐𝑚𝑑 𝑢 OutputsOutputs
EoM

𝑢
Airframe

Aerodynamics EoMEnvironment Outputs
EoM

Fig. 2 Overview of Simulink’s Flying V model.

1. Aerodynamic Model
To compute the forces and moments acting on the aircraft, which are consequently used in the EoM, aerodynamic

data is needed. This data was generated with Reynolds-Averaged Navier–Stokes (RANS) based computational fluid
dynamics (CFD) simulations. The global values for the coefficients are given as a function of other variables, which
include the angle of attack, 𝛼, the angle of sideslip, 𝛽, the dimensionless angular rates, 𝑝, 𝑞, 𝑟, the control surface
deflections, 𝛿𝑎, 𝛿𝑒, 𝛿𝑟 , and the CoG location. These coefficients were provided for a total of sixteen flight conditions,
which are dependent on the Mach number, 𝑀𝑎, and altitude. Therefore, the aerodynamic forces and moments coefficients
are obtained by interpolating the global coefficients and by using the expressions represented in Eq. 1.
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𝐶𝑥 =𝐶𝑥𝛼 (𝑀𝑎, ℎ, 𝛼) + 𝐶𝑥𝛿𝑒 (𝑀𝑎, ℎ, 𝛿𝑒)
𝐶𝑦 =𝐶𝑦𝛽 (𝑀𝑎, ℎ, 𝛽) + 𝐶𝑦𝑟 (𝑀𝑎, ℎ, 𝑟, 𝐶𝑜𝐺) + 𝐶𝑦𝛿𝑎 (𝑀𝑎, ℎ, 𝛿𝑎) + 𝐶𝑦𝛿𝑟 (𝑀𝑎, ℎ, 𝛿𝑟 )
𝐶𝑧 =𝐶𝑧𝛼 (𝑀𝑎, ℎ, 𝛼) + 𝐶𝑧𝑞 (𝑀𝑎, ℎ, 𝑞) + 𝐶𝑧𝛿𝑒 (𝑀𝑎, ℎ, 𝛿𝑒)
𝐶𝑙 =𝐶𝑙𝛽 (𝑀𝑎, ℎ, 𝛽) + 𝐶𝑙𝑝 (𝑀𝑎, ℎ, 𝑝) + 𝐶𝑙𝑟 (𝑀𝑎, ℎ, 𝑟, 𝐶𝑜𝐺) + 𝐶𝑙𝛿𝑎 + 𝐶𝑙𝛿𝑟 (𝑀𝑎, ℎ, 𝛿𝑟 )
𝐶𝑚 =𝐶𝑚𝛼

(𝑀𝑎, ℎ, 𝛼, 𝐶𝑜𝐺) + 𝐶𝑚𝑞
(𝑀𝑎, ℎ, 𝑞, 𝐶𝑜𝐺) + 𝐶𝑚𝛿𝑒

(𝑀𝑎, ℎ, 𝛿𝑒, 𝐶𝑜𝐺)
𝐶𝑛 =𝐶𝑛𝛽 (𝑀𝑎, ℎ, 𝛽, 𝐶𝑜𝐺) + 𝐶𝑛𝑝 (𝑀𝑎, ℎ, 𝑝, 𝐶𝑜𝐺) + 𝐶𝑛𝑟 (𝑀𝑎, ℎ, 𝑟, 𝐶𝑜𝐺)+

+ 𝐶𝑛𝛿𝑎 (𝑀𝑎, ℎ, 𝛿𝑎, 𝐶𝑜𝐺) + 𝐶𝑛𝛿𝑟 (𝑀𝑎, ℎ, 𝛿𝑟 , 𝐶𝑜𝐺)

(1)

The total aerodynamic forces and moments are calculated as:
𝐹𝑥𝑎

𝐹𝑦𝑎

𝐹𝑧𝑎

 = 𝑞𝑆

𝐶𝑥

𝐶𝑦

𝐶𝑧



𝑀𝑥𝑎

𝑀𝑦𝑎

𝑀𝑧𝑎

 = 𝑞𝑆

𝑏𝐶𝑙

𝑐𝐶𝑚

𝑏𝐶𝑛

 (2)

where 𝑞 = 1/2𝜌𝑉2 is the dynamic pressure. Moreover, the propulsion and gravity forces are added to get the overall
force acting on the aircraft. Additionally, the thrust contribution to the moments is also considered, since the engines are
displaced from the CoG, as mentioned in section II.A.

2. Equations of Motion
The EoM are derived in a tensor-based formulation, which is highly advantageous to generalize the equations and

to project these into the desired coordinate system. This is possible because tensors hold the physical characteristics
and remain unaffected by the choice of a coordinate system. The derivation of the EoM are based on [31]. In terms
of notation, scalars (zeroth-order tensors) are represented by lower-case characters, vectors (first-order tensors) are
represented by bold lower-case characters, and tensors (second-order tensors) by bold upper-case characters.

The 6 degree of freedom simulation is implemented assuming a flat Earth model and allows to fully model the three
translational and angular accelerations, velocities, and positions from the forces and moments acting on the system. The
simulation supposes in-atmosphere and near-Earth flight, the North-East-Down (NED) reference frame is used, and
both the mass and CoG location are assumed constant. The EoM are implemented and can be sub-categorized into four
main parts, namely attitude and translational dynamics and attitude and translational kinematics. These are briefly
explained in the current subsection.

Attitude Dynamics
Attitude dynamics formulate the attitude equations, which are governed by Euler’s law. It states that the time rate

of change of angular momentum is equal to the moments applied externally, 𝒎𝐵. By expressing 𝐷𝐸 , the rotational
derivative in the Earth frame E, in the body frame B with Euler’s transformation and applying the chain rule, the
following expression is obtained:

𝐷𝐸
(
𝑰𝐵𝐵𝝎

𝐵𝐸
)
= 𝒎𝐵 ⇔ 𝐷𝐵 𝑰𝐵𝐵︸︷︷︸

= 0 for a rigid body

𝝎𝐵𝐸 + 𝑰𝐵𝐵𝐷
𝐵𝝎𝐵𝐸 +𝛀𝐵𝐸 𝑰𝐵𝐵𝝎

𝐵𝐸 = 𝒎𝐵, (3)

where 𝑰𝐵𝐵 is the moment of inertia of the aircraft body frame B referred to the center of mass (CoM) B and 𝐷𝐵 is the
rotational derivative in frame B. Additionally, 𝝎𝐵𝐸 and 𝛀𝐵𝐸 are represented in Eq. (4).

[
𝜔𝐵𝐸

]𝐵
=


𝑝

𝑞

𝑟

 and
[
Ω𝐵𝐸

]𝐵
=


0 −𝑟 𝑞

𝑟 0 −𝑝
−𝑞 𝑝 0

 . (4)

Lastly, Eq. (3) is projected into the body coordinate system, resulting in Eq. (5).[
d𝜔𝐵𝐸

𝑑𝑡

]𝐵
=

( [
𝐼𝐵𝐵

]𝐵)−1 (
−
[
Ω𝐵𝐸

]𝐵 [
𝐼𝐵𝐵

]𝐵 [
𝜔𝐵𝐸

]𝐵
+
[
𝑚𝐵

]𝐵)
, (5)
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Translational Dynamics
Moreover, the translational dynamics are derived from Newton’s second law with respect to the inertial frame which,

for the flat-Earth assumption, leads to:

𝑚𝐷 𝐼𝒗𝐼𝐵 = 𝒇 𝑎,𝑝 + 𝑚𝒈 ⇐⇒ 𝑚𝐷𝐸𝒗𝐸𝐵 = 𝒇 𝑎,𝑝 + 𝑚𝒈, (6)

where m is the aircraft mass, 𝒗𝐼
𝐵

(= 𝒗𝐸
𝐵

) is the velocity of the vehicle CoM in frame B wrt the inertial frame I (which
is assumed to be earth frame E), 𝒇 𝑎,𝑝 are the subjected aerodynamic and propulsion forces, and 𝒈 is the gravity
term. Although in [31] the body frame was the chosen coordinate system, the wind frame coordinate system is the
most adequate since the relevant states (𝑉 and 𝛼) can be directly used in the linearization without recurring to any
approximations. This derivation in the wind framework was conducted in [32]. The most important steps are described.
To begin with, by employing the Euler transformation twice, Eq. (6) was transformed to the wind frame W:

𝑚

(
𝐷𝑊𝒗𝐸𝐵 +𝛀𝑊𝐵𝒗𝐸𝐵

)
+𝑚𝛀𝐵𝐸𝒗𝐸𝐵 = 𝒇 𝑎,𝑝 + 𝑚𝒈, (7)

All terms are transformed into the coordinate system ]𝑊 and the unknown body rates and forces in the wind
coordinate system are transformed into known representations, as detailed in the under-brace descriptions:

𝑚

[d𝑣𝐸
𝐵

𝑑𝑡

]𝑊
+𝑚

[
Ω𝑊𝐵

]𝑊 [
𝑣𝐸𝐵

]𝑊
+𝑚

[
Ω𝐵𝐸

]𝑊︸    ︷︷    ︸
[𝑇 ]𝑊𝐵

[
Ω𝐵𝐸

]𝐵
[𝑇̄ ]𝑊𝐵

[
𝑣𝐸𝐵

]𝑊
=

[
𝑓𝑎,𝑝

]𝑊︸    ︷︷    ︸
[𝑇 ]𝑊𝐵

[
𝑓𝑎,𝑝

]𝐵+𝑚 [𝑔]𝑊︸︷︷︸
[𝑇 ]𝐵𝐿 [𝑔]𝐿

, (8)

where
[

d𝑣𝐸
𝐵

𝑑𝑡

]𝑊
corresponds to the change in velocity of the aircraft body wrt Earth in the wind axis,

[
Ω𝑊𝐵

]𝑊 represents
the angular rates of the wind to the body frames in the wind coordinate system, and [𝑇]𝑊𝐵 is the transformation matrix
from the body to the wind coordinate systems. The skew-symmetric tensor

[
Ω𝑊𝐵

]𝑊 is dictated by the derivatives ¤𝛼
and ¤𝛽. Thus, the expression was solved for ¤𝑉, ¤𝛼, and ¤𝛽, concluding the derivation of the most important steps of the
translational dynamics. It should be noted that zero wind conditions are assumed.

Attitude Kinematics
Furthermore, the body attitudes are retrieved from the body rates using the transformation matrix between the Euler

angles and the body frame, as derived in [31]:
¤𝜙
¤𝜃
¤𝜓

 =

1 sin 𝜙 tan 𝜃 cos 𝜙 tan 𝜃
0 cos 𝜙 − sin 𝜙
0 sin 𝜙 cos 𝜃 cos 𝜙/cos 𝜃



𝑝

𝑞

𝑟

 (9)

Translational Kinematics
The location of the aircraft’s CoM in frame B wrt an Earth reference point E, 𝑠𝐵𝐸 , is obtained by integrating twice

the differential equations of the velocity vector (Translational Dynamics subsystem output), which are described as:

¤𝑢 = ¤𝑉 cos𝛼 cos 𝛽 −𝑉 ¤𝛼 cos 𝛽 sin𝛼 −𝑉 ¤𝛽 cos𝛼 sin 𝛽
¤𝑣 = ¤𝑉 sin 𝛽 +𝑉 ¤𝛽 cos 𝛽
¤𝑤 = ¤𝑉 cos 𝛽 sin𝛼 +𝑉 ¤𝛼 cos𝛼 cos 𝛽 −𝑉 ¤𝛽 sin𝛼 sin 𝛽

(10)

Hence,
[
𝐷𝐸 𝑠𝐵𝐸

]
=

[
𝑣𝐸
𝐵

]
. Furthermore, the integration was carried out in the local-level coordinate system, ]𝐿 , as

expressed in Eq. (11). [d𝑠𝐵𝐸
𝑑𝑡

]𝐿
=

[
𝑇

]𝐵𝐿 [
𝑣𝐸𝐵

]𝐵
(11)

The six first-order differential equations that are fundamental to the motion of the aircraft with the Earth as the
inertial reference frame are, now, completely obtained.
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3. Actuator Dynamics
The Flying V possesses several elevons on the trailing edges. As the control surface sizing is still under development,

the aerodynamic data used in the simulation accounts for a single elevon on each side that functions both as an elevator
and an aileron. Additionally, there is also a rudder located on each side of the wing’s back. In terms of aerodynamic
data, the contributions of both rudders are presented as a single one. These control surfaces are modeled by a first order
linear system with a time constant of 0.07 seconds and complemented with position and rate saturations.

4. Sensors
For the normal acceleration measurement, an inertial measurement unit (IMU) is used. However, in case it is

displaced from the CoM, additional corrections need to be taken into consideration. This transformation was addressed
by Grubin and, thus, it carries his name [31] (see Eq. (12)). It describes the relation between the sensor acceleration,
𝑎𝐵𝑠

, and the acceleration of the body in the CoM, 𝑎𝐵, wrt an inertial frame point 𝐼. Additionally, 𝒔𝐵𝐵𝑠
corresponds to

the position vector from the sensor to the CoM.

𝒂𝐼𝐵𝑠
= 𝒂𝐼𝐵 −

(
𝐷 𝐼𝛀𝐵𝐼 𝒔𝐵𝐵𝑠︸         ︷︷         ︸

angular acceleration

+ 𝛀𝐵𝐼𝛀𝐵𝐼 𝒔𝐵𝐵𝑠︸           ︷︷           ︸
centrifugal acceleration

)
(12)

Nonetheless, it is important to note that the accelerometer is a specific force measuring device [33]. Therefore, the
magnitude of the true force acting on the accelerometer is equal to the accelerometer weight and has a negative direction
to the gravity vector derived from the reaction of the surface where it is applied [33]. Moreover, conventionally, the load
factor, 𝑛𝑧 , should have the opposite sign of the normal acceleration and, in the steady wings-level condition, it should
measure +1 g-unit. Thus, to compute 𝑛𝑧 , the standard gravity compensation factor ([𝑇]𝐵𝐿 [𝑔]𝐿) is subtracted from the
acceleration value and the expression is multiplied by −1/𝑔0. Additionally, since a 𝐶∗ control law will be designed
(please refer to section III), the value of 𝑛𝑧 also needs to be captured in the PS. Hence, Grubin’s transformation can be
applied analogously, where 𝐵𝑟 and 𝐵 correspond to the accelerometer and the PS positions, respectively.

Furthermore, the choice of sensors location plays an integral role in the aircraft design since the IMU detects not only
the rigid-body motion but also higher frequency signal content. These create unstable structural coupling characteristics
if passed through the FCS [34]. Although no aero-elasticity effects are considered, the location of the sensor was defined
to be slightly in front of the instantaneous centre of rotation (ICR). This location is assumed to have limited sensitivity
to structural coupling and other high frequency (HF) sources and avoids non-minimum phase (NMP) behaviours. The
ICR locations for several flight conditions were calculated, resulting in the placement of the sensor at a distance of 7.2
meters from the CoG, towards the nose. A more in-depth investigation should be conducted for the Flying V.

C. Trimming and Linearization

1. Trimming Methodology
The accuracy of the linearized model is highly dependent on the accuracy of the trimming, provided that the linear

approximations describe small perturbations around a certain trim condition. The trimming procedure computed the
equilibrium points around an imposed condition 𝝆(𝑡) = 𝝆̄ = [𝑀̄𝑎 ℎ̄]𝑇 to zero out the forces and moments contribution
of the body and control surfaces. The EoM can be represented in a general parameter-dependent form as:{

¤x(𝑡) = f𝑥 [x(𝑡), u(𝑡), 𝝆(𝑡)], 𝑡 ∈ ℜ+
y(𝑡) = f𝑦 [x(𝑡), u(𝑡), 𝝆(𝑡)]

(13)

where x = [𝑝 𝑞 𝑟 𝜙 𝜃 𝜓 𝑉 𝛼 𝛽 𝑥𝐿 𝑦𝐿 𝑧𝐿]𝑇 represents the state vector, u = [𝑇 𝛿𝑎 𝛿𝑒 𝛿𝑟 ]𝑇 is the control input vector, and
y = [𝑛𝑥 𝑛𝑦 𝑛𝑧 𝑝 𝑞 𝑟]𝑇 is the output vector. The aircraft is in equilibrium if ¤x(𝑡) Δ

= 0. Solving this condition assumes
that there are as many algebraic equations as unknown variables, which is not the case.

Thus, it is fundamental to address which variables can be chosen independently and what constraints exist on the
remaining state and control variables. Firstly, the control variables (thrust and control surface deflections) must be
adjusted by the trimming algorithm. Secondly, the NED altitude can be predefined, since the trimming flight conditions
depend on this state and the Mach number. The other two position states are not relevant. Additionally, for steady
wings-level flight, we can consider that the roll angle, 𝜙, and the angular rates, 𝑝, 𝑞, 𝑟, are null. The yaw angle, 𝜓,
can be specified freely. Nonetheless, the sideslip angle, 𝛽, must be adjusted by the algorithm, in case a side force
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has to be counteracted. Hence, only the states 𝑉, 𝛼, and 𝜃 remain to be considered. However, the first two states are
interrelated because of the lift through the dynamic pressure and the lift coefficient. Thus, 𝑉 is assumed as known and 𝛼
as not known. Therefore, the unknown variables are: 𝜃, 𝛼, 𝛽, 𝛿𝑎, 𝛿𝑒, 𝛿𝑟 , and the thrust, which accounts for 7 variables.
However, from the forces and moments equations, only six variables can be found. Hence, an output constraint of zero
is imposed on the flight path angle, 𝛾. Given that 𝛾 = 𝜃 − 𝛼, the number of variables to be trimmed by the procedure is
adequate. This information is summarized in Table 2. [33]

Table 2 Trimming object specifications.

States Steady State Known States Steady State Known Inputs Known Outputs Known
𝑝 ✓ ✓ 𝑉 ✓ ✓ 𝑇 ✗ 𝛾 ✓

𝑞 ✓ ✓ 𝛼 ✓ ✗ 𝛿𝑎 ✗

𝑟 ✓ ✓ 𝛽 ✓ ✗ 𝛿𝑒 ✗

𝜙 ✓ ✓ 𝑥𝐿 ✗ ✓ 𝛿𝑟 ✗

𝜃 ✓ ✗ 𝑦𝐿 ✓ ✓

𝜓 ✓ ✓ 𝑧𝐿 ✓ ✓

2. Linearization
The linearization procedure involves the approximation of the nonlinear dynamics around the trim points. Thus, for

each flight condition, there is a State Space (SS) representation of the form:

¤𝑥𝛿 (𝑡) ≈ 𝐴𝑥𝛿 (𝑡) + 𝐵𝑢𝑢𝛿 (𝑡)
𝑦 𝛿 (𝑡) ≈ 𝐶𝑦𝑥𝛿 (𝑡) + 𝐷𝑦𝑢𝑢𝛿 (𝑡),

(14)

where the quantities 𝑥𝛿 (𝑡) ≈ 𝑥(𝑡) − 𝑥 and 𝑢𝛿 (𝑡) ≈ 𝑢(𝑡) − 𝑢̄ approximate deviations from the operating point. The higher
order terms are assumed to be zero and, by abuse of notation, the 𝛿 will be omitted when referring to the SS models.
Additionally, from the complete linearized SS model, the appropriate rows and columns were selected to obtain the SP
SS approximation.

III. Flight Control System Design

A. Open Loop Model
A single flight condition is used for the nominal FCS design. The operating point with a Mach number of 0.5 and an

altitude of 5450 meters is chosen, which is located around the middle of the flight envelope provided. The aircraft’s
linearized SP dynamics, 𝐺𝑆𝑃 (𝑠), around this trim point are represented in Eq. (15). The open loop design model 𝐺 (𝑠)
is obtained by augmenting the 𝐺𝑆𝑃 with the first order actuator model of the elevator, 𝐺 𝛿𝑒 (𝑠) (see Fig. 3 and section
II.B.3). [

¤𝛼
¤𝑞

]
=

[
−0.601 0.974
−1.154 −0.748

]
︸                   ︷︷                   ︸

𝐴𝑆𝑃

[
𝛼

𝑞

]
+
[
−0.141
−3.198

]
︸     ︷︷     ︸

𝐵𝑆𝑃

𝛿𝑒 ,

[
𝑛𝑧

𝑞

]
=

[
9.655 0.4222

0 1

]
︸                ︷︷                ︸

𝐶𝑆𝑃

[
𝛼

𝑞

]
+
[
2.3
0

]
︸︷︷︸
𝐷𝑆𝑃

𝛿𝑒
(15)

𝐺𝑆𝑃 (𝑠)
𝛿𝑒

𝐺 𝛿𝑒 (𝑠)
𝛿𝑒 𝑐𝑚𝑑 𝑛𝑧 , 𝑞

𝐺 (𝑠)

Fig. 3 Augmented open loop model, 𝐺 (𝑠).
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B. Design Requirements
It is fundamental to outline the goals to adequately define its design. These ensure safety and reliability of the

aircraft operation by encompassing a range of critical considerations. The following specifications are considered:
(R1) Disturbance rejection at the plant input and output.
(R2) Sensor noise attenuation at the plant input and output.
(R3) Control effort reduction.
(R4) Ideal minimum classical stability gain margins (GM) and phase margins (PM) of 6 dB and 45◦, respectively,

for all broken loops in the plant input and outputs (soft constraint). This specification is defined as for military
standards [35] which, consequently, ensures that the civil ones are also met [36].

(R5) Robustness guarantees in terms of disturbance rejection and of sensor noise and control effort attenuation in
the presence of independent parametric uncertainties in the aerodynamic coefficients, varied across the range
of ±30%. Stability margins shall not degrade by more than 50% of the requirements imposed in R4 in the
presence of said uncertainty.

(R6) Predicted HQ within Level 1.
A fundamental control law design objective, as highlighted in requirement R6, is to achieve desirable and consistent

flying qualities, even in the presence of disturbances and uncertainties. The goal is to achieve Level 1 in the Cooper-
Harper Rating Scale when the controller is implemented and simulated by test pilots. For that, predicted HQ are
examined. The criteria used consist of Gibson’s dropback criteria (pitch rate overshoot and pitch attitude dropback)
in combination with the attitude and flight path bandwidth criteria. Thus, a reference model is necessary for model
following design. It is defined as a second order, as represented in Eq. (16).

𝑇𝑟𝑒 𝑓 (𝑠) =
𝐶∗
𝑟𝑒 𝑓

(𝑠)
𝑟 (𝑠) =

𝐾𝑛𝑢𝑚 (𝑠 + 𝑧𝑟𝑒 𝑓 )
𝑠2 + 2𝜉𝑟𝑒 𝑓𝜔𝑟𝑒 𝑓 𝑠 + 𝜔2

𝑟𝑒 𝑓

(16)

Here, 𝑟 corresponds to the pilot stick input signal. Taking into consideration the requirements for Class III aircraft
and Category B flight phase, adequate values were selected for the SP frequency, damping, and numerator time constant
[37]. Thus, to minimize control surface activity [38], the desired natural frequency was set to 𝜔𝑟𝑒 𝑓 = 1.4 rad/s, which is
similar to the nominal bare airframe value (𝜔𝑆𝑃 = 1.25 rad/s) in the condition that will be evaluated (Ma = 0.5, h =
5450 meters). Additionally, defining the desired damping ratio as 𝜉 = 0.75 and the numerator 𝑧𝑟𝑒 𝑓 = 1.2, yields Level 1
performance in the selected HQ criteria. So that 𝑇𝑟𝑒 𝑓 has unitary static gain, 𝐾𝑛𝑢𝑚 = 1.6333 was selected. For this
specification, a feedforward controller is used to enhance reference tracking capabilities.

C. FCS Design Configuration

1. Digital FCS
Control laws are implemented with digital FBW. There are several ways to approach digital control design. One

option is to design a continuous time (CT) controller, which already takes into consideration some properties of the
sampling process and computation delays in the synthesis [33]. The discrete time (DT) version of this controller yields
a digital control system that performs satisfactorily under the considered sample period and digital system properties.
Thus, this procedure, which is known as modified CT controller design, is used in the current research.

A general digital control scheme is represented in Fig. 4. The plant𝐺 (𝑠) is continuous and𝐶 (𝑧) is a digital controller,
where 𝑠 and 𝑧 correspond, respectively, to the Laplace and Z-transform variables. Additionally, the Zero-Order Hold
(ZOH) corresponds to a Digital-to-Analog (D/A) converter and the samplers are Analog-to-Digital (A/D) converters
with a sampling time 𝑇𝑠 . These take the samples 𝑦𝑘 = 𝑦(𝑘𝑇𝑠) and 𝑟𝑘 = 𝑟 (𝑘𝑇𝑠) of the output 𝑦(𝑡) and 𝑟 (𝑡), respectively,
which are fed into the controller 𝐶 (𝑧). Furthermore, given that in the design of the CT controller, effects of the sampling
and aliasing, computational delays and hold devices are considered, these are detailed in the current section. [33]

ZOH 𝐺 (𝑠)
𝑒𝑘

𝐶 (𝑧)
𝑢𝑘 𝑢(𝑡) 𝑦(𝑡) 𝑇𝑠

−

𝑟𝑘𝑟 (𝑡) 𝑇𝑠

Fig. 4 General configuration of a digital controller. Based on [33].
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To begin with, aliasing yields poor signal reconstruction, which might result in the misinterpretation of HF signals as
LF signals [33]. To ensure aliasing does not occur, the sampling frequency 𝜔𝑠 should be greater than twice the highest
frequency appearing in the CT signal. Nonetheless, the measurement noise also appears in the closed loop system and
may not be band-limited. Thus, a low-pass anti-aliasing filter is implemented after the measuring devices and before the
samplers to prevent HF measurement noise being aliased down to lower frequencies that are within the plant bandwidth.

Moreover, it is assumed that the flight control computer runs at a sampling rate, 𝑓𝑠, of 80 Hz, which is adopted in
existing design studies [39]. Therefore, the sampling time, 𝑇𝑠 , sampling frequency, 𝜔𝑠 , and Nyquist frequency, 𝜔𝑁 are:

𝑇𝑠 =
1
𝑓𝑠

= 0.0125(𝑠) 𝜔𝑠 = 2𝜋 𝑓𝑠 = 502.65(𝑟𝑎𝑑/𝑠) 𝜔𝑁 =
𝜔𝑠

2
= 251.33(𝑟𝑎𝑑/𝑠) (17)

Furthermore, the cutoff frequency of the anti-aliasing filter, 𝜔𝑎, should be selected as a value lower than 𝜔𝑁 , in
order to guarantee good attenuation beyond this frequency [33]. Thus, it was defined as in Eq. (18).

𝐺𝑎 (𝑠) =
𝜔𝑎

𝑠 + 𝜔𝑎
, where 𝜔𝑎 = 150 (rad/s) (18)

Additionally, a computational delay of a full cycle is considered. Therefore, the variables read at 𝑡𝑘 are used to
compute the control signal applied at time 𝑡𝑘+1. The computational delay of 𝑇𝑠 has the following transfer function:

𝐺𝑐𝑜𝑚𝑝 (𝑠) = 𝑒−𝑠𝑇𝑠 , (19)

where the magnitude is unitary and the phase is −𝜔𝑇𝑠 radians. Nonetheless, given that the transfer function is not
rational, Padé approximations of the exponential term are used to match the first few terms of the Taylor series expansion.

Lastly, the D/A device, implemented as a ZOH, reconstructs the plant control input 𝑢(𝑡) from the samples 𝑢𝑘 . It has
the working principle shown in Eq. (20). The expression in Eq. (21) is, therefore, the approximation with Padé terms.

𝑢(𝑡) = 𝑢(𝑘𝑇𝑠) = 𝑢𝑘 , 𝑘𝑇𝑠 ≤ 𝑡 ≤ (𝑘 + 1)𝑇𝑠 (20)

𝐺0 (𝑠) =
1 − 𝑒−𝑠𝑇𝑠
𝑠𝑇𝑠

(21)

2. C∗ Longitudinal Control Law
In the 1960’s, the C∗ parameter was first introduced by Boeing [40] [41]. Although not completely successful [42],

the parameter led to the creation of the C∗ response, which is now frequently used in commercial aviation industry as a
flight control law, with variations of it being flown by different manufacturers [38]. Furthermore, although not the pure
C∗, several fighter aircraft, like the Lockheed Martin’s F-16 and F-18 [41], have been reported to use a law of similar
kind. In fact, C∗ controllers sometimes cover any combination of the 𝑛𝑧 and 𝑞 signals. These are usually referred to as
"C∗-like" approaches.

The pure C∗ signal is defined as a normalized sum of the pitch rate and normal acceleration at the pilot station. It
is asserted that the pilots respond to a combination of these two signals, whose ratio varies according to the natural
variations of the aircraft response [41]. The normal acceleration cues are intensified at higher velocities (where slight
pitching produces large 𝑛𝑧 changes), whereas the pitch rate cues are more predominant in lower velocities. Thus, a
constant ratio was defined, where the relative contributions of 𝑛𝑧 and 𝑞 would automatically change based on the
velocity, as a consequence of the inherent characteristics of their transfer function. Therefore, C∗ is described as:

𝐶∗ = 𝑛𝑧 +
𝑉𝐶𝑂

𝑔
𝑞, (22)

where 𝑔 corresponds to the standard gravity and 𝑉𝐶𝑂 corresponds to the crossover velocity, where both cues would
translate into equal pilot sensation. This velocity is defined to be 400 feet per second (≈ 122 m/s). Therefore, the ratio is
approximately equal to 12.4. This control law is followed in several publications, including [43]. Moreover, in the
controller design conducted in [44], this parameter is in the feedback loop with an additional proportional gain in the
pitch rate channel, which increases the damping of the SP. In [45], a proportional gain in the angle of attack signal is
included in addition to the ones used in the previous formulation.
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3. Signal-based H∞ Synthesis - Control Layout & FCS Setup
As mentioned in section III.C.2, several configurations of the FCS are possible when using C∗ or C∗-like approaches.

This means that the integral action can be applied in the 𝑛𝑧 signal, in 𝑞, or C∗. The pure C∗ configuration is chosen to
have a balanced disturbance rejection at LF in the signals 𝑞 and 𝑛𝑧 , while also yielding good disturbance rejection in C∗.

Additionally, although many procedures compute the C∗ parameter with 𝑛𝑧 measured at the PS because this signal
is a reflection of how the pilot experiences the aircraft’s dynamic response, this should be more closely examined.
The performance signal, which is used to track a certain reference, is defined to be the C∗ parameter at the PS (i.e.
C∗
𝑃𝑆

) because it is highly related to the motions the pilots feel. However, the feedback signal, which is fundamental to
providing the system robustness properties, can be a different one. It needs to be considered that:

𝑛𝑧𝑃𝑆
= 𝑛𝑧𝐼𝑀𝑈

+ ¤𝑞(𝑥𝐼𝑀𝑈→𝐶𝑜𝐺 + 𝑥𝑎)
𝑔0

, (23)

where 𝑛𝑧𝑃𝑆
and 𝑛𝑧𝐼𝑀𝑈

are the load factors measured at the CoG and IMU, respectively. The term 𝑥𝐼𝑀𝑈→𝐶𝑜𝐺 corresponds
to the distance from the IMU to the CoG location and 𝑥𝑎 is equal to the distance between the CoG and the PS. Thus, it is
decided to feedback the C∗ signal with the 𝑛𝑧 measured at the IMU (i.e. C∗

𝐼𝑀𝑈
) because open loop roll-off is desired at

HF to be less sensitive to structural and other sources of HF dynamics. This can be successfully achieved by not having
a large derivative term in the 𝑛𝑧 measurements which arises due to ¤𝑞.

Figure 5 portrays the FCS configuration where, as discussed, the integral action is applied in the C∗
𝐼𝑀𝑈

signal.
Additionally, the feedback controller 𝐶𝐹𝐵 provides robustness, while the feedforward controller 𝐶𝐹𝐹 improves the
tracking performance. Moreover, given that the SP damping ratio for the defined flight condition is 𝜉𝑆𝑃 ≈ 0.54, a SAS
is implemented with a feedback gain on the pitch rate channel, 𝐶𝑞 . The gain 𝐾𝑞 = 12.4 corresponds to 𝑉𝐶𝑂/𝑔 (see
Eq. (22)). Moreover, given the digital system properties, the configuration of the system used for the design is adapted
to take into account the effects of aliasing, computational delays and hold devices, as it is also observed in Fig. 5.

The inputs and outputs that are used for the control design are shown in Fig. 5 and Fig. 6. These are used to define
the transfer functions that are consequently shaped via the tuning knobs of the optimization, the weighting filters. This
is, therefore, a signal-based H∞ design. The performance signals correspond to 𝑢, 𝑢𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 , 𝑢𝑝 , 𝑦𝐼𝑀𝑈 , 𝑦𝑃𝑆 , 𝑒𝑟𝑒 𝑓 , and
𝑦𝑛𝑜𝑖𝑠𝑒. The input signals involve 𝑑𝑖 , 𝑑𝑜, 𝑛, 𝑟, and 𝑟𝑖𝑛𝑛𝑒𝑟 . Additionally, the sensors introduce noise at the plant output
signals 𝑛𝑧 and 𝑞 and, as observed in Fig. 6, the plant is constituted by the actuator dynamics, the SP model, and the
output disturbance model 𝐺𝑑 (𝑠), which mimics an 𝛼 gust, 𝛼𝑔. To obtain 𝐺𝑑 , the input matrix of the SP model 𝐺𝑆𝑃 (𝑠)
(see Eq. (15)) was expanded as shown in Eq. (24), where it is assumed that 𝛼𝑔 has the same aerodynamic effect as the

𝑑𝑖
𝛿𝑒 𝑐𝑚𝑑 = 𝑢 𝑢𝑝 𝑑𝑜

𝑛

FCS

Anti-Alias
Filter

𝑟

Reference
Tracking

𝑢𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝜎(𝐺)

Sensors

𝐺 (𝑠)

𝑟
𝐶𝐹𝐹 (𝑠) 𝐶𝐹𝐵 (𝑠)

𝐶𝑞

FCS

𝐾𝑞

𝐶∗
𝐼𝑀𝑈

ZOH Comp. Delay
𝛿𝑒 𝑐𝑚𝑑𝑟𝑖𝑛𝑛𝑒𝑟

𝑦𝑛𝑜𝑖𝑠𝑒

𝑞𝑚𝑒𝑎𝑠

𝑛𝑧𝑚𝑒𝑎𝑠

Fig. 5 FCS set up for the structured modified CT controller design.
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Reference Tracking𝑑𝑖 𝑢𝑝

𝛿𝑒

𝐺𝑑 (𝑠)

𝑑𝑜

𝑛𝑧 , 𝑞, ¤𝑞

𝑟
𝑇𝑟𝑒 𝑓

𝐶∗
𝐼𝑀𝑈

𝑦𝐼𝑀𝑈

−

𝐶∗
𝑃𝑆

𝑒𝑟𝑒 𝑓

𝐶∗
𝑐𝑜𝑚𝑝𝑢𝑡𝑒

𝑦𝑃𝑆

𝐺𝑆𝑃 (𝑠)
𝛿𝑒 𝑐𝑚𝑑

𝐺 (𝑠)
𝐺 𝛿𝑒 (𝑠)

Fig. 6 Plant and reference tracking subsystems, which are expanded from Fig. 5.

variable 𝛼. Hence, 𝐺𝑑 is obtained by considering the transfer functions from 𝛼𝑔 to 𝑛𝑧 and 𝑞.[
¤𝛼
¤𝑞

]
=

[
𝑍𝛼 (ℎ, 𝑀𝑎) 𝑍𝑞 (ℎ, 𝑀𝑎)
𝑀𝛼 (ℎ, 𝑀𝑎) 𝑀𝑞 (ℎ, 𝑀𝑎)

] [
𝛼

𝑞

]
+
[
𝑍𝛿𝑒 (ℎ, 𝑀𝑎)
𝑀𝛿𝑒 (ℎ, 𝑀𝑎)

]
𝛿𝑒 −

[
𝑍𝛼 (ℎ, 𝑀𝑎)
𝑀𝛼 (ℎ, 𝑀𝑎)

]
𝛼𝑔 (24)

Furthermore, the reference tracking subsystem is used for the model following design, where the C∗ signals are
retrieved with no noise. It should be noted that the plant was augmented to also output ¤𝑞. This signal is fundamental to
compute the C∗

𝑃𝑆
parameter, given the transformation of 𝑛𝑧 (refer back to Eq. (23).)

D. Constraints & Weighting Filters Selection
Moreover, shaping the Gang of Six (Go6) transfer functions ensures that the system is robust against disturbances and

uncertainties. Other requirements are also achieved, namely noise attenuation, control signal reduction, and satisfactory
reference tracking. Hence, for this signal-based design, the weighting filters must be specified for the optimization, as
these impose the required constraints. The key aspects of their definition are discussed in this section.

1. 𝑆𝑜 & 𝑆𝑖 Constraints
To begin with, 𝑆𝑜, involves the rejection of the output disturbance 𝑑𝑜 at the system output 𝑦𝐼𝑀𝑈 . This constraint

involves the output sensitivity 𝑆𝑜 = (1 + 𝐿𝑜)−1. The LF gain must be reduced to improve the disturbance rejection and
ensure small steady state error. Using the appropriate WF𝑊𝑆𝑜 , the hard constraint is written as ∥𝑊𝑆𝑜𝑆𝑜 (𝑠)∥∞. The
transfer function 𝑆𝑜 is an increasing function until it reaches its peak, which is closely linked to the degradation of the
effectiveness of the attenuation and, thus, it is related to the minimum GM and PM. The peak cannot be avoided at MF
[46] and it is related to the closest distance to the critical point -1 in the complex plane. Its magnitude can be translated
into stability margins (SM) values as described by the disk margins (DM) expression below [47]:

𝛼𝑚𝑎𝑥 =
1



𝑆 + 𝜎−1

2






∞

(25)

The WF inverse is selected as a high pass filter, as represented in Fig. 7. Its LF and HF gains were, respectively,
selected as 𝑘

𝑆𝑜
= -50 dB and 𝑘𝑊𝑆𝑜

= 11.6 dB. The latter value was chosen as the lowest possible to reduce the MF peak
and, therefore, minimize the SM degradation. Furthermore, 𝑘

𝑆𝑜
= 0 dB at 𝜔

𝑆𝑜
= 0.2 rad/s. The higher this frequency

value is, the higher the range of effectiveness of the disturbance rejection and, hence, the performance of the system
when faced with output disturbances also improves.

Secondly, the input sensitivity constraint, 𝑆𝑖 = (1 + 𝐿𝑖)−1, involves the rejection of the input disturbance 𝑑𝑖 at
the plant input 𝑢𝑝. It should follow a similar tendency to 𝑆𝑜, with reduced LF gain, as portrayed in Fig. 8. Using
the appropriate WF𝑊𝑆𝑖 , the hard constraint is written as ∥𝑊𝑆𝑖𝑆𝑖 (𝑠)∥∞. Thus, 𝑘

𝑆𝑖
= -50 dB. Contrarily to the output

disturbances, 𝑑𝑖 is not modeled. This translates into the possibility to design a tighter filter for 𝑆𝑖 than for 𝑆𝑜, resulting
in 𝑘𝑆𝑖 = 9.69 dB, 𝑘

𝑆𝑖
= 0 dB, and 𝜔

𝑆𝑖
= 5.15 rad/s.
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𝑘
𝑆𝑜

𝑘𝑆𝑜

𝑊−1
𝑆𝑜

𝜔
𝑆𝑜

𝑘
𝑇𝑜

𝑘𝑇𝑜

𝜔
𝑇𝑜

𝑊−1
𝑇𝑜

𝜔

Fig. 7 Singular value shape for the
desired 𝑆𝑜 (blue) and 𝑇𝑜 (orange) functions.

𝑘
𝑆𝑖

𝑘𝑆𝑖

𝑊−1
𝑆𝑖

𝜔
𝑆𝑖

𝑘
𝑇𝑖

𝑘𝑇𝑖

𝜔
𝑇𝑖

𝑊−1
𝑇𝑖

𝜔

Fig. 8 Singular value shape for the
desired 𝑆𝑖 (blue) and 𝑇𝑖 (orange) functions.

2. 𝑇𝑖 & 𝑇𝑜 Constraints
The constraints associated with the complementary sensitivity functions at the input and output, 𝑇𝑖 and 𝑇𝑜, follow a

similar tendency. These are defined as the transfer functions from 𝑑𝑖 to the controller output 𝑢 and from 𝑟𝑖𝑛𝑛𝑒𝑟 to the
system output 𝑦𝐼𝑀𝑈 , respectively. At HF, 𝑇𝑜 contributes to noise attenuation and 𝑇𝑖 to control signal attenuation by
their low gain, which also imposes roll off in the open loops in this frequency range. Using the appropriate WF𝑊𝑇𝑖 and
𝑊𝑇𝑜 as presented in Fig. 7 and Fig. 8, respectively, the hard constraints are written as ∥𝑊𝑇𝑖𝑇𝑖 (𝑠)∥∞ and ∥𝑊𝑇𝑜𝑇𝑜 (𝑠)∥∞.
Hence, the desired low and high gain are selected equally for both transfer functions with 𝑘

𝑇
= 12.04 dB and 𝑘𝑇 = -80

dB, respectively. Furthermore, the crossover frequencies are selected as the lowest possible which correspond to values
of 𝜔

𝑇𝑖
= 23.4 rad/s and 𝜔

𝑇𝑜
= 6.4 rad/s. To improve the open loop roll off, a steeper slope is induced by increasing the

order of the filter to three.

3. 𝐾𝑆𝑜 Constraint
The transfer function from 𝑑𝑜 to 𝑢 defines 𝐾𝑆𝑜 and allows to impose control signal attenuation. At LF, the transfer

function is approximately equal to the inverse of the plant, and it is not dependent on the controller designer. To interpret
better the attenuation level requested at MF and HF, a scaling is used for the LF by multiplying 𝐾𝑆𝑜 with the dcgain of
the plant. Thus, the additional input to the system 𝑢𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 is created (see Fig. 5) to shape the transfer function 𝐾𝑆𝑜.
Using the appropriate WF𝑊𝐾𝑆𝑜 as represented in 9, the hard constraint is written as ∥𝑊𝐾𝑆𝑜𝐾𝑆𝑜 (𝑠)∥∞. Thus, 𝑘

𝐾𝑆𝑜
=

20 dB is selected as a high value because the transfer function should not be constrained at LF. At HF, the gain must be
reduced to impose noise attenuation and control signal attenuation. For that reason, 𝑘𝐾𝑆𝑜 = -100 dB. At 𝜔

𝐾𝑆𝑜
≈ 102

rad/s), an attenuation level of 𝑘
𝐾𝑆𝑜

= -30.5 dB is selected.

4. 𝑆𝑜𝐺 Constraint
The transfer function 𝑆𝑜𝐺 is selected from 𝑑𝑖 to 𝑦𝐼𝑀𝑈 and it is crucial to provide input disturbance rejection at the

system output. It involves the plant times output sensitivity function. Once again, since disturbances are LF signals, the
LF gain must be reduced. The hard constraint is written as ∥𝑊𝑆𝑜𝐺𝑆𝑜𝐺 (𝑠)∥∞. From the desired singular value shape of
𝑆𝑜𝐺 represented in Fig. 9, 𝑘

𝑆𝑜𝐺
= -50 dB and 𝑘𝑆𝑜𝐺 = 30 dB were defined. The latter value is not significant because at

HF the gain of 𝑆𝑜𝐺 is not relevant. At 𝜔
𝑆𝑜𝐺

= 10−2 rad/s, it is imposed 𝑘
𝑆𝑜𝐺

= -30.5 dB.

𝑘
𝐾𝑆𝑜

𝑘𝐾𝑆𝑜

𝜔
𝐾𝑆𝑜

𝑘
𝐾𝑆𝑜

𝑊−1
𝐾𝑆𝑜

𝜔
𝑆𝑜𝐺

𝑘
𝑆𝑜𝐺

𝑘𝑆𝑜𝐺

𝑘
𝑆𝑜𝐺,

𝑊−1
𝑆𝑜𝐺

𝜔

Fig. 9 Singular value shape for the
desired 𝑆𝑜𝐺 (blue) and 𝐾𝑆𝑜 (orange) functions.

𝑘
𝑆𝑖

𝑘𝑀

𝑊−1
𝑀

𝜔
𝑀 𝜔

Fig. 10 Singular value shape for the
desired 𝑀 function.
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5. 𝑀 Constraint
Reference tracking is also a key requirement. To fulfill it, a model matching constraint is defined (i.e. ∥𝑊𝑀𝑀 (𝑠)∥∞),

which imposes low gain at LF and MF. Moreover, the lower the gain at LF, the lower is the steady state error in the
response. The higher the bandwidth is, the better is the matching of the response with the ideal one imposed. However,
it is a trade-off between robustness and performance. If these characteristics are improved, the parameters for the
previously mentioned filters have to be worsened. A balance was achieved when considering 𝑘

𝑀
= -50 dB, 𝑘𝑀 = -4 dB,

𝑘
𝑀

= -23 dB, and 𝜔
𝑀

= 3.05 rad/s, considering the desired shape of 𝑀 depicted in 10.

6. Weighting Filters Conclusions & Optimization
The filters characteristics are summarized in Table 3. The expression in Eq. (26) concludes that defining the

weighting filters as the inverse of the desired shapes for each transfer function and having a 𝛾 lower or equal to unity
results in the satisfaction of the gain limitations imposed.

∥𝑊𝐶𝑖
(𝑠)𝐶𝑖 (𝑠)∥∞ < 𝛾 ⇐⇒ ∀𝜔 ∈ ℜ, |𝐶𝑖 ( 𝑗𝜔) | <

𝛾

|𝑊𝐶𝑖
( 𝑗𝜔) | , (26)

where𝑊𝐶 (𝑠) = [𝑊𝑆𝑜𝑊𝑆𝑖𝑊𝑇𝑖𝑊𝑇𝑜𝑊𝐾𝑆𝑜𝑊𝑆𝑜𝐺𝑊𝑀 ]𝑇 and 𝐶 (𝑠) = [𝑆𝑜 𝑆𝑖 𝑇𝑖 𝑇𝑜 𝐾𝑆𝑜 𝑆𝑜𝐺 𝑀]𝑇 .

Table 3 WF characteristics for the structured modified CT controller design.

𝑊−1
𝑆𝑜

𝑊−1
𝑆𝑖

𝑊−1
𝑇𝑖

𝑊−1
𝑇𝑜

𝑊−1
𝐾𝑆𝑜

𝑊−1
𝑆𝑜𝐺

𝑊−1
𝑀

𝑘 (dB) -50 -50 12.04 12.04 20 -50 -50
𝜔 (rad/s) 0.2 5.15 23.4 6.4 102 10−2 3.05
𝑘 (dB) 0 0 0 0 -13 -30.5 -23
𝑘 (dB) 11.6 9.69 -80 -80 -100 30 -4
Order 1 1 3 3 1 1 1

E. FCS Optimization Results
The optimization was conducted using the systune tool from the MATLAB® Control System Toolbox [48] in

combination with slTuner that interfaces a Simulink file that mimics the system configurations represented in Fig. 5
and Fig. 6. Therefore, multi-objective/multi-model design problems are handled and structured controller synthesis
is allowed. The performance levels for each of the constraints are, therefore, obtained and summarized in Table 4.
Additionally, the tool optimizes individually the tuning objectives, enabling a higher design flexibility. The optimization
results yield in seven performance levels, one for each transfer function constraint.

Table 4 Performance levels for each constraint for the structured modified CT controller design.

𝑆𝑜 𝑆𝑖 𝑇𝑖 𝑇𝑜 𝐾𝑆𝑜 𝑆𝑜𝐺 𝑀

𝛾 0.9981 0.9946 0.9915 0.9998 0.9900 0.9998 0.9998

The structures for the three tunable controllers were selected based on the result of a preliminary unstructured
synthesis which was conducted with the H∞ mixed sensitivity four block method. For that, the transfer functions 𝑆𝑜,
𝑆𝑜𝐺, 𝐾𝑆𝑜, and 𝑇𝑖 were shaped with WF. These four goals were optimized in a combined form resulting in the optimal
full-order controller. Consequently, a balanced truncation model order reduction analysis was conducted, where the
fundamental dynamics for the controller were identified. Additionally, the ideal feedforward controller was computed
based on 𝑇𝑟𝑒 𝑓 and on the closed loop transfer function. Given the outcome of this analysis in terms of the most suitable
controller structures, the structured optimization resulted in the controllers represented in Eq. (27).

𝐶𝐹𝐹 (𝑠) =
1.0674(𝑠 + 0.496)

𝑠 + 0.5307
𝐶𝐹𝐵 (𝑠) =

−0.36499
𝑠

𝐶𝑞 = −3.2555 (27)
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F. Multi-Model Extension
An extension to the previous modified CT controller is conducted which consists of the multi-model design. This

approach involves the development of a single controller that performs effectively across a grid of flight conditions.
Moreover, the methodology for the controller design is similar to the one conducted previously, where the setup is
the same as the one portrayed in Fig. 5. Nonetheless, for the current approach, a model array of state space models,
which are obtained for the different flight conditions is substituted into the 𝐺 (𝑠) model. Therefore, these models, whose
conditions are detailed in Table 5, are used to collectively design a controller that guarantees acceptable robustness and
performance over the entire set of conditions and that meets the requirements set in section III.B. The same input and
output channels are used as before in order to impose the Go6 and model matching hard constraints. Thus, multi-model
poses as an alternative option to gain-scheduling the entire flight envelope. Moreover, by accounting for variations in
the system dynamics, this approach ensures that the controller is robust to changes in the nominal operating conditions,
allowing for uncertainty in the altitude and speed of the aircraft.

Table 5 Flight conditions used for the multi-model modified CT controller design.

Model Name Mach (-) Altitude (m)
Ma06_h3250 0.6 3250
Ma06_h5450 0.6 5450
Ma06_h7650 0.6 7650
Ma05_h3250 0.5 3250
Ma05_h5450 0.5 5450
Ma05_h7650 0.5 7650
Ma04_h3250 0.4 3250
Ma04_h5450 0.4 5450

The weighting filters inverse follow the same tendency as before, although, in general, slightly worsened in terms of
crossover frequencies and HF gain limits. Table 6 summarizes the selected values for the WF. Moreover, with the filters
imposed, the performance levels obtained for each hard requirement are summarized in Table 7.

Table 6 Weighting filters characteristics for the multi-model modified CT structured controller design.

𝑊−1
𝑆𝑜

𝑊−1
𝑆𝑖

𝑊−1
𝑇𝑖

𝑊−1
𝑇𝑜

𝑊−1
𝐾𝑆𝑜

𝑊−1
𝑆𝑜𝐺

𝑊−1
𝑀

𝑘 (dB) -50 -50 12.04 12.04 30 -50 -40
𝜔 (rad/s) 0.19 3.7 25.88 8.84 2· 102 10−2 14.9
𝑘 (dB) 0 0 0 0 -28.5 -29.7 0
𝑘 (dB) 20 14.81 -80 -80 -100 30 12.04
Order 1 1 3 3 3 1 1

Table 7 Performance levels for each constraint for the multi-model modified CT structured controller design.

𝑆𝑜 𝑆𝑖 𝑇𝑖 𝑇𝑜 𝐾𝑆𝑜 𝑆𝑜𝐺 𝑀

𝛾 0.9987 0.9993 0.9992 0.9969 0.9969 0.9878 0.9992

Additionally, the controllers retrieved are represented in Eq. (28). The feedback and pitch rate controller structures
are the same as the ones imposed on the modified CT controller design. However, to be able to meet the performance
requirement in terms of model matching, the order of the feedforward controller was increased, becoming a second
order structure.

𝐶𝐹𝐹 (𝑠) =
0.69923(𝑠2 + 2.698𝑠 + 2.72)

𝑠2 + 1.928𝑠 + 1.921
𝐶𝐹𝐵 (𝑠) =

−0.35899
𝑠

𝐶𝑞 (𝑠) = −2.2247 (28)
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IV. Simulation Results & Analysis

A. Uncertainty Introduction
The control system is said to be robust if it is insensitive to mismatches between the actual aircraft and the model of

the system that is used to design the system. Thus, it is important to check robust stability by verifying if the system
remains stable for all plants in the uncertainty set. Additionally, it is also crucial to check robust performance, which
determines whether the performance specifications are met for all these plants. In this research, parametric uncertainty
is considered and it is applied to the aerodynamic coefficients. Therefore, it was decided to introduce up to 30%
uncertainty in the stability and control derivatives that affect the SP SS the most, which consist of 𝐶𝑧𝛼 , 𝐶𝑚𝛼

, 𝐶𝑚𝑞
, and

𝐶𝑚𝛿𝑒
. For each coefficient, 5 samples are taken and all of the combinations are tested, yielding 54 = 625 combinations.

B. Model Matching & Go6 Frequency Responses
For the control system analysis, the frequency response of the model matching constraint and the time domain step

response are illustrated in Fig. 11 and Fig. 12, respectively, for the nominal and the multi-model extension FCS.

(a) Model matching 𝑀 and its filter inverse. (b) Step response of the 𝑇𝑟𝑒 𝑓 and 𝑇𝑜𝑀 .

Fig. 11 Reference tracking performance, in terms of model matching frequency (Fig. 11a) and time responses
(Fig. 11b) for the uncertain and nominal models, with the modified CT structured controller. 𝑇𝑜𝑀 corresponds
to the transfer function from the reference 𝑟 to the signals to be tracked, C∗

𝑃𝑆
.
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(a) Model matching 𝑀 and its filter inverse.
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(b) Step responses of𝑇𝑟𝑒 𝑓 and𝑇𝑜𝑀 for each flight condition.

Fig. 12 Reference tracking performance, in terms of model matching frequency (Fig. 12a) and time responses
(Fig. 12b) for each flight condition. Obtained with the multi-model digital design.
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Additionally, the Go6 transfer functions are portrayed in Fig. 13. Moreover, for the analysis of the multi-model
extension, the open loops broken at the plant input, 𝛿𝑒𝑐𝑚𝑑

and at the output C∗
𝐼𝑀𝑈

are shown in Fig. 14 for each flight
condition.

(a) Sensitivity 𝑆𝑜 and its filter inverse,𝑊−1
𝑆𝑜

. (b) Sensitivity 𝑆𝑖 and its filter inverse,𝑊−1
𝑆𝑖

.

(c) Complementary sensitivity 𝑇𝑜 and its filter inverse,𝑊−1
𝑇𝑜

. (d) Complementary sensitivity 𝑇𝑖 and its filter inverse,𝑊−1
𝑇𝑖

.

(e) Control sensitivity 𝐾𝑆𝑜, 𝐾𝑆𝑜 scaled and its filter inverse,
𝑊−1
𝐾𝑆𝑜

. (f) 𝑆𝑜𝐺 and its filter inverse,𝑊−1
𝑆𝑜𝐺

.

Fig. 13 Singular Values of the Go6 closed loop trasnfer functions, namely of 𝑆𝑜 (13a), 𝑆𝑖 (13b), 𝑇𝑜 (13c), 𝑇𝑖 (13d),
𝐾𝑆𝑜 (13e), and 𝑆𝑜𝐺 (13f), with the associated weighting filters’ inverse for the uncertain and nominal models.
These concern the modified CT structured controller.
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(a) Open loop at the plant input, 𝐿𝑖 .
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(b) Open loop at the virtual plant output C∗
𝐼𝑀𝑈

, 𝐿𝑜𝐶∗ .

Fig. 14 Open loop singular values. Obtained with the multi-model digital design.

C. Stability Margins
Disk margins are a comprehensive measure of the robustness of the system since these consider concurrent

perturbations in the phase and gain of the system and, thus, extend the concept of classical gain and phase margins.
For five open loop locations, the DM and classical SM are computed and the results are shown for different scenarios.
Firstly, in Table 8 the results are summarized for the DT controller in the nominal case, whereas, in Table 9, the worst
case (WC) values are shown when uncertainty is added to the system. For the multi-model extension, the results for the
flight condition with the worst values for each open loop location are shown in Table 10. Moreover, to complement the
numerical evaluation the SM margins, the system’s open loops are visualized on Nichols charts for the DT controller
and superimposed with the WC DM region, which is shown in Fig. 15 for two open loop locations.

Table 8 Balanced disk and classical loop-at-a-time gain and phase margins for the DT controller.

Broken Loop
Disk Margins Classical Margins

DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant input ± 7.43 ± 43.96 17.92 48.03

Virtual plant output (C∗
𝐼𝑀𝑈

) ± 12.77 ± 64.10 16.93 64.20
Plant output (𝑛𝑧𝐼𝑀𝑈

) ± 16.38 ± 72.74 25.87 127.76
Plant output (𝑛𝑧𝐶𝑜𝐺

) ± 13.95 ± 67.32 17.04 125.07
Plant output (𝑞) ± 6.48 ± 39.23 13.62 43.42

Table 9 Worst case disk and classical loop-at-a-time gain and phase margins of the uncertain models. These
concern the DT controller.

Broken Loop
WC Disk Margins WC Classical Margins

DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant Input ± 6.04 ± 36.96 15.11 40.26

Virtual plant output (C∗
𝐼𝑀𝑈

) ± 10.05 ± 55.09 14.66 56.36
Plant output (𝑛𝑧𝐼𝑀𝑈

) ± 13.19 ± 65.30 17.25 122.10
Plant output (𝑛𝑧𝐶𝑜𝐺

) ± 11.45 ± 60.03 13.53 118.98
Plant output (𝑞) ± 5.13 ± 32.05 11.10 35.63
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Table 10 Worst case disk and classical loop-at-a-time stability margins for the multi-model controller imple-
mented in the digital configuration.

Broke Loop
Worst Case

Model Name
WC Disk Margins WC Classical Margins

WC DGM (dB) WC DPM (◦) WC GM (dB) WC PM (◦)
Plant input Ma06_h3250 ± 6.09 ± 37.25 5.82 40.62

Plant output (C∗
𝐼𝑀𝑈

) Ma05_h7650 ± 9.23 ± 51.89 13.91 55.00
Plant output (𝑛𝑧𝐼𝑀𝑈

) Ma06_h3250 ± 14.56 ± 68.81 22.29 109.72
Plant output (𝑛𝑧𝐶𝑜𝐺

) Ma06_h3250 ± 11.87 ± 61.40 14.00 105.15
Plant output (𝑞) Ma06_h3250 ± 5.03 ± 31.45 10.96 34.67

(a) Results obtained with the digital design. (b) Results obtained with the multi-model extension.

Fig. 15 Nichols chart and WC disk gain and phase region. Results shown for the nominal and uncertain obtained
with the digital control system. Figures 15a and 15b show the input and output open loop results, respectively.

D. Handling Qualities
The dynamic characteristics of the aircraft as perceived by the pilot are evaluated with three main criteria, namely

the attitude bandwidth, the pitch rate overshoot & pitch attitude dropback, and the flight path bandwidth.

1. Attitude Bandwidth
A measure of the handling qualities of an aircraft is its stability margin when operated in a CL compensatory task.

Therefore, the bandwidth frequency, 𝜔𝐵𝑊 𝜃
is referred to as the maximum frequency at which such CL tracking can

take place without threatening stability. Thus, it is defined as the highest frequency at which the PM is at least 45◦ and
the GM is at least 6 dB. Phase roll-off is also considered in the criteria and it is represented by a time delay, whose
parameter, 𝜏𝑝, can be obtained by the relation in Eq. (29) [49]. This expression is dependent on the neutral stability
frequency, 𝜔180. The results for the nominal and multi-model extension are portrayed in Fig. 16.

𝜏𝑝 =
ΔΦ2𝜔180

57.3(2𝜔180)
, (29)

2. Pitch Rate Overshoot & Pitch Attitude Dropback
Dropback is a measure of the mid-frequency response to attitude changes which, in excessive values, yield in pilot

complaints of abruptness and lack of precision in pitch control [49]. While the original definition is strongly influenced
by time delay [37], the definition proposed by Gibson [42] is unaffected by it. Since dropback is hypothesized as a
limit in excessive mid-frequencies abruptness, it is desirable to use a parameter that is not highly influenced by time
delay [49]. This parameter is already accounted for separately in the attitude bandwidth criterion. Thus, the definition
proposed by Gibson [42] is used in this research. Fig. 17 shows the results for the nominal and multi-model extension.
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3. Flight Path Bandwidth
The flight path response to pitch attitude change is also evaluated. The flight path bandwidth, 𝜔𝐵𝑊𝛾

, is defined as the
frequency at which the response of 𝛾 lags the cockpit control input by 135◦. The criteria is a function of this frequency
and of the pitch attitude bandwidth, 𝜔𝐵𝑊 𝜃

. Figure 18 shows the results for the nominal and multi-model extension.

0 1 2 3 4

Pitch Attitude Bandwidth, 
BW

 (rad/s)

0

0.05

0.1

0.15

0.2

0.25

0.3

P
h

a
s
e

 D
e
la

y
, 

p
 (

s
)

LEVEL 3 LEVEL 2 LEVEL 1

L1

L2

L3

Uncertain SS

Nominal SS

(a) Results obtained with the digital design.
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(b) Results obtained with the multi-model extension.

Fig. 16 Attitude bandwidth criteria limits, superimposed with the DT results in 16a and with the multi-model
results for all flight conditions in 16b.
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(a) Results obtained with the digital design.
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(b) Results obtained with the multi-model extension.

Fig. 17 Pitch rate overshoot and pitch attitude dropback criteria limits, superimposed with the DT results in
17a and with the multi-model results for all flight conditions in 17b.
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(a) Results obtained with the digital design.
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(b) Results obtained with the multi-model extension.

Fig. 18 Flight path bandwidth criteria limits, superimposed with the digital results in 18a and with the
multi-model results for all flight conditions in 18b.
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E. Time Domain Simulations
The FCS was implemented in the linear and nonlinear simulation model. To assess the system under realistic

operating conditions, output AoA gust disturbances, step input disturbances, and measurement noise were added to the
simulation. All disturbance and noise parameters used in the simulation are summarized in Table 11. The simulation
results are shown in Fig. 19, when a null reference tracking is given.

Table 11 Summary of disturbances and sensor noise parameters used in simulation.

Category Type / Signal Description Amplitude / Value Time Applied Additional Details
Output

disturbance
AoA gust

Gust 1 +3 deg t = [12,18] s
Modeled as 1-cos(𝛼), 6 second period

Gust 2 +7 deg t = [30,36] s
Input

disturbance
Step input

Step 1 +2 deg t = 6 s
Instantaneous step

Step 2 -3 deg t = 22 s

Noise
(white noise,

high-pass filtered)

𝑝, 𝑞, 𝑟
Variance 𝜎2 = 4 ·10−7 rad/s

t = 40 s
Values retrieved from [50].

To verify the contribution of noise independently,
this signal is only introduced at 𝑡 = 40𝑠.

Bias 3 ·10−5 rad/s

𝑛𝑥 , 𝑛𝑦 , 𝑛𝑧
Variance 𝜎2 = 1.5 ·10−5 g

Bias 2.5 ·10−3 g
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(c) Control signal, 𝛿𝑒.

Fig. 19 Nonlinear simulation with the nominal digital controller. Input and output disturbances, 𝛼 gusts, and
noise are introduced.

Furthermore, a reference following command is given to the system and the linear and nonlinear simulation results
are illustrated in Fig. 20. The nonlinear simulation results show that, toward the end of the simulation, the tracking
starts deviating from the given reference. The cause for this behavior is clearly shown in Fig. 21, where the flight
condition evolves to a region of the flight envelope where no valid aerodynamic data exists and which is further away
from the trim point around which the control law was optimized.
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Fig. 20 Nonlinear simulation with the nominal digital controller.
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Fig. 21 Flight condition evolution for the nonlinear simulation.

To evaluate the FCS multi-model extension in the time domain, the system is tested in 82 simulations. Figure 22
shows the Mach-altitude trajectories for all runs. Each simulation is initialized at a point on the boundary of the flight
envelope, indicated by red crosses. By applying a repetitive reference command, the envelope is systematically explored.
The blue lines depict the evolution of the flight conditions, showing that the full region is covered. A stopping command
is triggered whenever a trajectory exits the intended domain, and the blue arrows mark the end of each simulation. The
objective is to verify that, when implemented on the 6-DoF nonlinear model, the controlled system performs as intended
throughout the entire flight envelope. Figure 23 illustrates the time evolution of the C∗

𝑃𝑆
parameter for all 82 runs under

repetitive step inputs. The responses exhibit a consistent behavior across all flight conditions, which is expected and
desired given that a single reference model is used in the multi-model design, despite the significant differences in the
underlying dynamics at each flight point.

Fig. 22 Flight envelope and the Mach-altitude trajectory of 82 simulation runs on the 6 DoF model.

Fig. 23 C∗
𝑃𝑆

parameter response for the 82 simulation runs on the 6DoF, given a repetitive reference signal.
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V. Conclusion and Recommendations
This paper demonstrated the successful application of the signal-based H∞ framework to the longitudinal FCS design

of the Flying V concept aircraft, addressing a clear gap in prior flight control research dominated by inversion-based
methods. In this work, a pure C∗ control architecture was adopted, with integral action applied to the C∗ signal to
ensure balanced low frequency disturbance rejection in both pitch rate and normal acceleration signals. While C∗

tracking was defined at the pilot station to preserve pilot-perceived dynamics, feedback was based on the IMU measured
normal acceleration, yielding improved high frequency roll-off and reduced sensitivity to structural dynamics and
sensor noise. The resulting digital FCS structure combines robust feedback, feedforward model following, and pitch
rate stability augmentation controllers and it explicitly accounts for the digital implementation effects. Additionally,
the robustness and performance design requirements were formalized into frequency-domain design constraints and
enforced through appropriately shaped weighting filters, which serve as the tuning parameters of the optimization.
Moreover, a multi-model extension was also designed enabling that a single controller performs effectively across a grid
of flight conditions. By accounting for variations in the system dynamics, this approach ensures that the controller is
robust to changes in the nominal operating conditions, allowing for uncertainty in the altitude and speed of the aircraft.

Furthermore, the nominal and multi-model FCS were evaluated in the time and frequency domains and in linear and
nonlinear settings. Results demonstrated that the systems guaranteed noise attenuation, input and output disturbance
rejection, stability under parametric uncertainties, satisfactory stability margins, as well as compliance with Level 1 HQ.
Hence, by embedding robustness and HQ requirements directly into the synthesis process, the proposed C∗ longitudinal
control law provides a systematic and scalable alternative to existing approaches.

Future work should entail the addition of uncertainties on the mass, moment of inertia, and CoG location, for a more
comprehensive analysis, as well as the development of a lateral-directional control law. Additionally, gain-scheduling or
linear-parameter-varying approaches should be conducted to cover the flight envelope. Lastly, more extensive nonlinear
assessments and piloted simulation trials should be performed.
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