
Flying-V Modeling &
Robust Controller Design
Design of a C∗ Longitudinal Controller within the H∞ Signal-
Based Mixed Sensitivity Framework

Beatriz Pedroso

D
elf

t
Un

iv
er

sit
y

of
Te

ch
no

lo
gy





FLYING-V MODELING &
ROBUST CONTROLLER DESIGN

DESIGN OF A C∗ LONGITUDINAL CONTROLLER WITHIN THEH∞ SIGNAL-BASED MIXED SENSITIVITY FRAMEWORK

by

Beatriz Pedroso

in partial fulfillment of the requirements for the degree of

Master of Science
in Aerospace Engineering

at the Delft University of Technology,
to be defended publicly on Monday 24 March 2025 at 13:00.

Track: Control & Operations (C&O)
Project duration: March, 2024 – March, 2025

Supervisors: Dr. Eng. Spilios Theodoulis
Dr. ir. Tijmen Pollack

Chairman: Dr. ir. Coen de Visser
Examiner: Dr. ir. Roelof Vos

Cover image Flying-V from: https://www.tudelft.nl/en/ae/flying-v/ visited in March 2024.
Cover image background from: https://www.pexels.com/@jack-redgate-333633/ visited in August 2024.

An electronic version of this document is available at http://repository.tudelft.nl/.

https://www.tudelft.nl/en/ae/flying-v/
https://www.pexels.com/@jack-redgate-333633/
http://repository.tudelft.nl/




ABSTRACT

As the aviation industry faces growing environmental and societal pressures, novel concepts such as the Flying-V
emerge. Nevertheless, its unconventional configuration poses unique challenges in terms of stability and control,
highlighting the pressing need for advanced control systems development. A gap in the literature arises concerning
the lack of system robustness in the presence of uncertainties and the absence of robust controllers designed for
the aircraft. Hence, the current study aims to increase the maturity of the flight control system of the Flying-V
concept by implementing a C∗ longitudinal controller, while guaranteeing robustness stability and performance
against uncertainty, adequate performance in the presence of disturbances and measurement noise, and compliance
with Level 1 handling qualities. The Flying-V model is implemented in MATLAB® and Simulink® which served
as the foundation for the controllers synthesis. Three designs are developed, which include a continuous time, a
modified continuous time, and a modified continuous time multi-modeling controllers. These are conducted within the
standard and signal-based H∞ mixed sensitivity frameworks. Extensive analysis of the controllers is performed in
terms of stability assessments, linear and nonlinear time domain simulations, and uncertainty sensitivity. Results
demonstrate that the feedback of a combined signal demand such as the C∗ parameter provides, for a single input
multiple-output system, a balanced disturbance rejection at the plant outputs. Conclusions are drawn in terms of the
feedback controller structure, highlighting that high gain is necessary at low frequencies for disturbance rejection
and roll-off at high frequencies allows control signal reduction and measurement noise attenuation. It is verified
that, in the digital formulation, the anti-aliasing filter also contributes to the latter specification. Furthermore, it is
concluded that the requirements can be successfully translated into hard constraints imposed on the system, which
are shaped across the frequency ranges by imposing a limiting gain, via weighting filters. Moreover, taking into
consideration the discretization effects of the flight computer in the design phase improves considerably the stability
margins of the controllers. Lastly, it is verified that the proposed controller structures which are designed in the linear
domain perform satisfactorily in the nonlinear simulation model and comply with the requirements defined. The
multi-modeling controller proved successful in terms of robustness and performance across the flight envelope. Hence,
we conclude that implementing this H∞ optimization process for the design is a promising and viable method to
guarantee robustness against uncertainties, disturbances, and measurement noise, as well as compliance with Level 1
HQ. The present work naturally paves the way for recommendations for future work. Some of these recommendations
include the extension to lateral-directional control laws, gain-scheduling to guarantee the requirements across the
flight envelope, maturity of the aerodynamic data, and pilot assessments of the handling qualities.

Keywords: Robust control, Flight control, Mixed sensitivity synthesis, H∞ optimization, Reduced-
order models, Robust stability, Flight Dynamics, Aircraft modeling, Digital control, Sustainable aviation,
Flying wings.
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1
INTRODUCTION

The evolution of flight control systems (FCS) originated from challenges in achieving basic stability and
control and culminated in today’s sophisticated digital systems. This journey, marked by innovation
and adaptation, has been pivotal in the advancement of contemporary aviation. The successfully first
powered flight in 1903, authored by the Wright brothers, was achieved due to the systematic design
approach and the highlight placed on making their aircraft controllable by the pilot rather than inherently
stable [Stevens et al., 2015] [Anonymous, 2000]. However, the constant attention from the pilot and high
workload spurred the development of automatic flight control systems, aiming to reduce pilot burden and
enhance safety [Stevens et al., 2015].

FLY-BY-WIRE SYSTEM

Fly-by-wire (FBW) technology stands at the forefront of modern aviation and it is a demonstration of these
advancements. The concept was first explored by the defense sector. While earlier aircraft, such as the
NASA-modified F-8 Crusader, had tested digital FBW technology in the early 1970s [Elliott, 1977], the
General Dynamics F-16, which entered service in 1978, was the first production aircraft to rely entirely on
active stabilization by the FCS design to operate safely [Droste and Walker, 1980]. Its success marked
a revolution in FCS design. Due to the enhanced aircraft stability and control as well as pilot workload
decrease, the FBW application later spread to the civil aviation. In 1988, the Airbus A320 was the first
commercial aircraft that entered service with an electronically managed, or FBW, system [Balas, 2003].
This highlighted the technology’s potential to transform civil aviation, with decreased pilot workload,
improved safety and handling qualities, and reduction of airline operating and training costs [Pratt, 2000].

The central elements of any FBW system are the control laws, which are algorithms implemented in
the flight computer that translate pilot inputs and sensor measurements into precise control actions that
induce vehicle motion. The development of control laws follows a rigorous process involving requirement
management and, after its design, it undertakes a verification and validation process, ensuring that the
system meets airworthiness and performance criteria.

FLYING-V, A STEP TOWARDS SUSTAINABLE AVIATION

As the aviation industry faces growing environmental and societal pressures, the need for innovative
aircraft designs that prioritize energy efficiency and sustainability has become paramount. Consequently,
novel concepts like the Flying-V, currently researched by TU Delft, represent a bold step toward a
more sustainable future for aviation. An asymptote seems to have been reached in the conventional
configurations in terms of aerodynamic efficiency gains [Martinez-Val, 2007]. Hence, the Flying-V concept
emerges as a promising alternative. The configuration was proposed by Benad [2015] and it is a flying
wing with a V-shaped passenger cabin. Preliminary estimations indicated an improved lift over drag
ratio of 10% and a 2% reduction of the empty weight [Benad, 2015]. Additionally, in 2022, it was stated
that the concept promises a 20% lower fuel burn when compared to a conventional reference aircraft
performing the same mission and with the same capacity and wingspan [Benad and Vos, 2022]. However,
its unconventional shape and layout pose unique challenges in terms of stability and control, necessitating
the development of advanced control systems.
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2 1. INTRODUCTION

THESIS AIM

This thesis focuses on the development of a robust control system tailored for the Flying-V aircraft that
can effectively manage the intricacies of the flying wing model. The proposed solution revolves around
guaranteeing robustness stability and performance in the face of uncertainty, adequate performance
properties in the presence of disturbances and measurement noise in the model, and compliance with Level
1 Handling Qualities (HQ). The design process for the Flying-V control system involves several key stages.
These stem from defining the design requirements based on airworthiness standards, HQ considerations,
and specific operational objectives of the Flying-V. The FCS design leverages simulation tools and advanced
optimization techniques to iterate and refine the control laws, that allow structured controller designs.
The system analysis is conducted in terms of linear and nonlinear simulations, stability assessments,
and HQ examinations. This step plays a critical role in the development process, ensuring that the FCS
meets all design requirements and performs as intended under real-world conditions, ultimately leading
to the verification of robustness and reliability properties. Hence, the proposed controller design aims to
increase the maturity of the current FCS of the Flying-V. By addressing the unique challenges posed by
this innovative aircraft design, this thesis contributes to the broader effort to redefine the future of air
travel, paving the way for a new era of environmentally friendly and economically viable aviation.

THESIS OUTLINE

This thesis is logically organized into several chapters, as detailed in Figure 1.1. To begin with, a
comprehensive study of the Flying-V as well as of the state-of-the-art in robust control techniques and
other concepts for controller synthesis and implementation is conducted in Chapter 2. From the gaps
identified in the literature review, the research proposal is outlined in Chapter 3, where specific objectives
and questions are formulated. Moreover, the foundational framework for understanding the key concepts
and theories underpinning this research is presented in Chapter 4.

Furthermore, Chapter 5 presents the implementation of the Flying-V simulation model, which is
the foundation for the controller synthesis and analysis. The key model subsystems are described, the
trimming and linearization procedures are explained, and the bare airframe is analyzed. The FCS design
is detailed in Chapter 6, where alternative design choices are presented and discussed, the requirements
are formulated, and three controllers are developed: a continuous time (CT), a modified CT, and a multi-
modeling modified CT controllers. These are subsequently examined in Chapter 7, in terms of stability
margins, handling qualities, linear and nonlinear time domain simulations, and uncertainty analysis.

Finally, Chapter 8 revisits the research questions and answers them using the results of the previous
chapters. The recommendations for future work are consequently addressed. As supplementary material,
Appendix A presents the detailed tasks and timeline of the project, summarized in a Gantt chart, sup-
porting Chapter 3. Appendix B presents the paper which was submitted to the 11th IFAC Symposium on
Robust Control Design (ROCOND’25). It introduces a variation of the designs presented in Chapter 6,
with which it is compared.

Simulation Model
Implementation

Chapter 5

FCS Design
Requirements

Control Architecture &
Design Parameters Selection

Preliminary
Design

Design
Optimization

Chapter 6

Chapter 7

Analysis

Stability
Margins

Predicted
HQ

Time
Simulations

Uncertainty

Conclusions & Recommendations

Literature Review Chapter 2 Theoretical Background Chapter 4Research Proposal Chapter 3

Synthesis Models
Creation

Figure 1.1: Thesis Structure.



2
LITERATURE REVIEW

In the current chapter, a comprehensive study of the Flying-V is performed in order to identify a research
gap and progress towards the research objectives and questions. Hence, an examination of the enhance-
ments and innovations implemented in the Flying-V concept is provided in Section 2.1, highlighting the
major results in aerodynamics, stability, and control. Moreover, in Section 2.2, the state-of-the-art in robust
control techniques for controller synthesis are discussed and, in Section 2.3, the longitudinal control law
C∗ is introduced and some applications are mentioned. Lastly, the gain-scheduling problem is addressed
in Section 2.4. Conclusions are subsequently drawn and discussed in Section 2.5.

2.1. FLYING-V
The aviation industry has experienced a rising demand in recent years. Thus, innovative and sustainable
solutions have spurred within the industry to tackle the increasingly negative environmental impact on
the planet.

Moreover, an asymptote seems to have been reached in the conventional configurations in terms of
aerodynamic efficiency gains. Therefore, for the short-term solution, a possible option is to improve the
aircraft airframe design in order to overcome the limits and aim for drag reduction, increased useful load,
and diminished environmental impact. [Martinez-Val, 2007]

Flying wings are alternative candidates to the conventional configurations that aim to offer significant
aerodynamic and structural benefits [Wood and Bauer, 2001]. Nonetheless, although several studies have
been conducted on this configuration, none have reached the commercial aviation market. However, Benad
[2015] proposed the novel Flying-V configuration which emerged as a promising prototype. Consequently,
given the viable and more energy efficient alternative to conventional designs, since 2016, TU Delft has
conducted extensive research on this aircraft model.

The current section is organized as follows. Firstly, in Section 2.1.1, the Flying-V configuration is
analyzed, not only by illustrating the concept but also by describing both its promising advantages and
limitations. Furthermore, in the current study, major results from the aerodynamic, stability and control
areas will be discussed in more detail, respectively, in Section 2.1.2, Section 2.1.4, and Section 2.1.5.
Nonetheless, other relevant studies were performed on structural analysis, namely on crashworthiness
[Chen et al., 2023] [Koenderink, 2024], structural sizing [Dotman, 2021], unconventional engine mounting
structures [Voeten, 2022] [Koenderink, 2024], and on weight estimation [de Ruiter, 2020] [Nanninga,
2023]. Studies were also conducted on landing gear implementation [Bourget, 2020], on engine-airframe
[Rubio Pascual, 2018] and on hydrogen fuel tank integration [van Woensel, 2021], on interior and cockpit
design [Chung, 2018] [van der Pluijm, 2021], and on climate effects [Reekers, 2021]. The Flying-V
aerodynamic simulation model is also explained thoroughly in Section 2.1.3. Lastly, in Section 2.1.6, some
of the FCS are discussed and other conclusions are drawn.

3



4 2. LITERATURE REVIEW

2.1.1. AIRCRAFT CONFIGURATION
The Flying-V configuration, which is a pure flying wing with a V-shaped passenger cabin, was initially
proposed by Benad [2015]. The reference aircraft for the design was the Airbus A350-900, which has the
same capacity and cruise speed. The aircraft was, thus, designed to transport 315 passengers over a range
of 15.000 km. Moreover, preliminary estimations indicated an improved lift over drag ratio of 10% and a
2% reduction of the empty weight. Additionally, the compactness and simplicity of the design was pointed
out as a main benefit, alongside the shielding of the engines from the ground, which results in reduced
noise. [Benad, 2015]

Several iterations on the Flying-V design were performed, yielding in the current concept which is
portrayed with four different views in Figure 2.1-Figure 2.4 1. It can, therefore, be observed that the
aircraft contains the engines on top of the wing, close to the center axis. This position allows a low yawing
moment in case of engine failure [Benad and Vos, 2022]. Moreover, there are four control surfaces in
each wing: three elevons that are located on the trailing edge and one rudder, which are highlighted
in Figure 2.1 and Figure 2.4, respectively. The control surface sizing is, nonetheless, currently in the
development phase.

Furthermore, this configuration has several advantages over the conventional aircraft. It suggests a
20% lower fuel burn when compared to a conventional reference aircraft performing the same mission and
with the same capacity and wingspan [Benad and Vos, 2022], it allows reduced noise levels during take-off
and landing [van Ieperen, 2021], and it is a promising ecological solution. Additionally, it was stated that
the concept has a 25% higher lift-to-drag ratio when compared to the NASA common research model, and
it has a reduced wetted area and frictional drag Moreover, [van Overeem et al., 2022]. Nonetheless, as far
as stability is concerned, the Flying-V also has its drawbacks. To begin with, there is low control authority
and the dutch roll is unstable [Cappuyns, 2019]. Additionally, pitch break-up tendencies occur for angles
of attack (AoA) higher than 20 degrees [Viet, 2019]. However, even though no articles have been published
on this matter, it was discovered using both Vortex Lattice Method (VLM) and RANS-based Computational
Fluid Dynamics (CFD) simulations that the pitch break-up is happening, for cruise conditions, around 10
degrees of AoA.

It is also important to note that the design of the Flying-V allows for a simple family concept by
introducing changes to the highly swept inner wing section. The inboard part of the wing was allowed
to stretch given the new parameterization conducted by Hillen [2020]. Oosterom and Vos [2022] worked
on a multidisciplinary design optimization which was used to design the three aircraft family members
simultaneously. In [Oosterom and Vos, 2022], it was also predicted that, while satisfying 100% commonality
with the largest aircraft, there was a reduction in fuel burn of 22% and 20% compared to the A350-900
and A350-100 aircraft, for the same mission range and payload.

Figure 2.1: Flying-V top view. Figure 2.2: Flying-V diagonal view.

Figure 2.3: Flying-V front view. Figure 2.4: Flying-V profile view.

1https://www.tudelft.nl/en/ae/flying-v (Accessed in March 2024)

https://www.tudelft.nl/en/ae/flying-v
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2.1.2. AERODYNAMICS RESEARCH OVERVIEW
As mentioned in Section 2.1.1, Benad [2015] introduced a novel configuration, whose research was
continued by Faggiano et al. [2017]. Its primary goal was to optimize the design and assess the aerodynamic
performance in comparison with the reference conventional configuration during one single condition in
cruise (Mach number equal to 0.85, lift coefficient of 0.26, and an altitude of 13.000m). It was proved that
the Flying-V was 25% aerodynamically more efficient than the NASA Common Research Model. [Faggiano
et al., 2017]

Moreover, research into flight characteristics was needed to conduct sub-scale flight testing. Thus,
Viet [2019] conducted wind tunnel campaigns at approach speed and high AoA. Unstable behaviour for
AoA higher than 20 degrees was discovered. Additionally, the range of the center of gravity location
was determined for trimmed flight and its optimal location was also found, providing a static margin of
about 9%. Ruiz Garcia [2019] worked on top of the research conducted by Viet [2019] and obtained an
aerodynamic model by using wind tunnel data from a 4.6% scaled model. However, due to limitations of
the experiment, only static aerodynamic coefficients were obtained. Additionally, a safe flight envelope
for the flight test was defined and the forward and aft limits for the center of gravity were also defined to
ensure aircraft controllability. Another aerodynamic model was constructed by Siemonsma [2022], using
the two-step approach method: state estimation with an Iterated Extended Kalman Filter, followed by the
determination of a polynomial model structure using a stepwise regression algorithm.

Furthermore, several other studies on effects on the aerodynamic performance were conducted. For
instance, Ankith John Santosh [2020] evaluated the influence of ground proximity on the lift, drag and
pitching moments of the aircraft. Erdinçler [2021] analyzed the effects of ground spoilers on the Flying-V.
An experimental investigation was also conducted by Johnson [2021] on the 4.6% scale model, in which
the effects of winglet integration, rudder deflection and aileron-rudder interaction effects were quantified.
On top of that, the wind tunnel effects were evaluated by Jorge [2023] for several combinations of angle of
attack and sideslip angles. It was concluded from this research that the model exhibits resilience against
stall up to extreme AoA and the sideslip has a deep effect on the overall flow field.

Moreover, given the drawback of unstable pitch break, van Uitert [2023] came up with three possible
solutions with the ultimate goal of eliminating it. Although it does not solve the issue, fence installation
on the scaled flight testing model was a recommended measure.

Additionally, various efforts were combined to improve the lift-to-drag (L/D) ratio of the aircraft. To
begin with, van Luijk and Vos [2023] evaluated a new design for the outboard wing to maximize the ratio
in cruise conditions. From this study, it was concluded that the highest value is of 20.3 when neglecting
the control surface integration, while it is 19.4 when the constraints related to the elevon integration
are included. Granata [2023] also optimized the wing geometry, aiming to minimize induced drag under
specific subsonic conditions. The final design showed a 4.38% increase in L/D ratio compared to the initial
one and a 10.5% reduction in induced drag coefficient. Laar et al. [2024] optimized the twist distribution
at the wing-winglet junction, resulting in improvements on the ratio and in the decrease of the angle of
attack during cruise.

Lastly, Eftekhar [2024] researched the landing performance of the Flying-V by analysing the effects of
the integration of high-lift devices, such as split flaps. From this study followed that these successfully
allow the reduction of the pitch attitude at landing by 3 degrees. The possibility of reducing the approach
speed was also studied, with a decrease of 3 m/s.

2.1.3. SIMULATION MODEL
In order to simulate the behavior of the Flying-V, it is fundamental to have a simulation aerodynamic model.
In fact, three sources were used to obtain the stability and control derivatives, namely a VLM, Wind Tunnel
Experiments (WTE), and a Flight Test Experiment. Although no references exist yet to corroborate the
information, the current aerodynamics model was obtained by RANS-based CFD simulations. Figure 2.5
illustrates the aircraft that were used for both the VLM and WTE experiments.

Firstly, the aerodynamic coefficients for specific Mach numbers can be retrieved using ODILILA, which
is a VLM. This model resulted from the work of Cappuyns [2019]. The method is applied on the full-scale
aircraft with 2 elevons in the trailing edges and the unstable dutch roll is able to be identified. Nonetheless,
given that the resultant model is linear, the pitch break behavior could not be modeled and uncertainties
arise if deviations from the linearized points occur. [Cappuyns, 2019]

Secondly, the WTE was conducted by Ruiz Garcia [2019] on a 4.6% scaled half model of the Flying-V,
which has 3 elevons and does not have winglets in the configuration. Moreover, during this test, the angle
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Figure 2.5: Full scale Flying-V used for VLM (landing gear not included for analysis) [van Overeem et al.,
2022] and small-scale Flying-V used for WTE [Viet, 2019].

of attack, the wind speed and the elevons deflections were changed over time, so that the aerodynamic
coefficients could be obtained. However, it is important to note that the lateral-directional coefficient
CY could not be estimated due to the high uncertainty associated with it. Only longitudinal (and static)
aerodynamic coefficients could be taken into account. Thus, the unstable dutch roll is not present in
the model. The pitch break tendencies are, however, captured and the resulting model is nonlinear.
[Ruiz Garcia, 2019] [García, 2020]

Lastly, a maiden flight test was performed in July 2020 and, since the aircraft experienced the unstable
dutch roll2, it is expected that this behavior is included in the retrieved model data. Nonetheless, it is
expected that the pitch break is not correctly captured due to the small fidelity range. Additionally, there
are several uncertainties associated with the FTE model. It is only based on a single flight and the pitching
moment model has a low quality given the high noise. [van Overeem et al., 2022]

Therefore, based on this information, van Overeem et al. [2022] proposed a model that combines the
models from the VLM and the WTE into a 6 Degree of Freedom (DoF) model, to capture in one model
all the main control and stability characteristics, including the unstable dutch roll and the pitch break
tendencies. The VLM model is used as a baseline and all the lateral coefficients are obtained from it.
Moreover, the longitudinal aerodynamic model curves from VLM and WTE for the approach and cruise
phases were analyzed. From these results, which are illustrated in Figure 2.6, it was concluded that
the coefficients for the AoA between -5 and 15 degrees should be obtained from the VLM, whereas the
ones for the AoA between 15 up to 30 degrees should be retrieved from the WTE. Therefore, Figure 2.7
portrays the model after combining these two data sources. Furthermore, given that the model does not
include any zero-lift drag, this coefficient was added and considered equal to the one from Airbus A350-900,
which is the reference aircraft for the Flying-V. It is also important to note that a Froude scaling had to
be applied since the two models operate in different speed regimes which led to the assumption that the
relative moment of inertia was the same for both the sub-scale and the full-scale aircraft. These final two
aspects also add uncertainty to the model. Thus, given the benefit of capturing all the relevant behavior,
this model proposed by van Overeem et al. [2022] was defined as the baseline for subsequent researches.
Nevertheless, in its design, several assumptions were made, which limit the usability and validity of the
model. An overview of these assumptions are [van Overeem et al., 2022] [Cappuyns, 2019]:

• Rigid body with a constant mass

• Earth’s curvature and angular velocity are neglected

• Zero wind, with perfect atmosphere (atmospheric conditions correspond to the International Stan-
dard Atmosphere)

• Resultant thrust lies in the symmetry plane of the aircraft

• Gravity vector is constant

2https://www.tudelft.nl/en/ae/flying-v/flying-scale-model (Accessed in March 2024)

https://www.tudelft.nl/en/ae/flying-v/flying-scale-model
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Figure 2.6: Aerodynamic model curves from VLM and WTE for approach and cruise phase. [van Overeem
et al., 2022]

Figure 2.7: Aerodynamic model obtained from combining VLM with WTE. [van Overeem et al., 2022]

2.1.4. STABILITY & HANDLING QUALITIES
From the discussion in Section 2.1.2, it is clear that there are several challenges associated with the flying
wing configuration, especially as far as stability is concerned. Thus, the research conducted on this area is
considered in the current section, as well as the HQ of the aircraft.

To begin with, the stability and HQ analysis of the Flying-V was first conducted by Cappuyns [2019],
which were assessed based on criteria from military standards and on requirements from the European
Aviation Safety Agency (EASA). Results presented an unstable dutch roll and rudder control power proved
not to be sufficient in case of One Engine Inoperative (OEI) conditions. Moreover, Palermo and Vos [2020]
carried out an experimental investigation of the aerodynamic characteristics of the 4.6% geometrically
scaled model, by wind tunnel testing. In the experiment, two control surfaces in the outboard wing are
deflected to measure their effect in terms of lift, drag, and pitching moment. It was also proved that the
deployed control surfaces can trim the aircraft with maximum lift coefficients between 0.6 and 0.7.

Horwitz [2021] determined the outboard wing and winglet geometry parameters that would produce
satisfactory lateral-directional stability and control characteristics for the aircraft, addressing its inherent
issues. However, it was proved that satisfactory yawing moment due to rudder deflection was not achieved
with any design. Additionally, Nolet [2022] also focused on Flying-V surfaces that could result in increased
directional control power. The author evaluated the effects of split flaps integration and calculated an
adequate split flap design. It was verified that these surfaces on the outboard wing section can effectively
contribute to the objective, at the cost of significant drag increase.

Moreover, van Overeem [2022] besides developing a 6 DoF simulation model, which was previously
mentioned in Section 2.1.3 and implementing a controller, the author also assessed the stability and HQ
performance with respect to military requirements. To begin with, van Overeem et al. [2022] identified
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the Flying-V as a Class III aircraft, with prevailing flight phases in Category B and C. Additionally, the
nonlinear equations of motion were linearized around the trim conditions, which were computed both
for the approach (Ma = 0.2) and cruise (Ma = 0.85) phases for the aft and forward center of gravity (CoG)
(xCoG = 29.372m and xCoG = 31.714m from the nose, respectively). The eigenvalues that were obtained
from the state-space system were evaluated for the approach and cruise conditions and for the forward and
aft locations of the CoG. Therefore, from the results of the damping ratio and natural frequency of each
mode, the flying qualities were examined. A summarized version is portrayed in Table 2.1. Furthermore,
the HQ were then analyzed with the Control Anticipation Parameter (CAP). It was verified that moving
the CoG aft results in a lower CAP value, which translates into a more sluggish response. It was also
verified that the aircraft is at the border of Level 1 HQ at approach condition for the forward CoG and at
cruise for the aft CoG, whereas for the other two situations, it has Level 2 HQ. [van Overeem et al., 2022]

Table 2.1: Flying qualities of the Flying-V for the several modes, based on the results presented by [van
Overeem et al., 2022].

Approach Cruise
CoG Location Aft Forward Aft Forward

Mode

Short Period Stable, L1 Stable, L1 Stable, L1 Stable, L2
Phugoid Unstable Unstable Stable, L1 Stable, L1

Dutch Roll Unstable Unstable Stable, L3 Unstable
Aperiodic Roll Stable, L1 Stable, L1 Stable, L2 Stable, L1

Spiral Unstable Unstable Stable, L1 Stable, L1

Moreover, Torelli et al. [2023] investigated the issues regarding the low speed HQ, the pull-up maneuver
and the flight-path-angle response with a pilot in-the-loop experiment. For that purpose, the Cooper-
Harper approach was used. In this investigation, the analysis was conducted on the approach speed
Ma ∈ [0.225,0.3], with maximum deflections of the control surfaces (between 20 and 30 degrees) and
with a FCS, which will be further discussed in Section 2.1.5. To begin with, a preliminary HQ analysis
was carried out. Three criteria were applied, namely the CAP, the Bandwidth Criteria, and the Gibson
Dropback Criteria. Results showed that faster configurations yield better HQ, while slower configurations
are notoriously degraded.

Furthermore, another investigation was conducted on the HQ of the Flying-V with a pilot-in-the-
loop experiment. The research conducted on Vugts et al. [2023] analyzed the longitudinal HQ in cruise
conditions based on the pilot experience in a moving base simulator. Three experiments were conducted: a
traditional pitch tracking experiment with the conventional control allocation and a new flight-path-angle
tracking experiment, using both the conventional and the flight-path-oriented Control Allocation (CA).
Results concluded that the pilots preferred the conventional CA because it has a higher control authority.
Overall, the HQ were Level 1 for pitch angle control and Level 2 for flight path angle control. [Vugts et al.,
2023]

The lateral-directional HQ were, afterwards, assessed by Joosten et al. [2023]. Firstly, these were quan-
tified only considering the bare-airframe. Results showed that the model was insufficient for compliance
with set requirements, due to a lack of pitch, roll, and yaw control authority in low-speed flight conditions,
and an insufficiently stable dutch roll. Secondly, both analytically and with a simulator assessment, it was
proved that the HQ improved through the implementation of a FCS. However, the control authority was
not sufficiently increased for low speed. Thus, if the landing speed is not higher than the baseline, this is
still a major challenge in the Flying-V configuration. Recommendations were made on the redesign of the
control surfaces.
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2.1.5. FLIGHT CONTROL SYSTEMS IMPLEMENTED
In the current section, an overview of the FCS that were designed for the Flying-V aircraft is performed.
The techniques previously considered for the concept are highlighted in Figure 2.83, bridging to the
research gap. To begin with, as mentioned previously, in Torelli et al. [2023] not only a HQ analysis was
conducted, but a FCS was also implemented. However, the author’s main idea was not to optimize the
controller but instead to simply explore the possibility of designing a controller that would comply with
the certification requirements. The aircraft was, thus, manipulated through a Control Augmentation
System (CAS). The first controller implemented was a direct law, where the side-stick was simply scaled
by a linear gain. The second one consisted of a pitch rate command, implemented through a PID and an
allocation gain matrix. Additionally, an auto-throttle was also implemented with a proportional controller,
which provides constant speed within the physical limits of a realistic engine. After the experiments,
it was verified that the CAS proved effective in improving the HQ. The pitch rate command received a
better rating over the direct control law, although a main shortcoming of the former controller was clearly
identified: a slow pitch rate and, thus, a low control authority. [Torelli et al., 2023]

Secondly, Joosten et al. [2023] implemented an adapted CA and a lateral-directional Stability Aug-
mentation System (SAS). The latter was designed as a combination of sideslip feedback with a reference
command, a yaw damper with washout filter, and roll rate feedback with reference command. For longitudi-
nal control, pitch rate feedback was used. As discussed previously in Section 2.1.4, stability improvements
were notorious. However, low control authority is a major challenge.

Furthermore, Völker et al. [2023] developed a single loop altitude controller by using the reinforcement
learning approach Twin-Delayed Deep Deterministic Policy Gradient (TD3). TD3 is a bio-inspired method
that allows offline learning, which mitigates the danger of the system trying unsafe control signals during
the learning phase. In fact, the main goals of the research were not only to automate the FCS of the
Flying-V but also to construct a controller which is robust to aerodynamic uncertainty, given the poor
reliability of the model. The results showed that the TD3 technique learned well the nonlinear simulation
model and that it was robust to the uncertainties introduced. However, the controller’s performance has
not been tested for HQ requirements. [Völker et al., 2023]

Additionally, as it was discussed in Section 2.1.4, van Overeem et al. [2023] implemented a FCS to
improve the HQ. Additionally, due to the unfavorable characteristics of the approach phase, this flight
condition was the one investigated. To begin with, for the SAS, an Incremental Nonlinear Dynamic
Inversion (INDI) controller was designed in the inner loop to control the angular rates and a PID was used
to model the airspeed. Regarding the CAS, the roll angle, the flight path angle, and the sideslip were the
variables being controlled. Results confirmed that the HQ was satisfactorily improved, resulting in Level 1
flying qualities for all the modes, which is the desired outcome. [van Overeem et al., 2023]

Moreover, in the research of Stougie et al. [2024], a FCS is proposed for the inner loop with a Flight

3The Adaptive INDI FCS was only recently developed by Atmaca and Kampen [2025] and, thus, it is not discussed in the current
section.

FCS Design Techniques

Previously used

Never used

To be used in the current research

Linear Control
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H∞ MS

H∞ LS

Robust Control

PID

Nonlinear Control

Backstepping

Lyapunov-
Based Control

Feedback
Linearization

Exact
Linearization
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Reinforcement
Learning
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Optimal
Control
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Figure 2.8: Flow chart of the FCS previously designed for the Flying-V and the method to be used in the
current research from the possible control design techniques. Inspired by Traas [2024].
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Envelope Protection (FEP), which is based on INDI control. Regarding the outer loop, a C∗ and a Rate
Control Attitude Hold (RCAH) control laws were implemented for longitudinal and lateral (for roll angle)
control, respectively. The forward CoG was used, which is located 29.4 meters behind the nose. Moreover,
three analysis were conducted: one with no sensors included, one with the baseline sensors and the others
with the adjusted time delays. It was shown that the aircraft can be tuned within Level 1 HQ if the time
delay for the angular rate sensors is no more than 0.04 seconds. It is important to highlight that when the
baseline sensor dynamics were added and the controller was made discrete, the gain and phase margin
requirements were no longer met. INDI is highly sensitive to sensor measurements, time delays, and
unmodeled high frequency (HF) dynamics, which degrades considerably the controller robustness and
performance. The C∗ response was also illustrated and it was verified that a large overshoot occurred for
the three models and multiple oscillations were visible for the baseline sensors model. Lastly, a FEP was
also implemented and it was verified that AoA higher than 30 degrees were prevented, the load factor did
not surpass 2.5, and the roll angle was also limited. Aerodynamic uncertainties were added to the model
and it was shown that the controller was robust to these changes.

However, Traas [2024] identified errors in the simulation model used by van Overeem [2022] and
Stougie et al. [2024], which may have led to incorrect conclusions. In fact, with the corrected version
of the model, some HQ criteria were not satisfied and the FEP structure proved inadequate to more
excessive control inputs, causing instability for longitudinal, lateral, and direction control inputs. Thus,
this author proposed another FEP structure which performed as desired as well as a different nonlinear
controller, known as Hybrid INDI, which combines sensor-based and model-based information. Although
improvements were noticed with respect to the sensor-based INDI, some gain stability margins were not
satisfied. Additionally, by imposing uncertainty on the system a posteriori, it was evident that the system
lacked robustness, as some combinations of uncertainty led to system instability. [Traas, 2024]

Lastly, with the challenges associated with INDI-based control laws identified, especially in terms
of sensitivity to time delays, Shahin [2024] proposes a new flight control law. It consists of a multi-loop
µ-optimal approach to design a robust inversion-based control system, which was applied to the short
period (SP) approximation of the longitudinal dynamics. Thus, robust control techniques are merged with
previous design configurations, which shed light on the importance of H∞-tools for robust stability and
performance. In fact, the HQ tested and the stability margins were in compliance with the requirements
for the nominal plant. Nonetheless, when uncertainty is introduced, the worst-case stability margins are
below the imposed level. [Shahin, 2024]

2.1.6. FLYING-V REMARKS AND FCS DISCUSSION
The Flying-V configuration emerged as a promising prototype. Some of its advantages include lower fuel
burn, reduced noise levels, and higher lift-to-drag ratio. However, there are stability issues, such as an
unstable dutch roll, pitch break-up tendencies, and low control authority at low speeds. The aircraft
configuration was presented, as well as the main developments in the areas of aerodynamics, stability, and
control.

Moreover, in the previous section, an overview of the existing FCS was presented. The ones imple-
mented by Torelli et al. [2023] and Joosten et al. [2023] were mainly to improve the HQ and the research
did not have as a main goal the optimization of the controller. Additionally, Völker et al. [2023] developed
an altitude controller with a reinforcement learning approach. Although the reference command was
satisfactorily followed, the response was slightly oscillatory.

Stougie et al. [2024], van Overeem et al. [2023], and Traas [2024] implemented controllers based on the
nonlinear sensor-based and hybrid INDI approaches. Several advantages are pointed out in these methods,
namely the guarantee of closed-loop (CL) stability and the fact that it naturally handles nonlinear systems,
which aims to alleviate the complex process of gain scheduling. Therefore, it enables a modular approach
to desired flying qualities over the flight envelope. Additionally, the sensor-based INDI seeks to address
the robustness limitations of the nonincremental counterpart NDI by using direct sensor measurements
of the controlled variable derivatives and, thus, circumventing the need for accurate airframe models.
Therefore, it is more robust against regular perturbations arising from aerodynamic variations [Pollack
and van Kampen, 2023]. However, Pollack and van Kampen [2023] analyzed the robustness properties
via the open loop responses of sensor- and model-based linear dynamic inversion schemes with the same
control law controller. It was demonstrated that the sensor based inversion schemes result in higher open
loop gain at low frequencies but also in higher and often prohibitive crossover frequencies, which penalizes
robustness at high frequencies due to insufficient roll-off [Pollack and van Kampen, 2023]. Therefore, a
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known challenge for INDI-based control laws involves the high sensitivity to sensor measurement noise,
time delays, and unmodeled HF dynamics [Sieberling et al., 2010]. In fact, this is corroborated by the
results presented by Stougie et al. [2024], which showed that for angular rate sensors with time delays
over 0.04 seconds, gain and phase margins were no longer met. It should also be noted that van Overeem
et al. [2023] did not take into account time delays and sensor noise and, thus, the performance degradation
cannot be pointed out in that research. Synchronization filters can, however, be applied to attenuate these
issues.

Furthermore, contrary to the H∞ methods, there are no guarantees of robustness, only of nominal
performance in the design phase of dynamic inversion-based controllers [Papageorgiou and Hyde, 2001]
[Papageorgiou and Polansky, 2009]. This is highlighted by the research of Traas [2024], where the aircraft
becomes unstable sooner than desired for certain combinations of uncertainties, mirroring poor robust
stability. Robustness analysis can be conducted after the controller is designed. Nonetheless, in case the
requirements are not met, an iterative design is needed which might be time consuming. Additionally,
while these inversion-based methods are the result of a time-domain design, robust controller techniques
allow to naturally and systematically treat plant model uncertainty [Papageorgiou and Polansky, 2009].
A robust approach to (I)NDI can, nevertheless, set a significant improvement in this regard. This can
be achieved via robust outer loop design based on e.g. µ-synthesis against uncertainty sets [Adams and
Banda, 1993] [Reiner et al., 1996]. Another approach is to exploit robust synthesis frameworks to perform
systematic, robust design of structured controllers [Pollack et al., 2024]. For such designs, this strategy
allows the guarantee of important a-priori robustness properties. This does not only concern the outer
loop, but the inversion strategy itself as well [Pollack et al., 2024].

Hence, it is verified that the results from Stougie et al. [2024] and, thus, from Traas [2024] could be
improved, not only to tackle the drawbacks of INDI already mentioned but also to enhance the longitudinal
response of the C∗. In fact, it was verified that the C∗ presented a high overshoot and multiple oscillations,
especially with the baseline sensors in the work of Stougie et al. [2024]. Therefore, implementing a C∗
controller for the Flying-V with a robust control technique is introduced as a research opportunity. Thus,
in Section 2.2, the main methods that can be used will be described and their state of the art will be
presented.

2.2. ROBUST CONTROL
Moreover, the current section will focus on the H∞ robust control. Thus, in Section 2.2.1, the origins and
formulation of the H∞ problem are considered. Furthermore, in Section 2.2.2 the H∞ Mixed Sensitivity
design is introduced, followed by a comparison of this method with H∞ Loop Shaping, in Section 2.2.3. In
Section 2.2.4, µ-synthesis is presented as another powerful method for controller synthesis.

2.2.1. H∞ CONTROL
Prior to the rise of robust control theory in the early 1980’s, a significant focus on classical and optimal
(modern) control theory was present. Nonetheless, the fundamental problem of these time-domain methods
was that system uncertainty was not taken into consideration. Thus, the apparently "optimal" controllers
were prone to poor performance, or even instability, in real scenarios. [Bates and Postlethwaite, 2002]

Therefore, robust control rose as a reaction to the flaws and loss of transparency of time-domain
methods and to the shortcoming of LQG control when Zames [1981] formally proposed the concept of
H∞. Plant uncertainty was emphasized and the gain from disturbance inputs to error output signals in
the controlled system could be specified. In the 1980’s and 1990’s, three solutions to the problem were
found. It was proved in Doyle et al. [1988] that the H∞ problem requires the solution of two Algebraic
Ricatti Equations. The process to reach the previous milestone is discussed in Doyle [1996], where a
solution to the problem that emerged in 1984 is also mentioned. Lastly, Gahinet and Apkarian [1994] also
solved the problem by reducing it to a Linear Matrix Inequality (LMI). Nevertheless, there was a common
shortcoming to the three solutions which was that the resulting controllers were all unstructured i.e. full-
order. Moreover, computing a reduced fixed-order controller is of high complexity given that the objective is
non-convex, non-smooth, and there are stability issues in the CL [Apkarian and Noll, 2017]. Nonetheless,
Apkarian and Noll [2006a] solved the H∞ problem again, using non-smooth optimization techniques,
which allows the imposition of the controller structure. Additionally, extensions to the previous solution
were created recently, namely on multi-model design, controller-plant optimization, multi-objective design,
parametric robust control, and anti-windup. Furthermore, several methods emerged from the H∞ control.
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These involve, for instance, mixed H2/H∞ control [Doyle et al., 1989], H∞ Loop-Shaping (LS) [McFarlane
and Glover, 1990] [McFarlane and Glover, 1992]. Additionally, early examples of Mixed Sensitivity (MS)
control can be found, for instance, in Safonov et al. [1991].

The foundation of this method is the H∞ norm, which corresponds to the peak value over frequency of
the largest singular value of its frequency response. In fact, the minimization of the norm corresponds to
minimizing the energy of the worst case output signal vector. Thus, it allows manipulation of open and
closed loop transfer functions (TF) in order to achieve certain robustness and performance specifications.
[Bates and Postlethwaite, 2002] [Skogestad and Postlethwaite, 2005]

2.2.2. H∞ MIXED SENSITIVITY
H∞ Mixed Sensitivity design consists of shaping certain closed loop transfer functions, which depend
on the design specifications required. In fact, given that a control system has to satisfy several design
objectives and not all of them can be met simultaneously, feedback design is a trade-off over frequency of
conflicting objectives. However, it is also true that the frequency ranges over which the goals are important
can be quite different, which simplifies the compromise. The singular values of those TF are shaped
through the implementation of the weighting filters (WF). Some methods and recent literature in which
these were applied are further discussed in this section. [Skogestad and Postlethwaite, 2005]

S/KS METHOD

To begin with, S/KS allows output disturbances attenuation, control effort reduction, and robustness
to additive uncertainty. This method was applied in Huang et al. [2010] and potential problems were
highlighted. On the one hand, the desired shape for all TF is not achieved. In this particular scenario, the
TF SG gain was very high at low frequencies, which amplifies the effect of input disturbances on the output
when the plant is poorly damped. This issue motivates the four-block method, which will also be discussed.
On the other hand, this approach is prone to pole-zero cancellations and may affect the CL stability. The
relation between the cancellations and the weighting functions was studied in Tsai et al. [1990]. In this
paper, a particular construction for the weights is given that not only prevents the cancellations but also
acts as a mechanism for (partial) pole placement. An alternative approach to S/KS was proposed by
Kwakernaak [1993] and further researched by Cao and Hori [1997], which tackles the previous issue. This
method consists of adding a rational matrix V = D−1M (assuming the plant representation P = D−1N),
where the roots of M can be assigned as the dominant poles of the CL system. Nonetheless, Huang et al.
[2010] points out that the weighting function selection is a very time consuming task and that it also
decreases the freedom of tuning. Recent literature includes Javed et al. [2021] where the S/KS method
was applied and achieved both robust stability and performance in the presence of modeling inaccuracies
and external disturbance.

S/T & S/KS METHODS

Moreover, the complementary sensitivity T also plays a fundamental role in the H∞ MS framework, given
that it allows robustness to multiplicative uncertainty and attenuation of measurement noise at the output.
Therefore, the use of S/T or S/KS/T is motivated. Recent literature where the latter method is applied
include Zhang et al. [2021], where a quantum genetic algorithm was used to optimize the selection of the
weight function matrices. In Pirat et al. [2020] the approach was applied to a nanosatellite and compared
to the µ-synthesis approach via Monte Carlo simulations. A dual loop controller was implemented for
a helicopter in Ji and Wu [2011], where the outer loop was designed with MS, while the internal loop
was designed with H∞ LS. Other relevant papers are Saripudin et al. [2019] and Zhao et al. [2019].
Additionally, for the S/T approach, in Oloomi and Shafai [2003] the selection of appropriate weighting
functions is addressed.

FOUR-BLOCK METHOD

As previously mentioned, if the TF SG is ignored, the input disturbances are not constrained and, thus,
these can have an amplifying effect on the system. Additionally, the TF also imposes a large controller gain
at low frequencies, which provides the necessary integral action. Hence, the four-block method emerges as
the solution by shaping the TF S, KS, SG, and KSG with the respective weighting functions. Moreover,
Huang et al. [2010] points out the low complexity associated with the construction of the weighting filters
as well as the fact that the principles to select these are well established. An example of a variant of the
four-block method is present in Chapter 12 of Skogestad and Postlethwaite [2005], where a disturbance
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rejection design was implemented and integrated with signal-based control. Signal-based H∞ control
focuses on the minimization of the energy in certain error signals given a set of exogenous input signals
[Skogestad and Postlethwaite, 2005]. Recently literature on this method is, for instance, [Biertümpfel
et al., 2024], where it was applied to a space launcher and mixed with a linear time varying synthesis
approach. In Kim and Whang [2018] the four-block method was implemented in a highly unstable missile
system. Additionally, in [Theis et al., 2016], the standard four-block formulation is extended to target
specific dynamic modes and to add damping.

MODEL FOLLOWING

Lastly, it is important that the Flying-V complies with the HQ, as described in Anonymous [1997] and in
Mitchell et al. [1994]. Thus, the model matching sensitivity M can be added so that the controller robustly
meets performance requirements. One approach that can be followed is to add a second order target closed
loop system after the reference. The difference between the output of the reference model and the output
of the model is constrained by another weighting function. In Sève et al. [2014], an S/KS approach is
integrated with a model matching problem and a similar approach was conducted in Sève et al. [2017],
where an M/S/KS/T approach was introduced. Both were performed as a first step to the H∞ loop shaping
design procedure.

2.2.3. H∞ LOOP SHAPING VS. H∞ MIXED SENSITIVITY
The H∞ MS framework was discussed in detail. Nonetheless, there are other approaches for the synthesis
of a controller, namely the H∞ LS. Whereas the former shapes the closed-loop performance, the latter first
shapes the open loop of the system to meet certain requirements and only afterwards the controller is
designed.

Moreover, Bates and Postlethwaite [2002] points out several advantages of the LS over the MS. Firstly,
no γ-iterations are needed, given that the robustness margin is imposed a priori by the designer in a single
step. The controller matrices are, thus, synthesized to achieve and optimize that sub-optimal robustness
specification. Additionally, robustness to NCF uncertainty can be achieved while in MS only additive and
multiplicative uncertainty can be taken into account. Additionally, there are no pole-zero cancellations
as opposed to the S/KS method in MS. Although in MS this can be avoided, complex weighting schemes
would be necessary. Additionally, balanced robustness and performance properties at the plant input and
output are provided and there is a clear management of conflicting specifications around crossover. [Bates
and Postlethwaite, 2002]

Nevertheless, the H∞ LS also offers some shortcomings. Generally, it is more difficult to obtain the
optimal parameters for the shaped plant filters, especially in the case of Multi Input Multi Output (MIMO)
systems. Shaping the open-loop is challenging due to the need of ensuring stability of the resulting
closed-loop system [McFarlane and Glover, 1992]. This requires the consideration of the plant phase
properties, whose stability requirements might limit the open loop shape [McFarlane and Glover, 1992].
Furthermore, "badly aligned" plants in terms of singular values need to be pre-conditioned. Moreover,
if the MS technique is well mastered by the designer, equally good results can be achieved. In fact, in
Huang et al. [2010] four different methods were applied: S/KS, four-block, LS, and a variation of S/KS.
Firstly, in terms of performance, all the H∞ methods fulfilled the objectives and no conclusive statement
could be drawn with respect to the superiority or inferiority of a certain method. Secondly, in terms of
implementation, the four-block approach of the MS was considered the most promising one, not only
because of the low complexity of weighting filters construction but also because the effects of pole-zero
cancellations are easily manipulated and provides the most direct and explicit access to enhance closed
loop performance. Additionally, LS design also does not offer detailed parameters for adjustment and
has no direct control over KS, SG, and KSG. This procedure specifies, instead, closed loop objectives in
terms of requirements on the open loop singular values of the compensated system [McFarlane and Glover,
1992]. However, while these are only restricted to frequencies of low and high loop gain, the MS approach
considers all frequencies [McFarlane and Glover, 1992].
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2.2.4. µ-SYNTHESIS
The structured singular value, µ, is a powerful tool for the analysis of robustness performance with a
certain controller. Nevertheless, µ-synthesis can also be used for controller synthesis. For example, the
DK-iteration is a sub-optimal method that combines H∞ and µ-analysis. However, a fundamental problem
with this approach is that joint convexity (for both K-step and D-step) is not guaranteed [Skogestad and
Postlethwaite, 2005]. Thus, the iterations may converge to a local optimum. Additionally, one should be
careful about combining synthesis and analysis into one single step. Furthermore, in Bennani and Looye
[1998], the robust performance indicator µ was optimized for a FCS for a civil aircraft via DK-iteration.
The µ-synthesis approach was also combined with a feedback linearization-based controller in Hamza
et al. [2022] and applied to a quadrotor UAV.

2.3. C∗ LONGITUDINAL CONTROL LAW
In the 1960’s, the C∗ parameter was first introduced by Boeing as a normalized linear sum of pitch rate
and normal acceleration [Malcom and Tobie, 1965] [Field, 1993]. Even though its validity was disputed by
Neal and Smith [1970] on the ground of not being able to control the two variables independently, this
type of control law is now the standard in the commercial aviation industry, with both Boeing and Airbus
flying variations of it [Favre, 1994].

Furthermore, a C∗ controller is founded on the idea that the main control cues at low and high
velocities are, respectively, pitch rate and load factor (i.e. nz) dominated [Niedermeier and Lambregts,
2012] [Field, 1993]. Moreover, a large number of literature exist where this topic is applied, namely
Lombaerts et al. [2017] where an adaptive safe FEP algorithm is implemented with a C∗ longitudinal
control law in the outer loop combined with an NDI approach in the inner loop. Also, in Vigano et al.
[2017] it was also applied to the "airplane mode" of a tiltrotor in combination with a flight path angle hold
for the longitudinal control. Moreover, Marcos [2017] designed a C∗ control law with a classical (root locus)
and an advanced (structured H∞) approach for a large commercial aircraft. Additionally, in Field [1993], a
simple proportional C∗ controller was applied to a Boeing 747-100 in landing configuration and it was
assessed against the C∗ criterion. Moreover, Niedermeier and Lambregts [2012] and Nieto-Wire and Sobel
[2011] both feedback the C∗ parameter as well as the pitch rate signal for a SAS. The second author also
opts to use the AoA measurement signal, where a proportional gain is applied. Furthermore, other C∗-like
approaches exist in literature. For instance, Guilhem and Jean-Marc [2013] and Delannoy and Oudin
[2013] feedback the pitch rate and the load factor to match the commanded signal of the nz parameter.

Nonetheless, a drawback of this configuration is the loss of airspeed stability, which can be tackled
by the variant of the algorithm: C∗U. This method consists of adding an airspeed feedback loop to the
controller integrator, artificially restoring the stability and, thus, causes the aircraft to return to the
commanded trim speed [Niedermeier and Lambregts, 2012]. In fact, this C∗ version is applied both to the
B777 and B787 [Field, 1993] [Arent and Falatko, 1992].

2.4. GAIN SCHEDULING AND MULTI-MODELING
Furthermore, as previously stated, one of the key benefits of INDI is the avoidance of the complex process
of gain scheduling (GS). However, so that the linear H∞ synthesis is able to control nonlinear systems, this
process needs to be applied. Although there are more advanced methods in control theory, the conventional,
simple, and intuitive GS is still a widespread technique [Lhachemi et al., 2016].

To begin with, a flight envelope is defined using scheduling parameters and on each of these equilibria
points, the system is linearized, creating a family of Linear Time-Invariant (LTI) systems, where, for each,
a controller is also synthesized. A posteriori, the gains are interpolated with respect to the scheduled
parameters creating a nonlinear representation. The gains are usually computed in real time, based on
the measurements of the scheduling variables. Lastly, the controller should be assessed both in the linear
and nonlinear domains. Nevertheless, global stability and performance guarantees are not offered a priori,
only local stability is guaranteed. [Rugh, 1990] [Shamma et al., 1988] [Simões and Cavalcanti, 2023]

Moreover, GS has its drawbacks, namely hidden coupling terms [Rugh and Shamma, 2000] [Lawrence
and Rugh, 1995], inability to capture the time-varying properties of the nonlinear system in the lineariza-
tion process [Wu, 1974], and trim point uncertainty introduced by Jacobian linearization. Additionally,
Jacobian linearization can be avoided by a quasi-Linear Parameter-Varying (LPV) scheduling approach, in
which the plant dynamics are rewritten to disguise nonlinearities as time-varying (scheduling) parameters
[Rugh and Shamma, 2000].
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State of the art papers on the subject include Theodoulis and Proff [2021], where the gain-scheduled
controller was conducted following two methods: a posteriori (point by point) and a priori (for all design
points simultaneously) and Theodoulis et al. [2020] where a gain-scheduled 4-loop highly agile missile
autopilot was designed. A new synthesis technique was introduced in Simões and Cavalcanti [2023],
where a LPV/Linear Fractional Transformation (LFT) gain-scheduled controller of fixed structure was
implemented.

Another method of implementing linear controllers in a nonlinear setting is the multi-model approach.
A controller is usually designed for a single plant. Nonetheless, with this approach, a single controller
is synthesized for several plants simultaneously, allowing the designer to consider uncertain dynamical
systems and systems with changing parameters. This approach is followed in Lhachemi et al. [2014],
where the gains are self-scheduled, and in Goz and Theodoulis [2025].

2.5. CONCLUSION AND DISCUSSION
The current chapter allowed an in-depth analysis of the state-of-the-art enhancements in the Flying-V
as well as in the H∞ robust control techniques. Thus, the important information is discussed in order to
identify the research gap, which is presented in Chapter 3.

To begin with, it was highlighted that the advantages of the Flying-V come at the expense of stability
issues, unstable dutch roll, pitch break-up tendencies, and low control authority at low speeds. Hence,
besides the redesign of some structures in the configuration, it is necessary to mature the flight control
systems so that the Flying-V can make it to the civil aviation market.

The main FCS that were implemented consist of the nonlinear control approach INDI and these
showed interesting results. The complexities and nonlinearities of the system are effectively handled
with this method and, when compared to classical techniques, it alleviates the time-consuming process of
gain scheduling. Nevertheless, INDI is highly sensitive to sensor measurement noise, time delays, and
unmodeled HF dynamics, which is a known challenge for INDI-based control laws. Additionally, this
sensor-based method is the result of a time-domain design and there are no guarantees of robustness
during this design process. As discussed, a robust approach to I(NDI) can set a significant improvement in
this regard. Taking everything into consideration, although this control approach has several advantages,
there are issues associated with it, especially in terms of robustness, that can be ultimately solved through
the design of the FCS based on H∞ robust control techniques.

In fact, robust control emerged as a reaction to the flaws and loss of transparency of time domain
methods. Moreover, it allows the treatment of system uncertainties naturally and systematically during
the design process and it is a powerful method to balance between performance and robustness, given
the possibility to shape closed loop and open loop transfer functions. Thus, some of the H∞ methods were
analyzed. The H∞ Mixed Sensitivity is widely applied, allows the treatment of additive and multiplicative
uncertainty, and shapes the closed loop transfer functions given the required design objectives. H∞ Loop
Shaping first shapes the open loop and it is also an effective method for controller synthesis, which takes
into account NCF uncertainty. It clearly manages conflicts around crossover frequency and there are no
pole-zero cancellations, as opposed to the S/KS method in the MS approach. Thus, although it has some
benefits over MS, some of the drawbacks include the complexity of obtaining optimal parameters in MIMO
systems, some plants need to be pre-conditioned and there is no direct control over certain requirements.
µ-synthesis was also discussed. Nonetheless, although it may result in a less conservative controller,
combining the synthesis and analysis into one single step needs caution. Additionally, it is important to
highlight that these methods can use classical control tools, such as bode plots, root locus, and Nyquist
plots, which provide a higher level of design transparency and intuition.

Furthermore, the C∗ longitudinal control law was discussed given that this configuration was also
implemented with the INDI approach in the Flying-V. Moreover, it was also concluded that loss of airspeed
stability is a drawback of the configuration. Hence, the variation C∗U arises to tackle the issue by adding
an airspeed feedback loop that allows the aircraft to return to the trim speed in the long term response.

Lastly, the gain-scheduling problem is addressed, highlighting the working principle as well as the main
drawbacks. Alternative approaches to the conventional one are presented, namely LPV and multi-model.

Taking everything into consideration, the research gap, objectives, and questions can now be formulated,
which will be presented in the following chapter. A gap in the research exists when it comes to robust
control techniques applied to the Flying-V. Moreover, the lack of robustness to model uncertainties is also
an aspect that needs further consideration.





3
RESEARCH PROPOSAL

This research proposal aims to identify and highlight the knowledge gaps derived from the literature
review, in Section 3.1, and bridge them to a well-structured, coherent research timeline (see Section 3.2.1).
The outlined research objectives in Section 3.2 are designed to be both achievable and scientifically
significant, aligning with the goals established within the Flying-V project framework.

3.1. RESEARCH GAP & RELEVANCE
In the previous chapter, a detailed literature review was conducted, which allowed the identification of
potential problems that should be addressed as well as research opportunities.

To begin with, as it was discussed in Chapter 2, three main categories of FCS approaches were
implemented in the Flying-V, namely classical PIDs, a reinforcement learning method, and nonlinear
approaches. Its inherent issues were highlighted. The PIDs were only optimized for stability improvement,
while the second method was not tested against HQ requirements. Lastly, the sensor-based INDI control
laws are highly sensitive to sensor measurement noise, time delays, and unmodeled HF dynamics.
Additionally, these are the result of a time-domain design, with no guarantees of robustness during this
process, although a robust approach to I(NDI) can set a significant improvement in this regard. This
lack of robustness guarantees a priori is corroborated by the instability that arises earlier than expected
in systems employing these control methods, given the applied uncertainties [Traas, 2024]. Thus, an
identified research gap arises from the absence of H∞ robust controllers designed for the aircraft, which
would address issues related to sensor measurements time delays, take into consideration performance and
robustness specifications, and would treat uncertainties in the design process. Furthermore, discretization
effects were considered in the works of Stougie et al. [2024] and Traas [2024], which, in the former, caused
problems in terms of stability margins specifications. Thus, it is important to also consider this aspect and
make sure that, with the robust controller such a result is not obtained. Furthermore, the longitudinal
control law C∗ was developed in both studies. Thus, to follow their work and given that this parameter is
applied in commercial aviation controllers, it is decided to also control this signal.

Moreover, from the preceding chapter, several robust controller methods were described. From the
information presented, it is decided to implement the controller in the Mixed Sensitivity framework, more
specifically, with the signal-based MS H∞ approach. This more general method is appealing for systems of
higher complexity as it shifts the focus towards the size of the signals and allows specific signal paths to
be targeted for more detailed control. In fact, equally good results can be achieved with Mixed Sensitivity
and with Loop Shaping. However, MS offers a more intuitive design given the explicit access to closed loop
TF and it avoids the complexity of obtaining optimal parameters for the shaped plant filters. Additionally,
pole-zero cancellations, which are one of the major drawbacks of the MS design, can be easily manipulated
with other methods besides the S/KS.

From what was introduced, it was verified that an Automatic Landing System (ALS) was never imple-
mented and, therefore, also posed as valuable research to be conducted. Nonetheless, recent breakthroughs
occurred in the aerodynamic knowledge on the Flying-V, regarding pitch break-up tendencies for low angles
of attack. Thus, this factor in combination with the low control authority for low speed, was identified as a
main issue that needs to be tackled by redesigning surfaces or by adding some structures to the aircraft
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configuration. Some iterations are still needed in the Flying-V design, which will primarily affect the low
speed phase. Therefore, at the current stage, the constructed ALS system would probably not have enough
validity.

Additionally, it should be highlighted that, at the beginning of the project, trimming and linearization
problems existed in the simulation model provided, as well as some errors in the equations of motion of the
Flying-V model, which yielded unexpected and undesirable behavior. Some problems were later addressed
by Traas [2024]. Nonetheless, given the poor validity of the model at the beginning of the research project,
especially for designs highly dependent on linear approximations, the need to redesign the model was
pressing. Thus, an ameliorated version of the simulation model should also be conducted in the current
research.

Lastly, a new version of the aerodynamic data became available during the development of the current
research, which is used in this study. Thus, although interesting, it is not possible to directly compare
results with the ones obtained from previous research, as none used this data.

These identified knowledge gaps form the basis for the research objectives and questions, which are
outlined in Section 3.2. The detailed research plan, designed to systematically address these gaps, is
provided in Section 3.2.1.

3.2. RESEARCH FORMULATION
From the identified research gaps, the outlined research objective is defined. To achieve this objective, the
research is organized around three central questions, each addressing a main part of the FCS development,
namely the Flying-V model simulation development, the controller synthesis, and analysis.

The research objective is to increase the maturity of the FCS of the Flying-V by
implementing a C∗ controller within the Signal-Based Mixed Sensitivity H∞ framework,
while guaranteeing robustness stability and performance against uncertainty, adequate
performance in the presence of disturbances and measurement noise, and compliance

with Level 1 HQ.

How can the challenges and limitations of Flying-V’s current nonlinear model be ad-
dressed, thereby facilitating the development of a robust and effective FCS design?

1.1. What are the main challenges of the previous modeling approach, and how can these limi-
tations be improved?
1.2. How does the trimming and linearization of the Flying-V model facilitate the development
of robust control systems, and what are the key considerations in this process?
1.3. What main aspects should be considered to ensure a successful implementation when
translating the nonlinear model insights into a linear system?

Research Question 1

How can the maturity of the Flying-V FCS be enhanced through the implementation
of a signal-based H∞ Mixed Sensitivity C∗ controller?

2.1. What are the critical design alternatives for the longitudinal FCS, and how do these affect
the systems’ robustness and performance?
2.2. How are the design requirements translated into the constraints imposed on the system?
2.3. To what extent does the structure of the controller influence the robustness of the system
and how can it be determined?
2.4. To what extent is the system influenced by the discretization effects of the flight computer
and how can this potential challenge be addressed?

Research Question 2



3.2. RESEARCH FORMULATION 19

To what extent does the signal-based Mixed Sensitivity H∞ C∗ controller meet the
specified performance and robustness requirements across a range of flight condi-
tions?

3.1. To what extent does the linear control system comply with the requirements imposed a
priori?
3.2. How does the linear control system design behave in the nonlinear 6 DoF model?
3.3. How can the robustness and performance specifications be guaranteed across the flight
envelope and to what extent are these met with the proposed design?

Research Question 3

3.2.1. RESEARCH PLAN
The research plan is divided into four different phases. The first encompasses the elaboration of the
literature study and definition of research goals and objectives. The second phase focuses on the redesign of
the Flying-V model and on the synthesis and analysis of preliminary controllers with H∞ MS. The following
research phase includes the exploration of alternative designs for the FCS configuration, the transition to
digital design, and the multi-modeling approach. The research culminates in the Dissemination, in which
the report is submitted and the defense is prepared.

The detailed Gantt Chart of the project is presented in Appendix A.





4
THEORETICAL BACKGROUND

The current theoretical background chapter sets the foundational framework for understanding the key
concepts and theories underpinning this research. Thus, segments of the robust framework are discussed
in Section 4.1, followed by a discussion on stability margins, in Section 4.2. Moreover, the formulation of
the C∗ control law is detailed in Section 4.3 and lastly, Section 4.4 focuses on the handling qualities.

4.1. ROBUST CONTROL
Robust control plays a pivotal role in ensuring system stability and performance in the presence of
uncertainties and disturbances. Therefore, the following terms should be highlighted [Skogestad and
Postlethwaite, 2005]:

• Nominal stability: The system is stable with no model uncertainty.

• Nominal performance: The system satisfies the performance specifications with no model uncer-
tainty.

• Robust stability: The system is stable for all perturbed plants about the nominal model up to the
worst-case model uncertainty.

• Robust performance: The system satisfies the performance specifications for all perturbed plants
about the nominal model up to the worst-case model uncertainty.

The robust control framework is understood over the generalized interconnection structure presented
in Figure 4.1, which will be intrinsically discussed. Hence, the current section provides a comprehensive
summary of the most fundamental aspects, namely regarding singular values in Section 4.1.1, system
norms in Section 4.1.2, the formal statement of the H∞ control problem in Section 4.1.3, and uncertainty
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Figure 4.1: General control configuration for controller synthesis.
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representations in Section 4.1.4. Additionally, the frequency design specifications and trade-offs are ex-
plored in Section 4.1.5 and the H∞ MS and signal-based H∞ MS frameworks are discussed in Section 4.1.6
and in Section 4.1.7, respectively. Lastly, model order reduction techniques are presented in Section 4.1.8,
whereas in Section 4.1.9 a discussion on controller structures and optimizations tools is conducted.

4.1.1. SINGULAR VALUES
Singular Values (SV) are used to generalize the gain from Single Input Single Output (SISO) systems
to MIMO systems. In fact, the eigenvalues magnitude of a matrix does not accurately indicate its gain,
since these only measure the gain for the special case where the vector inputs and outputs are in the same
direction. The SV decomposition is, thus, used to examine the effect of the inputs in all directions of the
outputs. [Bates and Postlethwaite, 2002]

For a given G matrix, the SV are computed as the positive square roots of the eigenvalues of GHG,
where GH is the complex conjugate transpose of G, i.e.

σi(G)=
√
λi(GHG) (4.1)

Therefore, the singular value decomposition of the matrix G is described as:

G =UΣV H , (4.2)

where U and V are matrices whose columns are the output singular vectors of ui and the input singular
vectors of vi, respectively. Σ is a diagonal matrix, with the SV distributed along it. [Bates and Postlethwaite,
2002]

4.1.2. SYSTEM NORMS
∥·∥A SYSTEM NORM

Several norms can be used to measure the size of multivariate systems. The ∥·∥A systems norm is one of
the alternatives. Assuming that z(t)= g(t)w(t), where g(t) is the impulse response matrix of a stable LTI
system, then ∥∥∥g(t)

∥∥∥
A
= sup

w ̸=0

∥z(t)∥∞
∥w(t)∥∞

(4.3)

Nonetheless, it is used in L1 control [Dahleh and Díaz-Bobillo, 1995] which is a purely time domain
theory. Additionally, the mathematical tools that are used to compute these optimal controllers are not as
developed and user-friendly than those required for the H2 and H∞ theories [Bates and Postlethwaite,
2002].

H2 SYSTEM NORM

Alternatively, the H2 norm is usually used in stochastic optimal control problems. For a stable and strictly
proper system, G(s), it can be computed as:

∥∥∥G(s)
∥∥∥

2
=

√
1

2π

∫ +∞

−∞
trace

(
G( jω)HG( jω)

)
dω, (4.4)

Nonetheless, this system norm cannot be interpreted as an induced norm, which poses as a disad-
vantage in the setting of robust stability using the Small Gain Theorem (SGT) [Bates and Postlethwaite,
2002].

H∞ SYSTEM NORM

For a stable multivariate LTI system, G(s), the H∞ norm corresponds to the peak value over frequency of
the largest singular value of its frequency response. Therefore, given that the H∞ system norm is induced
by the L2 signal norm, it can be defined as in Equation (4.5).

∥∥∥G(s)
∥∥∥
∞

=max
w

σ̄
(
G( jw)

)
= sup

w ̸=0

∥∥∥z(t)
∥∥∥

2∥∥∥w(t)
∥∥∥

2

, (4.5)
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where w and z are the input and output of the system, respectively. From this expression, it is possible to
conclude that the minimization of the norm corresponds to minimizing the energy of the worst case output
signal vector. [Bates and Postlethwaite, 2002]

Moreover, some advantages of the H∞ norm include that it is a natural extension of many of the
concepts from classical control methods to multivariate systems. For signal and system uncertainty, it is
an intuitive formulation. Additionally, it also allows the development of powerful tools for stability and
performance robustness analysis. [Bates and Postlethwaite, 2002]

4.1.3. H∞ OPTIMAL CONTROL FORMULATION
The H∞ optimization problem has the main goal of minimizing the effect of the exogenous inputs, w, on
the outputs, z [Skogestad and Postlethwaite, 2005]. Given the real rational plant P(s) and the controller
space K of real rational transfer functions K(s), the optimal solution K∗(s) ∈ K is the solution of the
following optimization:

minimize ∥Tw→z(P,K)∥∞
subject to K stabilizes P internally

K ∈K
(4.6)

The transfer function Tw→z(P,K) can be represented as the lower Linear LFT of P and K (i.e. Fl(P,K)).
Assuming the uncertainty block to be null, the transfer function of the generalized plant P(s) relates the
input vectors w and u to the output vectors z and y as it is shown in Figure 4.2 and in Equation (4.7).

[
z
v

]
=

[
P11 P12

P21 P22

][
w
u

]
(4.7)

The state space representation of the plant P(s) has the form:

P :


ẋ = Ax+B1w+B2u
z = C1x+D11w+D12u
y= C2x+D21w+D22u

P(s) :

 A B1 B2

C1 D11 D12

C2 D21 D22

 (4.8)

where x ∈Rnx is the state, u ∈Rnu the control, y ∈Rny the measured output, w ∈Rnw the exogenous input,
and z ∈Rnz the regulated output.

As previously discussed in Section 2.2.1, the H∞ problem is computed through the solution of two
Algebraic Ricatti Equations [Doyle et al., 1988] or through LMIs [Gahinet and Apkarian, 1994]. However,
these convex optimization solutions are all obtained within the space K f ull ∈RN of full-order controllers,
where N ≜ n2

x +nx(ny +nu)+nynu.
Additionally, in industry applications, low order controllers are preferred due to the transparency

and clear functionality, reduced hardware and software requirements, and cheaper, smaller, and lighter
implementations [Bates and Postlethwaite, 2002]. To achieve that, three approaches can be followed.
These consist of reducing the controller after its synthesis, reducing the order of the plant prior to the
controller design, or directly designing a controller with a certain dimension and complexity. Thus, model
reduction techniques and structured and unstructured controllers will be further discussed in Section 4.1.8
and in Section 4.1.9, respectively.

Furthermore, obtaining the sub-optimal problem is usually sufficient and it is beneficial in terms
of computation and theoretical complexity. Thus, assuming γmin as the minimum value of ∥Fl(P,K)∥∞
over all stabilizing controllers K , the sub-optimal control problem is: given a γ> γmin, find all stabilizing
controllers K such that Equation (4.9) is verified. It is clear that iteratively reducing the value of γ an
optimal solution is approached.

∥Fl(P,K)∥∞ < γ (4.9)
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Figure 4.2: General configuration for the H∞ controller design without uncertainty.

4.1.4. UNCERTAINTY REPRESENTATIONS
Realistically, the bare airframe deviates from the computed nominal behavior due to several factors, which
yields in uncertainty in the plant model. Thus, the synthesis process entails finding a controller K which
minimizes the effect w on z, which is limited by several factors. These include the unavailability of some
variables in the measurements, the fact that the plant is not exactly known and the possibility of w
containing uncertain disturbance signals. [Skogestad and Postlethwaite, 2005]

Moreover, the general configuration for the H∞ controller design presented in Figure 4.2 can be
reformulated in N −∆ and M−∆ structures, as represented in Figure 4.3 and in Figure 4.4, respectively.
One the one hand, N −∆ is used for robust performance analysis, where the block ∆ represents the system
uncertainty and N corresponds to the known part of the system (i.e. plant and controller). The uncertain
closed-loop transfer function from w to z (z = F(∆)w) is related to N and ∆ by the upper LFT [Skogestad
and Postlethwaite, 2005]:

F = Fu(N,∆)= N22 +N21∆(I −N11)−1N12 (4.10)

While nominal performance is ensured by σ̄(N22( jω))< 1,∀ω, the robust performance requirement is
that [Bates and Postlethwaite, 2002]:

σ̄
(
Fu(N,∆)

)
= σ̄

(
N22 +N21∆(I −N11)−1N12

)
< 1,∀ω (4.11)

On the other hand, the M−∆ structure is constructed for robust stability analysis. Here, M = N11 is
the transfer function from the output to the input of perturbations. Hence, assuming that the nominal
closed-loop in Figure 4.4 is asymptotically stable and that ∆ is a complex unstructured uncertainty block,
the SGT states that the closed loop system is stable if and only if [Bates and Postlethwaite, 2002]:

σ̄(∆( jω))< 1
σ̄(M( jω))

,∀ω (4.12)

Thus, Equation (4.12) sets a robust stability measure for a closed loop system that is subject to
unstructured uncertainty in terms of the maximum SV of the matrix M and, consequently, N11.

Moreover, it is important to differentiate two main representations of uncertainty. These entail
unstructured and structured uncertainty and will be further detailed.

N

w z

∆

u∆ y∆

Figure 4.3: N-∆ structure for robust
performance analysis.

M

∆

u∆ y∆

Figure 4.4: M-∆ structure for robust stability
analysis.
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UNSTRUCTURED UNCERTAINTY

Unstructured uncertainty assumes unknown yet bounded uncertainty models. Neglected and unmodeled
dynamics are usually modeled with this type of uncertainty, which may add additional state variables.
These are particularly present at HF where the fidelity of the airframe and actuator models diminishes.
Models used in flight control typically match the aircraft behavior below 10 to 20 rad/s [Honeywell
Technology Center, Lockheed Martin Skunk Works and Lockheed Martin Tactical Aircraft Systems, 1996].
Key sources of this non-parametric uncertainty include the effects of airframe flexibility and the inertial
nature of aerodynamic flows, as well as high-frequency uncertainties related to actuation systems. Hence,
this representation is usually used to get simpler descriptions. For an unstructured uncertain block ∆(s)
that satisfies ∥∆(s)∥∞ ≤ 1, the uncertain model GP (s) can be modeled as [Skogestad and Postlethwaite,
2005]:

• Additive uncertainty: GP =G0 +wA∆A

• Multiplicative input uncertainty: GP =G0(I +wI∆I )

• Multiplicative output uncertainty: GP = (I +wO∆O)G0

• Inverse additive uncertainty: GP =G0(I −wiA∆iA)−1

• Inverse multiplicative input uncertainty: GP =G0(I −wiI∆iI )−1

• Inverse multiplicative output uncertainty: GP = (I −wiO∆iO)−1G0

Moreover, via the SGT, the necessary and sufficient condition for robust stability can be obtained as
∥W1M0W2∥∞ < 1 [Bates and Postlethwaite, 2002]. These six formulations are intimately related to closed
loop transfer functions of the Go6, as described below [Skogestad and Postlethwaite, 2005]:

• Additive uncertainty: M0 = K(I +GK)−1 = KSO

• Multiplicative input uncertainty: M0 = K(I +GK)−1G = TI

• Multiplicative output uncertainty: M0 =GK(I +GK)−1 = TO

• Inverse additive uncertainty: M0 = (I +GK)−1G = SOG

• Inverse multiplicative input uncertainty: M0 = (I +KG)−1 = SI

• Inverse multiplicative output uncertainty: M0 = (I +GK)−1 = SO

Hence, by optimizing the controller such that ∥M0(s)∥∞ is small, robust stability is guaranteed for
unstructured uncertainty.

STRUCTURED UNCERTAINTY

On the contrary, structured uncertainty is characterized and quantified using mathematical models. Fre-
quently, uncertainties are related to specific parameters such as mass and inertia, as well as aerodynamic
stability coefficients and measurement device imperfections that can further influence system performance.
These are usually referred to as parametric uncertainties. It is assumed that the structure (order) of
the model is known and only some of the parameters are unknown. These uncertainties may arise from
deliberately neglecting known variations within the model, which, while known, complicate the design of
control laws by increasing their complexity. [Skogestad and Postlethwaite, 2005] [Pollack, 2024]

Parametric uncertainty is quantified by considering that each uncertain parameter is within the region
[αmin, αmax]. Therefore, the parameter sets are of the form [Skogestad and Postlethwaite, 2005]:

αp = ᾱ(a+ rα∆), (4.13)

where ᾱ represents value of the parameter mean, rα = (αmax −αmin)/(αmax +αmin) is the relative uncer-
tainty in the parameter, and ∆ is a real scalar that verifies |∆| ≤ 1.
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STRUCTURED SINGULAR VALUE ROBUSTNESS MEASURE µ

In case the uncertainty affecting the system is known and can be translated into a matrix ∆ with a
diagonal or block diagonal structure, i.e.

∆( jω)= diag
(
∆1( jω), ...,∆n( jω)

)
, σ̄(∆i( jω))≤ l,∀ω, (4.14)

the structured singular value µ can be used to decrease the level of conservationism. To compute the
maximum value of k for which the closed loop system remain stable, the SGT could also be applied.
Nonetheless, since the structure is not take into consideration, the robustness measure will be pessimistic
[Bates and Postlethwaite, 2002]. Hence, Doyle et al. [1982] introduced the non-conservative solution:

µ(N)≜
1

min
(
k subject to det(I −kN11∆= 0)

) (4.15)

It should be noted that lower µ values are desired since large µ values translate into the fact that
smaller perturbations makes I −N∆ singular [Skogestad and Postlethwaite, 2005].

4.1.5. FREQUENCY DOMAIN DESIGN SPECIFICATIONS AND TRADE-OFFS
The configuration presented in Figure 4.2 was extended, yielding in the representation of Figure 4.5. The
input and output vectors, w and z, respectively, were therefore also augmented. The inputs (generalized
disturbances) consist of the reference signal, r, the input and output disturbances, di and do, and the
measurement noise n. Moreover, the outputs (performance signals) consist of the plant output, y, the
input of the actuators, which can also be referred to as the plant input, up, the controller output, u, and
the tracking error (e = r− y).

Plant

K(s) ur

n

v

−
up

di

G(s)
yp y

do

Figure 4.5: General feedback configuration of a control system.

Besides closed loop nominal stability, other requirements are also usually imposed, namely disturbance
rejection, reference tracking, noise attenuation, and control signal reduction. These closed loop nominal
performance requirements can be fulfilled by taking into consideration the properties of the "Gang of Six"
(Go6), namely the sensitivity functions in the input and output, Si and So, the complementary sensitivity
functions in the input and output, Ti and To, as well as SoG and KSo. In fact, these are the TFs that
describe the relationships from the disturbance signals to the performance signals, as it is described in
Equation (4.16). 

y
up

u
e

=


SoG So −To To

Si −KSo −KSo KSo

−Ti −KSo −KSo KSo

−SoG −So To So




di

do

n
r

 (4.16)

Moreover, the necessary and sufficient condition for robust stability can be obtained, via the SGT as
∥W1M0W2∥∞ < 1, where, for each type of unstructured uncertainty, M0 corresponds to one of the terms of
the Go6 [Bates and Postlethwaite, 2002], as explained in Section 4.1.4. Hence, by imposing low gain on the
Go6 TFs, both nominal performance and robust stability are improved. However, this is not possible to be
done simultaneously across all frequency ranges. Thus, given that a control system has to satisfy several
design objectives, feedback design is a trade-off over frequency of conflicting objectives. Nonetheless, it is
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also true that the frequency ranges over which the goals are important can be quite different, allowing for
an easier practical approach.

On the one hand, at Low Frequencies (LF), it is desired to reject disturbances, have a satisfactory
reference tracking, and reduce control signal effort. For the first two goals, the sensitivity functions
should be small in this frequency range, which translates necessarily into large gains in the open loop,
L i = KG,Lo =GK , given that Si = (I +L i)−1 and So = (I +Lo)−1. For disturbance rejection, the TFs SoG
and KSo are also crucial. Assuming K and G invertible:

σ̄(SoG)≈ 1
σ(K)

σ̄(KSo)≈ 1
σ(G)

(4.17)

Thus, in order to reject input disturbances, large control gains are a must. Nonetheless, although
σ̄(KSo) << 1 would be desired, it is solely dependent on having a large plant gain. Furthermore, for
control signal attenuation, Ti and KSo are relevant. Nonetheless, σ̄(Ti)≈ 1. Therefore, to avoid control
saturation, sufficient plant (control) authority is needed (σ̄(G)>> 1). All in all, at LF control saturation
is independent to the control engineer and if saturation occurs, plant redesign should be followed. For
controller authority both large open loop and control gains are necessary.

On the other hand, at HF both noise attenuation and control signal reduction are important. The
former requirement is dependent on σ̄(To)<< 1, which is translated into low gains of Lo, and σ̄(KSo)<< 1.
Given that at HF, So ≈ 1, then σ̄(KSo)≤ σ̄(K). Therefore, the controller gains also need to be small. For
control signal attenuation Ti and KSo should be small. The former is satisfied by having low open loop
gains and the latter was already taken into account and said achieved in case the controller gains are
reduced. These requirements are, therefore, clearly translated into open loop requirements as described in
Figure 4.6.

| · |

w

σ(GK)

σ(GK)

- Robust stability
- Actuator activity
- Noise attenuation

- Robust performance
- Actuator activity

Crossover

Figure 4.6: Design specifications of the open loop singular values. Based on [Pollack, 2024] and [Bates
and Postlethwaite, 2002].

Thus, the basis of the H∞ MS design is explained. It constitutes a powerful technique that enables
controller synthesis, by optimally satisfying the various design objectives described above. Further
discussions on it will be conducted in Section 4.1.6

4.1.6. STANDARD MIXED-SENSITIVITY H∞
WEIGHTING FILTERS

H∞ MS design involves shaping specific closed-loop TF based on the given design requirements. This is
accomplished by shaping the singular values of those TF over the frequency range, which is conducted
through the implementation of the main tuning knobs: weighting filters.

For a certain tunable SISO constraint, Hi = Hi( jω,K), simple stable and proper low-pass and high-pass
filters are usually sufficient to achieve the desired frequency-dependent shaping. Considering the desired
shape Hire f = Hire f ( jω) for Hi to satisfy in terms of gain, then the design is satisfactory in case

|Hi( jω)| < |Hire f ( jω)|,∀ω (4.18)
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If Hire f ( jω) is defined as (WHi ( jω))−1, where WHi ( jω) is the WF set by the designer, then Equation (4.18)
becomes:

|WHi ( jω)Hi( jω)| < 1,∀ω ⇐⇒ ∥WHi Hi∥∞ < 1 (4.19)

As discussed in Section 4.1.2 and shown in Equation (4.9), the H∞ optimization is set up so that
Equation (4.20) is achieved. Thus, if the WF reflects the desired shape, the aim is to obtain a performance
level, γ, close to 1.

|WHi Hi| < γ,γ> 0 (4.20)

STACKED REQUIREMENTS

To combine the MS objectives, a stacking procedure is usually used. For illustration purposes and assuming
that demands are requested on the TF H1 and H2, the following formulation is specified, where WH1 and
WH1 are the respective WF:

∥∥∥N
∥∥∥
∞

=max
w

σ̄
(
N( jw)

)
< 1,where N =

[
WH1 H1

WH2 H2

]
(4.21)

To measure the size of the matrix N at each frequency, the maximum singular value σ̄(N( jw)) is used.
For SISO systems, it corresponds to the Euclidean vector norm:

σ̄
(
N

)=√
|WH1 H1|2 +|WH2 H2|2 (4.22)

However, this stacking procedure does not allow to exactly specify the bounds on the individual TF and
the higher the number of stacked requirements, the higher is the resulting error. For n specifications, the
possible error in each is at most

p
n [Skogestad and Postlethwaite, 2005]. In fact, although it is desired to

achieve |WH1 H1| < 1 and |WH2 H2| < 1, getting Equation (4.22) to be lower than 1 is similar but not exactly
the same.

CONTROL PROBLEM FORMULATIONS

Based on design objectives which are set a priori, it is possible to synthesize a controller that is robust
to multiplicative and additive uncertainty, rejects disturbances, attenuates measurement noise, while
also allowing reference model following and control energy reduction. Section 4.1.5 discussed in the detail
how such specifications can be managed through the closed loop TF. Hence, several methods can be used,
including 2-, 3-, and 4-Block formulations. Each of these formulations can also have several variations,
which will differ from each other by the performance and disturbance signals defined. Hence, some of the
possible control formulations will be further explored.

2-Block Problems

A simple 2-Block formulation is the output disturbance rejection control problem (see Figure 4.7) in
which it is desired to maintain the plant output y(t) = 0, despite the presence of an output disturbance
do(t) ̸= 0. Considering the remarks highlighted in Section 4.1, the augmented plant is defined as:

(
z1 = y
z2 = u

)
v

=


(
I
0

) (
G
I

)
−I −G

[
w = do

u

]
=

[
P11 P12

P21 P22

][
do

u

]
(4.23)

Applying the rule for LFT’s, Equation (4.24) is obtained. Therefore, minimizing the effect of the do on
the plant output y and on the control input u is accomplished by minimizing the bundled TF Twz(s).

Twz =Fl(P,K)= P11 +P12K(I −P22K)−1P21

=
(
I
0

)
−

(
G
I

)
K(I +GK)−1I =

(
So

−KSo

)
(4.24)

Furthermore, a similar S/KS problem that is used for output reference tracking is shown in Figure 4.8,
where w = r and z = [e u]T . Another output disturbance rejection formulation is a S/T problem (see
Figure 4.9), where Twz(s)= [So To]T , with w = r and z = [e y]T .
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K(s)

G(s)

P(s)

w = do

u v =−y

r = 0

z1 = y
z2 = u

Figure 4.7: do rejection
S/KS configuration.

K(s)

G(s)

P(s)

w = r

u v = e

z1 = e
z2 = u

ey= yp
-

Figure 4.8: Output reference
tracking S/KS configuration.

K(s)

G(s)

P(s)

w = r

u v = e

z1 = e
z2 = y

e
y= yp -

Figure 4.9: do rejection
S/T configuration.

3-Block Problems
As previously stated, reducing the controller gain at HF is necessary for control signal attenuation,

which is achieved by the KSo constraint. Hence, a third performance signal may be added, resulting in
a 3-Block problem and in a So/To/KSo scheme. A configuration in terms of the reference signal r and
of the output disturbance do can be considered. These are represented in Figure 4.10 and Figure 4.11,
respectively. For the latter configuration, the augmented plant is the following:

 z1 = y
z2 = yp

z3 = u


v

=


I

0
0


G

G
I


−I −G


[

w = do

u

]
(4.25)

Twz =

I
0
0

−

G
G
I

K(I +GK)−1I =

 So

−To

−KSo

 (4.26)

K(s)

G(s)

P(s)

w = r

u v = e

z1 = e
z2 = y

ey= yp
-

z3 = u

Figure 4.10: So/To/KSo control setup
(reference).

K(s)

G(s)

P(s)

w = do

u v = e

z1 = y
z2 = yp

yp

-

z3 = u

y r = 0

Figure 4.11: So/To/KSo control setup
(disturbance).

4-Block Problem
The 4-Block problem offers the main advantage of also considering the TF SoG and, thus, allowing to

constrain the input disturbances as well, besides do. Minimizing this TF is also translated into integral
action at LF. Its configuration is presented in Figure 4.12. The augmented plant and, therefore, the closed
loop is obtained as: 

(
z1 = y
z2 = u

)
v

=


(
I
0

) (
G
I

)
−I −G




(
w1 = do

w2 = di

)
u

 (4.27)
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Twz =
(
I G
0 0

)
+

(
G
I

)
K(I +GK)−1

(
−I −G

)
=

(
So SoG

−KSo −Ti

)
(4.28)

K(s)

G(s)

P(s)

w = do

u v = e

z1 = y
z2 = yp

yp

-

z3 = u

y r = 0

Figure 4.12: 4-Block control problem setup.

Reference Model Following

Furthermore, the Flying-V must meet certain HQ, as described in [Anonymous, 1997], which will also
be further discussed in Section 4.4. Thus, a controller that robustly meets performance requirements
based on an ideal response model should also be discussed within the H∞ Mixed Sensitivity framework.
Therefore, besides the reference tracking that was previously discussed, it is also possible to add a model
matching constraint, M. One approach that can be followed is to minimize the error between the output
of a reference model when excited by the reference and the plant output. Another weighting function is,
therefore, added. For that purpose, the implementation of a feed-forward controller in filtering or injection
form is beneficial for this reference model tracking, whereas the feedback controller guarantees system
robustness.

4.1.7. SIGNAL-BASED MIXED-SENSITIVITY H∞
Although the MS approach is a good option for controller design, it might become limiting as the complexity
of the system and requirements increase. For systems that are more intricate, there may be information
regarding exogenous signals in addition to a variety of signals to be minimized. Therefore, the lack of
generality of the MS approach leads to the usage of more flexible and advanced techniques, such as the
signal-based approach. [Skogestad and Postlethwaite, 2005]

Hence, the generality of the signal-based approach is appealing for multivariable problems in which
several objectives must be considered simultaneously. In this method, the focus lies on the size of the
signals since the plant and potentially model uncertainty, the class of external signals, as well as the norm
of the error signals that are desired to keep small can be defined. Weighting filters continue as a central
element to describe the desired frequency behavior of the signals and, as in the MS H∞ control, these
need to be stable and proper. Thus, the signal-based MS approach derives from the standard MS method
with a more flexible essence. [Skogestad and Postlethwaite, 2005]

For exemplification purposes, Figure 4.13 portrays a diagram of a signal-based H∞ problem. Here, G
and Gd represent the nominal plant and disturbance models, K is the controller to be synthesized, the
weights Wd , Wr, and Wn can be used to define the desired frequency content of the associated signals
and/or of its relative importance. Additionally, the weight Wre f is a desired closed loop transfer function
between the weighted rs signal and the output y. We and Wu portray the desired frequency behavior of
the error and control signals, respectively. Thus, the problem can be formulated as an H∞ optimization
problem (see Figure 4.2) where

w =

d
r
n

 z =
[

z1

z2

]
v =

[
r

ym

]
u = u (4.29)
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Figure 4.13: A signal-based H∞ control problem. Adapted from Skogestad and Postlethwaite [2005].

4.1.8. MODEL & CONTROLLER ORDER REDUCTION TECHNIQUES
Controller synthesis methods such as H∞ generate controllers of order at least equal to that of the plant
and, possibly, higher due to the addition of weights. Thus, as low order controllers are preferred due to
the increased transparency, reduced hardware and software requirements, and lighter implementations,
model reduction techniques should be addressed. Therefore, the central problem is to find a low-order
approximation such that the the difference ∥G−Ga∥ is small, where G is a high order stable model and
Ga is the reduced order system.

Hence, three main methods will be addressed, namely balanced truncation, balanced residualization,
and optimal Hankle norm approximation. Nevertheless, the truncation and residualization techniques
will be detailed at first.

TRUNCATION & RESIDUALIZATION

Consider the stable system G(s) and its minimal realization (A,B,C,D), where the state vector x of
dimension n is partitioned into [x1 x2]T . x2 is the vector of n− k states that are desired to be removed.
With adequate transformations, the state space representation becomes:

ẋ1 = A11x1 + A12x2 +B1u
ẋ2 = A21x2 + A22x2 +B2u
y= C1x1 +C2x2 +Du

(4.30)

Truncation
The truncation method aims to discard the dynamics associated with x2. Hence, the kth order truncation

of the system is defined as Ga = (A11,B1,C1,D). At infinite frequency, G(∞) = Ga(∞). Nonetheless, no
other guarantees are detailed for the remaining frequencies. To tackle this issue, G(s) can be converted
into the Jordan form so that x2 correspond to the HF modes. Therefore,

A =


λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...
0 0 · · · λn

 B =


bT

1
bT

2
...

bT
n

 B =
[
c1 c2 · · · cn

]
(4.31)

By ordering the λi so that |λ1| < |λ2| < · · · , the fastest modes are removed from the model and the
mismatch between G and Ga is given by:

∥G−Ga∥∞ ≤
n∑

i=k+1

σ̄(cibT
i )

|Re(λi)|
(4.32)

One advantage of the model truncation method is that the poles of the resulting model are a subset of
the original model poles. Hence, its physical interpretation remains.

Residualization
Contrarily to the truncation method, the residualization involves setting ẋ2 = 0 in the state space

representation of Equation (4.33) and solving for x2 in terms of x1 and u, followed by its substitution in
the equations. Assuming A22 invertible, the following result is obtained:
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ẋ1 = (A11 − A12 A−1
22 A21︸ ︷︷ ︸

Ar

)x1 + (B1 − A12 A−1
22 B2︸ ︷︷ ︸

Br

)u

y= (C1 −C2 A−1
22 A21︸ ︷︷ ︸

Cr

)x1 + (D−C2 A−1
22 B2︸ ︷︷ ︸

Dr

)u
(4.33)

Therefore, the residualization of G(s) is the reduced order model G(a) = (Ar,Br,Cr,Dr). Preferably,
G(s) is also put into the Jordan form. One imprtant characteristic of this method is that it preserves the
steady-state gain of the system, posing itself as a beneficial approach for LF modeling.

BALANCED REALIZATIONS

Considering the (A,B,C,D) as the minimal realization of the stable system G(s), then (A,B,C,D) is
referred to as balanced if the solutions to the Lyapunov equations

AP +P AT +BBT = 0

ATQ+QA+CTC = 0
(4.34)

are P =Q = diag(σ1,σ2, ...,σn)≜
∑

, where σ1 ≥σ2 ≥ ... ≥σn ≥ 0. σi are the Hankel SV of G(s). P and Q
are the controllability and observability Gramians that are also defined as

P ≜
∫ ∞

0
eAtBBT eAT tdt

Q ≜
∫ ∞

0
eAT tCTCeAtdt

(4.35)

The benefit of balanced realizations for model order reduction emerge from each state xi being as
controllable as it is observable. Therefore, each σi associated with each xi provides a balanced contribution
measure of each state to the system’s overall input-output behavior. The states with the lower Hankel SV
are truncated and/or residualized to obtain the reduced model.

The error bound for the balanced truncation model reduction was first presented by Enns [1984]. Glover
[1984] subsequently gave an independent proof. Therefore, it is stated that given the balanced truncation
of G(s) to the first states (r1 + r2 + ...+ rk), where each σi has multiplicity r i, then Equation (4.36) is
verified. Moreover, Anderson and Liu [1989] showed that this error bound is also applies for the balanced
residualization model reduction.

∥G(s)−Gk
a(s)∥∞ ≤ 2(σk+1 +σk+2 + ...+σN ) (4.36)

OPTIMAL HANKEL NORM APPROXIMATION

Given the stable model G(s) of order n, the Hankel norm approximation aims to find the reduced model
Gk

h(s) of order k for which the Hankel norm of the approximation error, ∥G(s)−Gk
h(s)∥H , is minimized. The

Hankel norm of any stable transfer function is defined as

∥E(s)∥H ≜
√
ρ(PQ), (4.37)

where P and Q are the controllability and observability Gramians of E(s) and ρ is the spectral radius
(maximum eigenvalue). Thus, the optimizations stands on finding an error which is in some sense the
closest to being unobservable and uncontrollable. The interested reader is invited to read Glover [1984],
where a complete treatment of the problem is conducted.

4.1.9. CONTROLLER STRUCTURES & OPTIMIZATION TOOLS
UNSTRUCTURED CONTROLLERS

The H∞ control problem solutions obtained via Algebraic Ricatti Equations [Doyle et al., 1988] and
LMIs [Gahinet and Apkarian, 1994] are of full-order, i.e. unstructured. To compute such controllers, the
optimization MATLAB® function hinfsyn can be used. It allows to synthesize the controllers based on one
of these approaches by considering the augmented system (plant plus weighting filters). The function uses
a γ-iteration technique, which is a bisection algorithm, to determine the optimal value of the performance
level γ and optimal H∞ control design.
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Nevertheless, as simple controller architectures are preferred by practitioners, not allowing the specifi-
cation of controller structures a priori poses as a major disadvantage. This motivated the investigation of
structured H∞-synthesis. However, the difficulty in the H∞ control problems stands on the fact that the
objective detailed in Equation (4.6) is non-convex and non-smooth and that there are also stability issues
in the closed-loop. Therefore, developments on new optimization methods emerged to allow additional
structural constraints in the controllers, which started with Apkarian and Noll [2006a].

NON-CONVEX NON-SMOOTH OPTIMIZATION FOR STRUCTURED CONTROLLERS

Considering that K(κ) is structured, where κ ∈Rn, and assuming that D22 = 0 in Equation (4.7), the closed
loop transfer function from w → z (see Figure 4.2) is defined as:

Tw→z(P,K(κ)) :

[
A

(
K(κ)

)
B

(
K(κ)

)
C

(
K(κ)

)
D

(
K(κ)

) ]
(4.38)

Then, the objective described in Equation (4.6), becomes:

min
κ

f (κ)≜min
κ

∥Tw→z

(
P,K(κ)

)
∥∞

=min
κ

max
w∈R

σ̄

(
C

(
K(κ)

)(
jωI − A

(
K(κ)

))−1
B

(
K(κ)

)+D
(
K(κ)

)) (4.39)

which is a non-smooth, non-convex function. It’s defined in the domain D f = {κ ∈ Rn : f (κ) < ∞} that
contains the internally stabilizing set

Ds = {κ ∈Rn : K(κ) stabilizes P internally}= {κ ∈Rn : A
(
K(κ)

)
stable } (4.40)

Tools for structured H∞ synthesis were, thus, developed, leveraging the investigations conducted
on non-smooth optimizers [Apkarian and Noll, 2006a] [Burke et al., 2006] to directly tune any single or
multiple loop control architecture. The MATLAB® function hinfstruct became available to the general
public in 2010 [Gahinet and Apkarian, 2011], allowing the structured controllers, such as PIDs, to be
optimized instead of tuned [Apkarian and Noll, 2017].

Furthermore, multiple extensions were developed and incorporated into MATLAB® function systune
[Apkarian and Noll, 2017]. Some include the synthesis in the multiband frequency domain [Apkarian and
Noll, 2007], multi-objective H2/H∞ synthesis [Apkarian et al., 2008], multidisk H∞ synthesis [Apkarian
and Noll, 2006b], systematic tuning of gain scheduled control systems [Gahinet and Apkarian, 2013], and
parametric robust H∞ control [Apkarian et al., 2015].

Hence, systune that is publicly available since 2012, elevates itself as a strong alternative to
hinfstruct. Moreover, while the latter optimizes the tuning goals simultaneously, leading to a sin-
gle performance level γ, the former individually optimizes the tuning objectives, enabling more design
flexibility. One pivotal feature of systune is also the multi-model, multi-objective synthesis. This ap-
proach is depicted in Figure 4.14, where the structured controller synthesis is conducted given a family of
requirements and models [Apkarian et al., 2014]. Moreover, given the hard requirements f (κ) and soft
requirements g(κ), the design problem across multiple models can be formalized as
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Figure 4.14: Synthesis against multiple requirements and models.
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minimize
κ

max
i=1,...,n f

f i(κ)

subject to max
j=1,...,ng

g j(κ)≤ 1
(4.41)

which can be defined in terms of the closed loop transfer function from w → z:

minimize
κ

max
i,p

{
∥T(p)

wi→zi (K(s,κ))∥
}

subject to max
j,p

{
∥T(p)

w j→z j (K(s,κ))∥
}
≤ 1

(4.42)

where κ denotes the vector of tunable parameters, T(p)
w→z is the closed loop map from the signal w to signal

z for the pth plant model, and ∥·∥ is either the H2 or the H∞ norm.

4.2. STABILITY MARGINS
A key requirement for the certification process lays on the proof of the aircraft closed-loop stability, which
is addressed by computing the stability margins for the linearized models around several operating points
over the flight envelope. In fact, real systems are not accurately defined by their mathematical models and
vary both in magnitude and phase, especially in high frequencies where uncertainty increases [Seiler et al.,
2020]. Thus, stability margins account for this mismatch by introducing gain and phase perturbations in
the feedback. Hence, these are measures of how high the perturbations can be before the system becomes
unstable. Minimum specifications of 6 dB and 45◦ of gain and phase margins, respectively, are prescribed
for military standards and are used as guidelines[Dobos-Bubno and Hartsook, 1977] [Seiler et al., 2020]
[Anonymous, 2000]. These values correspond to the classical gain and phase margins and, if met, are also
within limits of the civil requirements [Cook, 2013].

CLASSICAL GAIN AND PHASE MARGINS

Classical stability margins are SISO robustness measures which are defined in terms of broken-loops.
These margins consider independent uncertainty in the plant gain and phase. Thus, the Gain Margin
(GM) specifies the factor by which the loop gain may be increased before the CL system becomes unstable,
whereas the Phase Margin (PM) considers the amount of plant phase variation before the CL becomes
unstable. Phase variations arise due to time delays in the feedback loop or deviations in the plant dynamics.
In fact, time delays are intimately related to the phase margin as θmax = PM/ωc. However, GM and PM
can be misleading by themselves when simultaneous perturbations are induced in the system. In fact,
small plant perturbations may cause robustness issues even if the system has large gain and phase
margins. Moreover, a typical extension of the classical margins to MIMO systems involve a repeated
analysis by assessing gain and phase perturbations for each input and output channel. Nonetheless, this
"loop-at-a-time" analysis fails to capture the simultaneous effects. [Bates and Postlethwaite, 2002] [Seiler
et al., 2020]

DISK GAIN AND PHASE MARGINS

Furthermore, Disk Margins (DM) arise naturally as the solution to some of the limitations of the classical
margins. These account for simultaneous perturbations and also provide additional information regarding
the influence of model uncertainty over the frequency range. Firstly, the set D(αmax,σ) represents the
stable region for gain and phase variations, where σ represents the skew and αmax represents the smallest
of all the frequency-dependent DM. Moreover, the disk margin is defined as in Equation (4.43). [Seiler
et al., 2020]

αmax = 1∥∥∥S+ σ−1
2

∥∥∥
∞

(4.43)

In fact, σ= 0 corresponds to the balanced case (S−T based) and it means that the gain can increase
or decrease by the same amount. A positive or negative skew is translated into a bias on the logarith-
mic/decibel scale, towards gain increase or decrease. The skew values are, thus, highly related to the
sensitivity functions, as defined in Equation (4.44). For σ= 1, the so-called modulus margins is obtained.
Additionally, DM are also used for multiple-loop analysis of MIMO systems, which provide a more accurate



4.3. C* LONGITUDINAL CONTROL LAW 35

robustness assessment. This analysis provide an introduction to more general robustness frameworks
such as structured singular-value µ. [Seiler et al., 2020]

σ= 0⇒αmax = 1∥∥∥ S−T
2

∥∥∥
∞

, σ=+1⇒αmax = 1∥∥∥S
∥∥∥
∞

, σ=−1⇒αmax = 1∥∥∥T
∥∥∥
∞

(4.44)

4.3. C* LONGITUDINAL CONTROL LAW
In the 1960’s, the C∗ parameter was first introduced by Boeing as a normalized linear sum of pitch rate and
normal acceleration [Malcom and Tobie, 1965] [Field, 1993]. Although not completely successful [Gibson,
1999], the parameter led to the creation of the C∗ response, which is now frequently used in commercial
aviation industry as a flight control law, with both Boeing and Airbus flying variations of it [Favre, 1994].
Furthermore, although not the pure C∗, several fighter aircraft, like the Lockheed Martin’s F-16 and F-18
[Field, 1993], also claim to use this law. In fact, C∗ controllers sometimes cover any combination of nz and
q.

The C∗ signal is originally defined as a normalized sum of the pitch rate and normal acceleration at
the pilot station. It is asserted that the pilots respond to a combination of these two signals, whose ratio
varies according to the natural variations of the aircraft response [Field, 1993]. The normal acceleration
cues are intensified at higher velocities (where slight pitching produces large nz changes), whereas the
pitch rate cues are more predominant in lower velocities. Thus, a constant ratio was defined, where the
relative contributions of nz and q would automatically change based on the velocity, as a consequence of
the inherent characteristics of their transfer function. Therefore, C∗ was described as:

C∗ = nz + VCO

g
q, (4.45)

where g corresponds to the standard gravity and VCO corresponds to the crossover velocity, where both
cues would translate into equal pilot sensation. This velocity was defined to be 400 feet per second (≈ 122
m/s). Therefore, the ratio is equal to 12.4. This control law is followed in several publications, including
Lombaerts et al. [2017]. Additionally, Niedermeier and Lambregts [2012] also feedbacks this parameter as
well as a proportional pitch rate, which increases the damping of the SP. Nieto-Wire and Sobel [2011] also
implements a proportional gain in the angle of attack signal, in addition to the ones used in the previous
formulation.

Moreover, there are several other configurations, as it was also previously mentioned, that are "C∗-like"
approaches. A first configuration is represented in Equation (4.46), which is followed by Guilhem and
Jean-Marc [2013], Marcos [2017], as well as in Airbus flight control algorithms [Favre, 1994] [Delannoy
and Oudin, 2013].

u = Kq q+Knz nz +K int

∫
(nzc −nz)+Knzc nzc , (4.46)

where the load factor and pitch rate signals are fed back to match the commanded load factor nzc , delivered
by the pilot. Another approach, followed by De Paula and Paglione [2007], is to feedback the load factor
signal and include a proportional controller in the pitch rate.

Additionally, it is often claimed that the C∗ approach guarantees flight path stability [Niedermeier and
Lambregts, 2012]. It is true that this algorithm has a close relation with γ in straight and level flight,
since the small nz perturbations are equivalent to V0δγ̇, where V0 is the trimmed airspeed [Vigano et al.,
2017]. In fact, the controller tends to stabilize the aircraft at a constant vertical speed or flight path angle,
for a constant airspeed. Nevertheless, since there is no integral action applied to the flight path angle
signal, the controller cannot reject external disturbances on it, yielding in flight path deviations. Moreover,
any pilot input changes the reference and it results in the airspeed to drift away, unless the thrust is
re-trimmed. Therefore, the C∗ disrupts the natural speed stability of the aircraft.

Moreover, a turn coordination term is frequently added to the C∗ formulation. Nonetheless, given that
only the longitudinal control is within the scope of the thesis, no further considerations on this term will
be drawn.
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4.4. HANDLING QUALITIES
Handling Qualities of an aircraft correspond to the properties that dictate the ease and precision with
which the vehicle responds to the pilot commands, while executing a certain flight task [Cook, 2013].
Additionally, this assessment can be approached as defined by the civil certification authorities, such as
EASA or Federal Aviation Administration (FAA). Nonetheless, these requirements are not very specific
and are, thus, difficult to use during the design and certification of the aircraft, as shown by van Overeem
[2022]. On the contrary, the military HQ standards are thoroughly defined and, generally, far more
demanding [Cook, 2013] [Luckner, 2002]. These are also extensively used in the development of FCS for
civil aircraft [Luckner, 2002]. In fact, designing an aircraft that meets the military requirements ensures
the civil ones are also met [Cook, 2013]. For that reason, MIL-STD-1797 [Anonymous, 1997] represents a
significant reference for HQ guidelines for the Flying-V, as well as WL-TR-94-3162 [Mitchell et al., 1994]).

Furthermore, the standards in MIL-STD-1797A are a function of the aircraft classification and flight
phases. The Flying-V is a class III aircraft (large, heavy, low to medium maneuverability) and the relevant
flight phase for the current research consists of Category B (gradual maneuvering, less precise tracking
and accurate flight path control). Additionally, the handling characteristics are specified in terms of
qualitative degrees of suitability and Levels, which are briefly described as [Anonymous, 1997]:

Satisfactory (Level-I) - "[...] clearly adequate for the mission Flight Phase."
Acceptable (Level-II) - "[...] adequate to accomplish the mission Flight Phase, but some increase in

pilot workload or degradation in mission effectiveness, or both, exists."
Controllable (Level-III) - "[...] the aircraft can be controlled in the context of the mission Flight

Phase, even though pilot workload is excessive or mission effectiveness is inadequate, or both."

Moreover, it is important to highlight that these levels can be distinguished into predicted and assigned
levels. The former is based on the set of quantitative parameters that, together, are expected to accurately
reflect HQ, whereas the latter is based on piloted assessments during flight test maneuvers [Mitchell et al.,
1994]. However, there may be conflicts between the two provided that the predicted levels may not capture
accurately the characteristics experienced by the pilot. Thus, for an accurate assessment of the HQ levels,
the two tests must be conducted. Nevertheless, the current research is confined to the use of simulations
which makes all of the HQ described hereafter belong to the group of Predicted Levels.

Additionally, although MIL-STD-1797A provide alternative requirements, no guidance is given on how
to use each assessment metric. On the contrary, Mitchell et al. [1994] provides an extensive discussion on
this, describing the road-map for the use of the short-term pitch response criteria.

Based on Mitchell et al. [1994], the best specification and desired criteria entail the attitude and flight
path bandwidth requirement in combination with the dropback, which yields in the most effective in
specifying flying qualities than any other criteria. Additionally, it is also versatile, given that it is the only
criteria applicable to all response-types. Hence, these will be further discussed in Section 7.3.
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FLYING-V MODEL

A solid simulation model of the Flying-V is pivotal for the controller design. Thus, in the current
chapter, the modeling of the aircraft, which was developed in MATLAB® and Simulink® is discussed.
To begin with, the most important subsystems of the model are described in Section 5.1, namely the
actuator dynamics, aerodynamics, equations of motion (EoM), and sensors. Secondly, the trimming and
linearization procedures are introduced in Section 5.2, where the methodology is explained and the main
results are presented. Lastly, in Section 5.3, the analysis of the bare airframe is conducted, in terms of
eigenmotions and validity of the approximation models.

5.1. NONLINEAR MODELING
The Flying-V model is implemented in MATLAB® and Simulink® using a tensor-based formulation. Thus,
to begin with, the tensors formulation is briefly introduced in Section 5.1.1. Each of the main subsystems
that integrate the full model is discussed in the upcoming subsections. The main flow of the model is
depicted in Figure 5.1. Therefore, the actuator dynamics are briefly described in Section 5.1.2. The
airframe is subdivided into Aerodynamics and EoM, which are addressed in Section 5.1.3 and Section 5.1.4,
respectively. Lastly, some important aspects related to the sensors are addressed in Section 5.1.5. However,
it is important to note that an F-16 Simulink® model, which was used in Naäman [2024], was provided
and served as a foundation to design the Flying-V model.
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Aerodynamics EoMEnvironment
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Figure 5.1: Overview of Simulink’s Flying-V model.
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The notation used in the current section is based on Zipfel [2007] nomenclature, where scalars (zeroth-
order tensors) are represented by lower-case characters, vectors (first-order tensors) are represented by
bold lower-case characters, and tensors (second-order tensors) by bold upper-case characters.

5.1.1. INTRODUCTION TO TENSORS
An integral aspect of the modeling lays in the tensors’ mathematical formulation. Thus, this concept is
briefly introduced. To begin with, Zipfel [2007] states that, from a physical point of view:

"Tensors describe properties of intrinsic geometrical or physical objects, i.e., objects that do not
depend on the form of presentation (coordinate system)."

In fact, with or without coordinates, physical quantities exist a priori. The coordinate systems are
simply introduced for numerical evaluation and for the interpretation of results. Thus, tensors hold
the physical characteristics and remain unaffected by the choice of a coordinate system. This is highly
advantageous to generalize the EoM, allowing for subsequent projection into any coordinate system.
Moreover, Zipfel [2007] also presents the mathematical perspective:

"... tensors are the total aggregate of all ordered n-tuples, they are defined in all coordinate
systems and thus are not tied to any particular one."

For illustration purposes, a first-order tensor x (respectively second-order tensor X) is the aggregate of
ordered triples (respectively, 9-tuples), any two of which satisfy the transformation law represented in
Equation (5.1) (respectively Equation (5.2)):

[x]B = [T]BA[x]A , (5.1)

[X ]B = [T]BA[X ]A[T̄]BA , (5.2)

where ]A and ]B are any allowable coordinate system. It is clear that the tensors themselves, represented
by x and X , are invariant across coordinate systems. It is only after projection on a coordinate system that
a transformation matrix is required to establish equivalence between the expressions. [Zipfel, 2007]

Moreover, one important formulation that is used across the model is the rotational derivative, which
is also invariant to the coordinate system. For example, considering the displacement vector sBA between
point B and any arbitrary reference point associated with frame A, the linear velocity of point B with
respect to (wrt) frame A can be defined as:

vA
B = DAsBA (5.3)

The linear acceleration can, hence, be simply determined as the rotational derivative of the velocity:

aA
B = DAvA

B = DADAsBA (5.4)

Additionally, the Euler transformation is another fundamental definition, which involves the transfor-
mation of the rotational time derivative between two reference frames. It is defined, for any vector x as in
Equation (5.5), where ΩBA corresponds to the velocity matrix between frame B and A. [Zipfel, 2007]

DA x= DBx+ΩBA x, (5.5)

5.1.2. ACTUATOR DYNAMICS
Regarding the control surfaces, the Flying-V will possess several elevons on the trailing edges, which is
particularly important for redundancy. Nonetheless, since this subdivision is still in development phase,
the aerodynamic data used in the simulation only accounts for one control surface on each side, that
functions both as elevator and aileron. Additionally, there is also a rudder located on each side of the
wing’s back. In terms of aerodynamic data, the contributions of both rudders are presented as a single one.

Furthermore, these control surfaces are modeled by a first-order linear system with a time constant
of 0.07 seconds and complemented with position and rate saturation. The actuators’ characteristics are
summarized in Table 5.1, whose values are retrieved from a commercial aircraft, as described in Bérard
et al. [2012]. Lastly, the engine is modeled with a first-order system with a time constant of 0.2 seconds.
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Table 5.1: Control surfaces characteristics.

δa δe δr

Minimum Deflection Position (deg) -25 -25 -30
Maximum Deflection Position (deg) +14 +14 +30
Maximum Deflection Rates (deg/s) ± 60 ± 60 ± 60

5.1.3. AERODYNAMIC MODEL
To compute the forces and moments acting on the aircraft, which are consequently used in the EoM,
aerodynamic data is needed. This data was generated by the aerodynamics team by using RANS-based
CFD simulations. The global values for the coefficients are given as a function of other variables, which
include the angle of attack, α, the angle of sideslip, β, the dimensionless angular accelerations, p̂, q̂, r̂, the
control surface deflections, δa,δe,δr, and the CoG location. Each of these coefficients were also provided
for a total of sixteen flight conditions, which are dependent on the Mach number, Ma, and altitude.

Therefore, the Air Data Computer outputs, namely V ,α,β, the dynamic pressure, and Mach number,
have to be computed. For that purpose, the velocity of the aircraft with respect to the air around it
([vA

B ]L) is used, since it is what is measured by the air data sensor. The velocity is defined in the local-
level coordinate system, which is a special case of the geographic coordinate system. It is used when
the particular location on the globe is not relevant. Therefore, any local tangent plane can serve as a
geographic coordinate system, independent of the longitude and latitude designations [Zipfel, 2007]. It
maintains a fixed, level orientation and it is sometimes also referred to as the North-East-Down (NED)
coordinate system. Additional computations needed involve the transformation of the coordinate system
from the local-level to the body coordinate system, yielding in [vA

B ]B, which is consequently used to compute
the aerodynamic angles and airspeed velocity, as expressed in Equation (5.6).

V =
∥∥∥[

vA
B

]B
∥∥∥

2
, α= arctan

(
wA

uA

)
, β= arcsin

(
uA

V

)
, where

[
vA

B
]B=

uA

vA

wA

 (5.6)

Furthermore, with these values, it is possible to interpolate the global coefficients, which were originally
provided. Hence, since all the parameter are known, the expressions to obtain the aerodynamic forces and
moments coefficients, which are expressed in Equation (5.7), can be implemented.

Cx =Cxα (Ma,h,α)+Cxδe
(Ma,h,δe)

Cy =Cyβ (Ma,h,β)+Cyr (Ma,h, r,CoG)+Cyδa
(Ma,h,δa)+Cyδr

(Ma,h,δr)

Cz =Czα (Ma,h,α)+Czq (Ma,h, q)+Czδe
(Ma,h,δe)

Cl =Clβ (Ma,h,β)+Clp (Ma,h, p)+Clr (Ma,h, r,CoG)+Clδa
+Clδr

(Ma,h,δr)

Cm =Cmα (Ma,h,α,CoG)+Cmq (Ma,h, q,CoG)+Cmδe
(Ma,h,δe,CoG)

Cn =Cnβ (Ma,h,β,CoG)+Cnp (Ma,h, p,CoG)+Cnr (Ma,h, r,CoG)+
+Cnδa

(Ma,h,δa,CoG)+Cnδr
(Ma,h,δr,CoG)

(5.7)

The total aerodynamic forces and moments are calculated as:

Fxa =q̄SCx Mxa = q̄SbCl

Fya =q̄SCy Mya = q̄ScCm

Fza =q̄SCz Mza = q̄SbCn

(5.8)

where q̄ = 1/2ρV 2 is the dynamic pressure, S is the wing area, b is the wingspan, and c is chord length.
Moreover, the propulsion and gravity forces are added to get the overall force acting on the aircraft.
Additionally, the thrust contribution to the moments is also considered, given that the motors have
displacements of 8.028m, ± 5.7m, and 0.8m in the x-, y-, and z-axis, respectively [Rubio Pascual, 2018].
The displacement in the x-axis does not have any considerable effect since it is aligned with the thrust
force. On the y-axis there is also no significant contribution because the two motors balance each other.
Hence, only the distance in the z-axis matters, which is multiplied by the propulsive force in the x-axis.
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Figure 5.2: Overview of the aerodynamic Block of the Flying-V model, implemented in Simulink®.

Therefore, only the moment around the y-axis is affected. For further comprehension, the aerodynamics
system is portrayed in Figure 5.2.

5.1.4. EQUATIONS OF MOTION
The 6 DoF simulation, which is implemented assuming a flat Earth model, allows to fully model the three
translational and angular accelerations, velocities, and positions from the forces and moments acting
on the system. Moreover, given that the simulation supposes in-atmosphere, near-Earth flight, Earth
frame E is considered to be the inertial frame [Zipfel, 2007]. The EoM are implemented and can be
sub-categorized into four main parts (see Figure 5.3): attitude and translational dynamics and attitude
and translational kinematics. While kinematics deal with bodies’ motion without any reference to force or
mass, the dynamics equations do reference these and apply Newton’s and Euler’s laws. The previously
mentioned four main parts are briefly explained in the current subsection.
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Figure 5.3: EoM System of Flying-V model, implemented in Simulink®.

ATTITUDE DYNAMICS

Attitude dynamics formulate the attitude equations, which are governed by Euler’s law. As depicted in
Equation (5.9), the law states that the time rate of change of angular momentum is equal to the moments
applied externally, mB. [Zipfel, 2007]

DE
(
IB

Bω
BE

)
= mB, (5.9)

where IB
B is the moment of inertia of the aircraft body frame B referred to the CoM and ωBE are the

angular rates of body frame B with respect to frame E.
Moreover, Euler’s transformation (see Equation (5.5)) is applied, in order to express the rotational

derivative in the body frame. Expanding it with the chain rule, yields Equation (5.10).
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DBIB
B︸ ︷︷ ︸

= 0 for a rigid body

ωBE + IB
BDBωBE +ΩBE IB

Bω
BE = mB, (5.10)

The body coordinate system was chosen given that it expresses the moment of inertia tensor in constant
form, it results in the ordinary time derivative of the body rates and represents the aerodynamic moments
in their preferred format [Zipfel, 2007]. Thus,

[
IB

B

]B[ dωBE

dt

]B+
[
ΩBE

]B[
IB

B

]B[
ωBE

]B= [
mB

]B

⇐⇒
[

dωBE

dt

]B

=
([

IB
B

]B)−1(
−

[
ΩBE

]B[
IB

B

]B[
ωBE

]B+[
mB

]B
)
,

(5.11)

where

[
ωBE

]B=

p
q
r

 and
[
ΩBE

]B=

 0 −r q
r 0 −p
−q p 0

 . (5.12)

TRANSLATIONAL DYNAMICS

Moreover, the translational dynamics are derived from Newton’s second law wrt the inertial frame which,
for the flat-Earth assumption, leads to Zipfel [2007]:

mD I vI
B = f a,p +mg ⇐⇒ mDEvE

B = f a,p +mg, (5.13)

where m is the aircraft mass, DE is the rotational time derivative, vI
B (= vE

B) is the velocity of the
vehicle center of mass (CoM) in frame B wrt the inertial frame I (which is assumed to be earth frame E),
f a,p are the subjected aerodynamic and propulsion forces, and g is the gravity term.

By applying the Euler transformation (see Equation (5.5)), the rotational time derivative can be shifted
to the body reference frame. Equation (5.14) is valid in any coordinate system.

m(DEvE
B +ΩBEvE

B)= f a,p +mg, (5.14)

Although in Zipfel [2007] the body frame was the chosen coordinate system, the wind frame and
coordinate system are the most adequate since the relevant states (V and α) can be directly used in
the linearization without recurring to any approximations. This derivation in the wind framework was
conducted in Naäman [2024]. The most important steps are, thus, described. Equation (5.14) was
transformed to the wind frame W:

m
(
DW vE

B +ΩWBvE
B

)
+mΩBEvE

B = f a,p +mg, (5.15)

All terms are expressed in the coordinate system ]W and the unknown body rates and forces in the
Wind coordinate system are transformed into known representations, as represented in the under-brace
descriptions:

m
[ dvE

B
dt

]W+m
[
ΩWB

]W[
vE

B

]W+m
[
ΩBE

]W

︸ ︷︷ ︸
[T]WB

[
ΩBE

]B
[T̄]WB

[
vE

B

]W=
[

fa,p

]W

︸ ︷︷ ︸
[T]WB

[
fa,p

]B

+m [g]W︸ ︷︷ ︸
[T]BL[g]L

, (5.16)

It should be noted that zero wind conditions are assumed. The term
[
DW vE

B
]W corresponds to the

change in velocity of the aircraft body wrt the Earth, in the wind axis. Additionally, it is also important
to express the angular rates of the wind to the body frames, in the wind coordinate system,

[
ΩWB]W .

The skew-symmetric tensor can be obtained from the angular rates from the Earth to the body reference
frames in ]W

([
ΩWB]W= [

ωWB]W×I
)
. The latter is dictated by the derivatives of α̇ and β̇, as it can be

verified in Figure 5.4. Thus, the expression was solved for V̇ , α̇,and β̇, concluding the derivation of the
most important steps of the translational dynamics.
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Figure 5.4: Transformation from the body-fixed reference frame (Fb) to the wind reference frame (Fa).
Subscript a corresponds to the wind/aerodynamic reference frame, whereas b corresponds to the body
frame. [Mulder et al., 2013]

ATTITUDE KINEMATICS

Furthermore, the body attitudes can be retrieved from the body rates using three different approaches:
Euler angle, quaternion, or direction cosine matrix [Zipfel, 2007].

The differential Euler angle equations are computed by using the transformation matrix between the
Euler angles and the body frame, as derived in [Zipfel, 2007]:

φ̇θ̇
ψ̇

=

1 sin(φ)tan(θ) cos(φ)tan(θ))
0 cos(φ) −sin(φ)
0 sin(φ)cos(θ) cos(φ)/cos(θ))


p

q
r

 (5.17)

Although the Euler angles are directly calculated, which poses as an advantage of this method,
singularities occur at θ =±π/2.

TRANSLATIONAL KINEMATICS

Moreover, the location of the aircraft’s CoM in frame B wrt an Earth reference point E is obtained by
integrating twice the differential equations of the velocity vector [Zipfel, 2007] (output of the Translational
Dynamics subsystem), which are described in Equation (5.18).

u̇ = cos(α)cos(β)V̇ −cos(β)sin(α)V α̇−cos(α)sin(β)V β̇
v̇ = sin(β)V̇ +cos(β)V β̇
ẇ = cos(β)sin(α)V̇ +cos(α)cos(β)V α̇−sin(α)sin(β)V β̇

(5.18)

Hence, [
DEsBE

]
=

[
vE

B

]
(5.19)

The integration was carried out in the local-level coordinate system, as expressed in Equation (5.20).

[ dsBE

dt

]L=
[
T̄

]BL[
vE

B

]B
(5.20)

The six first-order differential equations that are fundamental to the motion of the aircraft with the
Earth as the inertial reference frame are, now, completely obtained.
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5.1.5. SENSORS
For some measurements, including the normal acceleration, an extra device is needed. In this case an
accelerometer / Inertial Measurement Unit (IMU) is used. However, in case the IMU is displaced from the
CoM, additional corrections need to be taken into consideration. This transformation was addressed by
Grubin and, thus, it carries his name [Zipfel, 2007]. To begin with, as described in Equation (5.21) and in
Figure 5.5, the position vector of a point in the body B with respect to an inertial frame point I is equal to
the sum of the position vectors from the sensor Br to the CoM and from the inertial point to the reference
sensor Zipfel [2007].

sBI = sBBr + sBr I (5.21)

Figure 5.5: Reference frame Br. Adapted from Zipfel [2007].

By performing the second derivative of the vector triangle in Equation (5.21) and by substituting the
expression in Newton’s Second Law, the result is the following:

mBD I D I sBBr +mBD I D I sBr I = f (5.22)

Additionally, with successive Euler transformations applied to the first term and by assuming that
the position of the sensor with respect to the body is fixed, the Grubin’s form of Newton’s second law is
obtained:

mBD I vI
Br

= f −mB
(

D IΩBI sBBr︸ ︷︷ ︸
angular acceleration

+ ΩBIΩBI sBBr︸ ︷︷ ︸
centrifugal acceleration

)
⇐⇒ aI

Br = aI
B −

(
D IΩBI sBBr +ΩBIΩBI sBBr

) (5.23)

Hence, Equation (5.23) describes the relation between the sensor acceleration and the acceleration of
the body in the CoM. Nonetheless, it is important to note that the accelerometer is a specific force measuring
device [Stevens et al., 2015]. Therefore, the magnitude of the true force acting on the accelerometer is
equal to the accelerometer weight and has a negative direction to the gravity vector derived from the
reaction of the surface where it is applied [Stevens et al., 2015]. Hence, it reads -1 g-unit, given that
the (North-East-Down) NED reference frame is used. Nevertheless, as described in Section 5.1.3, in the
airframe model the gravity was compensated by being added to the forces acting on the body. Thus, if no
other compensation was reintroduced, the measured acceleration and, consequently, load factor would be
null.

Moreover, conventionally, the load factor should have the opposite sign of the normal acceleration and,
in the steady wings-level condition, it should measure +1 g-unit. Thus, the standard gravity compensation
factor ([T]BL[g]L) is subtracted from the acceleration value and multiplied by −1/g0. In case the gravity
force was not added in the Airframe calculations, this factor would not be necessary.

Furthermore, given that a C∗ control law will be designed, the value of nz also needs to be captured in
the Pilot Station (PS) or near the Instantaneous Center of Rotation (ICR), as it will be further discussed
in the following chapters. Hence, Grubin’s transformation can be applied analogously, where Br and B
correspond to the accelerometer and the PS/ICR positions, respectively.
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IMU LOCATION

To begin with, the choice of sensors location plays an integral role in the aircraft design. In fact, the IMU
detects not only the rigid-body motion but also higher frequency oscillation which are aggravated by the
resonance or flexible mode of the structure. Hence, these undesired effects may be passed through the
FCS, which may possibly create unstable structural coupling characteristics. [Kim et al., 2024]

Although no aero-elasticity effects are considered within the model, the location of the sensor has to be
decided. It is widely known that the sensor should be positioned at a location where structural coupling
with the lowest-frequency modes is the smallest. However, different approaches are followed for several
configurations of aircraft [Kim et al., 2024]. For instance, in the Experimental Aircraft Program, where
tests were conducted on the forerunner of Eurofighter, the sensors were located where cooling air could
be more easily supplied to, to tackle electronics overheating. Nevertheless, the fuselage bending mode
largely excited the pitch angular rate response [Caldwell et al., 2000]. Additionally, in the F-22 Raptor,
the accelerometers were placed at the cockpit [Jr, 1999]. Lastly, in the AFTI/F-16 fighter, it was located
forward to the CoG and as close as possible to the center of percussion [Kim et al., 2024].

A more in-depth investigation should be conducted specifically for the Flying-V. Nonetheless, as a
preliminary position, it was assumed the sensor should be placed slightly in front of the most forward ICR
position. This location is assumed to have reduced sensitivity to structural and other HF sources. This
point was computed for all the available data points of the flight envelope based on the SP approximation,
by applying the formula [McRuer et al., 1973]:

lxICR = Zδe

Mδe

(5.24)

The values to be applied in Equation (5.24) are obtained directly from the B matrix of the SP state
space and from the trimmed airspeed velocity V0, given that

ẋ = Ax+Bu, where B =
[ Zδe

V0

Mδe

]
(5.25)

The ICR locations obtained for each flight condition, which is dependent on Mach number and altitude,
are displayed in Table 5.2.

Table 5.2: ICR distance from the CoG (towards the nose) for several flight conditions.

Flight Condition ICR location (m)
Ma = 0.6, h = 3250 m 6.9805
Ma = 0.6, h = 5450 m 6.9778
Ma = 0.6, h = 7650 m 6.9686
Ma = 0.5, h = 3250 m 7.0526
Ma = 0.5, h = 5450 m 7.0410
Ma = 0.5, h = 7650 m 7.0147
Ma = 0.4, h = 3250 m 7.0873
Ma = 0.4, h = 5450 m 7.0503

Hence, the location for the sensor was defined to be at a distance of 7.2 meters from the CoG, towards
the nose. Moreover, it is known that any point of the aircraft located aft of the ICR experiences a non-
minimum phase (NMP) behavior. Thus, for instance, in a pitching up movement, that point experiences,
at first, a sinking movement. This phenomenon can be clearly verified by examining Figure 5.6 and
Figure 5.7, where the commanded elevator deflection to normal acceleration TF poles and zeros are shown.
On the left side, in Figure 5.6, the load factor is being measured in the CoG, whereas on the right, in
Figure 5.7, the variable is being measured in the IMU location, slightly forward to the ICR. As expected,
from the CoG to the IMU, the NMP zeros frequency starts increasing until it reaches the point where the
zeros migrate to the left hand plane (LHP). This transition occurs in the ICR location. Furthermore, it
is important to note that the forward value for the CoG of 29.372 meters was taken from van Overeem
[2022], given that it was the point where the response of the Flying-V was considered to be more sluggish.
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Figure 5.6: Pzmap of the TF from the elevator
deflection command to the normal acceleration at
the CoG, for several flight conditions.

Figure 5.7: Pzmap of the TF from the elevator
deflection command to the normal acceleration at
the IMU, for several flight conditions.

5.2. TRIMMING & LINEARIZATION
Steady-state flight provides an initial condition for flight simulation, ensuring stability and maintaining
the desired flight condition. In fact, equilibrium point computation is the first step towards the linearization
of the nonlinear dynamics. Hence, the complex dynamics are approximated around the operating points,
which allows efficient analysis, control system design, and stability assessment.

Thus, the trimming methodology will be further discussed in Section 5.2.1, followed by the results that
validate the accuracy of the trimming procedure, in Section 5.2.2. Lastly, in Section 5.2.3, the linearization
process is discussed more in depth.

5.2.1. TRIMMING METHODOLOGY
To begin with, the accuracy of the linearized model is intimately dependent on the accuracy of the trimming,
provided that the linear approximations describe small perturbations around a certain trim condition.
Thus, it is crucial that this foundation is computed based on accurate assumptions.

The trimming procedure involves the calculation of the equilibrium points around an imposed condition
ρ(t)= ρ̄ = [M̄a h̄]T so as to zero out the forces and moments contribution of the body and control surfaces.
The EoM can be represented in a general parameter-dependent form as:{

ẋ(t)= fx[x(t),u(t),ρ(t)], t ∈ℜ+
y(t)= fy[x(t),u(t),ρ(t)]

(5.26)

where x= [p q r φ θ ψ V α β xL yL zL]T represents the state vector, u= [T δa δe δr]T is the control input
vector, and y= [nx ny nz p q r]T is the output vector. The aircraft is in equilibrium if ẋ(t) ∆= 0. Solving this
condition assumes that there are as many algebraic equations as unknown variables, which is not the case.

Thus, it is fundamental to address which variables can be chosen independently and what constraints
exist on the remaining state and control variables. Firstly, the control variables, which consist of the
thrust (T) and control surface deflections (aileron, elevator, and rudder) must be adjusted by the trimming
algorithm. Secondly, the NED altitude can be predefined, given that the flight conditions around which
the trimming procedure is conducted are dependent on this state and the Mach number. However, the
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other two position states are not relevant. Additionally, for steady wings-level flight, we can consider
that the roll angle, φ, and the angular rates, p, q, r, are all null. The yaw angle, ψ, can be specified
freely. Nonetheless, the sideslip angle, β, must be adjusted by the algorithm, in case a side force has to be
counteracted. Hence, only the states V ,α, and θ remain to be considered. However, the first two states are
interrelated because of the lift through the dynamic pressure and the lift coefficient. Thus, V is signaled as
known and α as not known. Therefore, the unknown variables are: θ,α,β,δa,δe,δr, and the thrust, which
accounts for 7 variables. However, from the forces and moments equations, only six unknown variables
can be found. Hence, an output constraint is imposed on the flight path angle, γ, for it to be zero. Thus,
given that γ= θ−α, the number of variables to be trimmed by the procedure is adequate. This information
is summarized in Table 5.3. [Stevens et al., 2015]

Table 5.3: Trimming object specifications.

States Steady State Known Inputs Known Outputs Known
p ✓ ✓ T ✗ γ ✓

q ✓ ✓ δa ✗

r ✓ ✓ δe ✗

φ ✓ ✓ δr ✗

θ ✓ ✗

ψ ✓ ✓

V ✓ ✓

α ✓ ✗

β ✓ ✗

xL ✗ ✓

yL ✓ ✓

zL ✓ ✓

The trimming can be conducted either with an analytical or numerical method. The former involves
solving the moment and forces equations, which is complex and time-consuming. The latter, on the other
hand, iteratively adjusts the independent variables until the requirements are met, which can be tightened
as desired. The numerical approach is followed 1. Several options for the algorithm were outlined, which
are summarized in Table 5.4.

To begin with, the optimizer type chosen was lsqnonlin. While the graddescent-elim is the function
default option 2, it is a very strict optimizer, where equality constraints are imposed to force the states
time derivatives to zero and output signals to be equal to their specified known values. Consequently, the
optimizer fixes the state and inputs that are marked as Known and optimizes the remaining variables.
Nevertheless, lsqnonlin provides a more flexible approach, which can be tightened as much as needed
by the number of function evaluations, iterations, and tolerance values. As observed in Table 5.4, these
variables were exploited to great extent, in order to achieve the best results possible. Thus, the working
principle of this optimizer consists of first fixing the states and inputs marked as Known and optimizing
the remaining variables. Then, the algorithm tries to minimize both the error in the time derivatives of
the states and the error between the outputs and their specified known values. Given that the system
is highly nonlinear, imposing equality constraints make it more challenging to converge to a feasible
solution. Hence, lsqnonlin balances multiple errors rather than enforcing hard constraints. Moreover, the
trust-region-reflective was chosen, as it is a large-scale algorithm.

1findop() MATLAB® function is used. Its arguments are the Simulink® model, the operating point object of the system states,
inputs and outputs, and the options object of the numerical algorithm, which uses the function findopOptions() of the Simulink
Control Design toolset.

2https://www.mathworks.com/help/slcontrol/ug/findopoptions.html (Accessed in February 2025)

https://www.mathworks.com/help/slcontrol/ug/findopoptions.html
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Table 5.4: Set of options for finding the operating point from specifications.

findop() & Optimization Options Chosen Option
Optimizer type lsqnonlin
Maximum number of function evaluations 29

Maximum number of iterations 29

Termination tolerance on function value 1−10

Termination tolerance on x, the current point 1−10

Algorithm trust-region-reflective
Jacobian on
Tolerance on the constraint violation 1−10

5.2.2. TRIMMING RESULTS & DISCUSSION

Hence, with the procedure described in the previous section, the equilibrium points for each of the flight
conditions are computed. The trimmed values for the control surfaces and motor’s thrust are shown in
Table 5.5. The thrust values include the contribution of both motors.

Moreover, it should be noted that, although sixteen aerodynamic data points were provided, only eight
were considered for trimming and linearization, and subsequent controller design and analysis. This
decision was driven by the low maturity of both the aerodynamic data and the aircraft’s development.
To begin with, it should be highlighted that the author of the thesis requested ten of these sixteen data
points as supplementary information for this research, meaning the flight conditions were not specified
by a member of the flight performance group. Moreover, the low velocity conditions until approximately
Ma = 0.3 could not be trimmed due to thrust limitations. Furthermore, for these conditions, the values
obtained for the trimmed AoA (if no limitations were imposed on the thrust), were extremely high. This
highlights the need for further refinement of the Flying-V aerodynamic model. Furthermore, the conditions
with the highest velocity, corresponding to Ma = 0.7, also portrayed undesired behavior. By observing the
tendency of the pitching moment, it was verified that the aircraft would become unstable after 2.5◦ of AoA.
Hence, given these challenges, only the central aerodynamic data points were deemed suitable to be used.
All in all, the flight envelope is not fully determined yet and further iterations on the concept design may
be necessary to improve the aircraft flight dynamics.

Table 5.5: Inputs trimmed values for each flight condition.

Flight Condition
Ma = 0.6 Ma = 0.5 Ma = 0.4

Variables h = 3250 m h = 5450 m h = 7650 m h = 3250 m h = 5450 m h = 7650 m h = 3250 m h = 5450 m
T (N) 113940 100540 116350 114770 114420 132300 96221 142440
δa (deg) 0 0 0 0 0 0 0 0
δe (deg) -0.69 -1.57 -2.31 -1.22 -1.75 -2.92 -3.45 -3.63
δr (deg) 0 0 0 0 0 0 0 0

As expected, given that there is no wind modeled and that the aircraft is symmetrical, the lateral
inputs have null values. Moreover, two main tendencies can be observed in the elevator deflection angles.
Firstly, for a fixed velocity, increasing the altitude yields higher magnitudes. Secondly, for a fixed altitude,
decreasing velocities also results in higher control deflection angles. Both behaviors are partly concerned
with the dynamic pressure, q̄, which decreases in lower velocities and higher altitudes since the air
density, ρ, is also lower. Hence, the control effectiveness in these conditions is reduced, motivating larger
deflections to generate the same forces and moments, which explains the first tendency. Additionally, to
maintain the same lift, when the speed is reduced, the lift coefficient needs to be higher, which is why the
second tendency is observed. This relation can be better understood by examining Equation (5.27). Higher
deflection angles increase the angle of attack, which also rises the lift coefficient. Furthermore, it can also
be seen that at Ma = 0.6, the aircraft is still on the backside of the power curve, since the thrust values, for
a fixed altitude, are lower than for lower velocity conditions.
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L = CL
1
2
ρV 2︸ ︷︷ ︸
q̄

S (5.27)

Figure 5.8 to Figure 5.11 portray the evolution of the aircraft states over a period of 50 seconds when
the states and inputs are initialized with the values that were obtained from the trimming procedure.
These simulations were run in the nonlinear Simulink® model.

The first three states are the angular velocities and their time series can be observed in Figure 5.8. It
is verified that the trimmed values are all null by paying attention to the values for t = 0 seconds. Some
oscillations in the pitch rate are visible. Nonetheless, the magnitude is in the order of 10−6 degrees and,
therefore, it is not significant.

Figure 5.9 portrays the Euler angles evolution. The lateral angles remain at zero, as expected, whereas
the values for the pitch angle are distributed over a large range. By comparing these results with the
ones in Figure 5.10, which shows the airspeed velocity and the aerodynamic angles, it is possible to verify
that the values for the angle of attack are equal to the angles of the pitch angle. This is the result of the
additional constraint applied in the flight path angle. All of the states remain in the trimming condition,
as it is observed by the completely stable values, validating the procedure. Additionally, the trimmed
values for α corroborate the reasoning made on the elevator deflection magnitudes tendency. In fact, for a
fixed altitude, when the velocity decreases, α rises. This occurs in order to augment the lift coefficient and
maintain the same lift force applied on the aircraft. Moreover, for a fixed speed and higher altitudes, α
is also higher. This effect is due to the air density being lower and, thus, the lift coefficient needs to be
compensated.

Lastly, Figure 5.11 shows the the position values in the local-level coordinate system. The position
in the x-axis is increasing, given that the aircraft is moving forward. There is no change in the y-axis
position, given that no sideforce is applied in the aircraft. It is evident that the altitude remains stable in
all conditions. The negative value in the z-axis is due to the frame used, NED.
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Figure 5.8: Nonlinear time simulations over 50 seconds of the angular velocities, when initializing the
inputs and states with the trimmed values.
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Figure 5.9: Nonlinear time simulations over 50 seconds of the euler angles, when initializing the inputs
and states with the trimmed values.
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Figure 5.10: Nonlinear time simulations over 50 seconds of the airspeed and the aerodynamic angles,
when initializing the inputs and states with the trimmed values.
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Figure 5.11: Nonlinear time simulations over 50 seconds of the aircraft position, when initializing the
inputs and states with the trimmed values.

5.2.3. LINEARIZATION
The linearization procedure involves the approximation of the nonlinear dynamics, which were extensively
discussed in Section 5.1, around the trim points. Thus, for each flight condition, there is a State Space (SS)
representation of the form:

ẋδ(t)≈ Axδ(t)+Buuδ(t)
yδ(t)≈ Cyxδ(t)+D yuuδ(t),

(5.28)

where the quantities xδ(t)≈ x(t)− x̄ and uδ(t)≈ u(t)− ū approximate deviations from the operating point.
Here, the higher order terms are assumed to be zero. It is important to note that, by abuse of notation, the
δ will be omitted in the notation when referring to the SS models.

The linearized SS model involves all of the longitudinal and lateral states and inputs. However, for
controller design, approximations of this model that excite the necessary states can be used. In fact, for
the longitudinal motion, the SP and Phugoid modes can be used separately by only considering either the
α and q states or the V and θ states. These SS models can be easily obtained by selecting the appropriate
rows and columns of the complete SS dynamics. These considerations are further discussed in Section 5.3.
Furthermore, similarly to the trimming procedure, the linearization can also be computed analytically or
numerically. The numerical approach is followed 3.

5.3. BARE AIRFRAME ANALYSIS
In the previous section, the linearization process was introduced and, by applying it, it is possible to obtain
the approximate dynamics of the aircraft around a certain trim condition. Moreover, for the Flight Control
System (FCS) design, which is conducted in Chapter 6, a single flight condition is used. As previously
discussed, there are eight flight conditions from which this flight condition could be chosen from. It was
decided to consider the operating point which is located in the middle, in terms of altitude and Mach
number, of the not fully determined flight envelope. This corresponds to a Mach number of 0.5 and an
altitude of 5450 meters.

3linearize() MATLAB® function is used. Its arguments consist of the nonlinear Simulink® model, the inputs and outputs of the
system, the operating point retrieved from thefindop() function, the state order which specifies the order of the states in the SS
model, and the linearization options.
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Thus, for this specific condition, a Linear-Time-Invariant (LTI) system is obtained as the SS model,
which is examined in the current section. Furthermore, given that the lateral dynamics are not relevant
to the research goal, only the longitudinal states are selected, which yields in the system depicted in
Equation (5.29). The outputs are defined to be the load factor in the CoG and the pitch rate.


V̇
θ̇

α̇

q̇

=


−6.654 ·10−3 −9.807 5.846 −0.432

0 0 0 1
−7.933 ·10−4 1.659 ·10−11 −0.601 0.974
2.238 ·10−4 −9.173 ·10−11 −1.154 −0.748


︸ ︷︷ ︸

A


V
θ

α

q

+


4.144 ·10−6 −1.601

0 0
−2.731 ·10−9 −0.141
−2.897 ·10−8 −3.198


︸ ︷︷ ︸

B

[
T
δe

]

[
nz

q

]
=

[
0.01289 −2.802 ·10−10 9.655 0.4222

0 0 0 1

]
︸ ︷︷ ︸

C


V
θ

α

q

+
[

0 2.3
0 0

]
︸ ︷︷ ︸

D

[
T
δe

]
(5.29)

The LTI systems can also be represented with transfer functions, using the Laplace operator s, as:

H(s)= C(sI − A)−1B+D, (5.30)

For the purpose of investigating the eigenmotions, the states were temporarily defined as the outputs
Thus, C and D were defined, respectively, as the identity and a zeros matrix. Hence, the following set of
TFs from the elevator input to the states are retrieved:

V
δe

= −1.6006(s−2.792)(s2 +3.794s+3.861)
(s2 +0.004114s+0.006535)(s2 +1.352s+1.575)

θ

δe
= −3.1978(s+0.5406)(s+0.01643)

(s2 +0.004114s+0.006535)(s2 +1.352s+1.575)
α

δe
= −0.14129(s+22.79)(s2 +0.006472s+0.007823)

(s2 +0.004114s+0.006535)(s2 +1.352s+1.575)
q
δe

= −3.1978s(s+0.5406)(s+0.01643)
(s2 +0.004114s+0.006535)(s2 +1.352s+1.575)

(5.31)

From these equations, the dynamic behavior of the Flying-V can be examined. For completion, the
pole-zero map of these equations is shown in Figure 5.12 and in the zoomed in Figure 5.13.

Figure 5.12: Pzmap of the elevator to states TFs. Figure 5.13: Zoomed in portion of Figure 5.12.

To begin with, it is observed that all of the denominators are the same, whereas the numerators are
unique. The denominator, which corresponds to the characteristic polynomial, represents the dynamics
of the two longitudinal modes: SP and phugoid. The pair of poles that define each motion can be clearly
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identified in Figure 5.12, where the phugoid ones are closer to the origin. The main characteristics of both
motions are represented in Table 5.6. The phugoid mode is very lightly damped. Given its long period,
the pilot would have no difficulty in damping out the phugoid excitation [Stevens et al., 2015], although
certain damping requirements still must be met for this motion. By observing Figure 5.13, it is verified
that the poles are all in the LHP and, thus, the aircraft is longitudinally stable for the Ma = 0.5, h = 5450m
flight condition. This affirmation is further corroborated by the Routh-Hurwitz criterion, given that the
coefficients of the second order characteristic polynomials are all positive (see Equation (5.31)).

Table 5.6: Longitudinal characteristics of the SP and phugoid modes.

Modes
Characteristics Short Period Phugoid

Natural Frequency wn (rad/s) 1.25 0.0808
Damping ratio ζ (-) 0.539 0.0254

Moreover, the contribution of each state to these modes is easily identified by investigating the
frequency of the poles and zeros of each transfer function. For instance, in the α/δe TF (see Equation (5.31)),
it is verified that the conjugated zeros cancel the phugoid eigenmotion. The SP approximation is directly
reduced to the description in Equation (5.32). Additionally, in the q/δe TF (see Equation (5.31)), if the zero
at the origin and the zero at (s+0.01643) cancel the phugoid poles, the SP approximation for the pitch rate
results in the description in Equation (5.33). Conversely, although less straightforward, the zeros of the
V /δe TF cancel partly the SP motion, given their higher frequency characteristics, as well as one of the
zeros of the θ/δe TF.

α

δe
= −0.14129(s+22.79)

(s2 +1.352s+1.575)
(5.32)

q
δe

= −3.1978(s+0.5406)
(s2 +1.352s+1.575)

(5.33)

Moreover, Figure 5.14 portrays the step response to one degree of elevator deflection of the complete
longitudinal dynamics. The SP transient response can be fully observed in the α and q states in the first
5 seconds, which is not visible in the other two states, provided the extremely LF. This corroborates the
results drawn in the frequency domain.

0 1 2 3 4 5 6 7 8 9 10

Time (s)

0

5

10

V
 (

m
/s

)

0 1 2 3 4 5 6 7 8 9 10

Time (s)

-10

-5

0

 (
d

e
g

)

0 1 2 3 4 5 6 7 8 9 10

Time (s)

-2

-1

0

 (
d

e
g

)

0 1 2 3 4 5 6 7 8 9 10

Time (s)

-2

-1

0

q
 (

d
e

g
/s

)

Figure 5.14: Step response of the states to 1 degree of input deflection over 10 seconds.
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As previously mentioned, since the frequency of the phugoid motion is so low, the human pilot easily
handles it. On the contrary, the frequency of the SP motion is much closer to that of the pilot. Thus, to
achieve satisfactory HQ, the SP is a key eigenmotion for the controller design. Additionally, as it is widely
accepted, the reduced model of the short period approximation will be used throughout the thesis as the
foundation for controller design in the linear domain. This SS model will be introduced and its validity
will be verified. From the full order longitudinal dynamics presented in Equation (5.29), the columns and
rows that are solely dependent on the α and q states, which are the ones that are most dominant in the
SP, and on the elevator deflection input are selected. Consequently, the SP SS model results in:[

α̇

q̇

]
=

[
−0.601 0.974
−1.154 −0.748

]
︸ ︷︷ ︸

ASP

[
α

q

]
+

[
−0.141
−3.198

]
︸ ︷︷ ︸

BSP

δe

[
nz

q

]
=

[
9.655 0.4222

0 1

]
︸ ︷︷ ︸

CSP

[
α

q

]
+

[
2.3
0

]
︸ ︷︷ ︸

DSP

δe

(5.34)

In order to verify the validity of this approximation, the frequency gain and phase plots of the elevator to
load factor and of the elevator to pitch rate TFs of the complete longitudinal dynamics were compared to
the SP ones. This analysis is presented in Figure 5.15-Figure 5.18. Regarding Figure 5.15 and Figure 5.16,
the magnitude plots of the elevator to nz and q, respectively show a similar tendency. In both plots, a
large peak is observed at a frequency close to the natural frequency of the lightly damped phugoid mode
(wn = 0.0808 rad/s). The noticeable but smaller peak is due to the more heavily damped SP mode. From
the phase and magnitude plots, it is concluded that the approximation closely matches the full dynamics
for frequencies higher than around 0.02 Hz.
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6
FLIGHT CONTROL SYSTEM SYNTHESIS

The current chapter focuses on the development and synthesis of the C∗ longitudinal controller. To achieve
that, several design alternatives are evaluated in Section 6.1 and the requirements to impose on the design
are specified in Section 6.2. The final design decided from the first section is, consequently, synthesized
in a CT formulation in Section 6.3 and in a modified CT formulation to implement as a digital controller,
in Section 6.4. Lastly, the digital controller design is expanded to a region of the flight envelope and a
multi-modeling modified CT controller design is conducted in Section 6.5.

6.1. FLIGHT CONTROL SYSTEM DESIGN OPTIONS
From Section 4.3 regarding the C∗ longitudinal law, it is clear that there are several formulations that can
be followed. In order to justify the final approach, three main design characteristics are discussed. The
first design alternative, further analyzed in Section 6.1.1, is concerned with the decision of which signals
should be used in the feedback. Secondly, the locations where the performance and feedback signals are
measured are also of interest and will be further examined in Section 6.1.2. Lastly, the output disturbance
modeling is also investigated for two different alternatives, in Section 6.1.3.

To evaluate the different design alternatives, several controllers were synthesized. However, the
main purpose of the current section is to motivate the designs presented in Section 6.3, Section 6.4, and
Section 6.5. Therefore, in the current section, only the final results and conclusions of the different setup
configurations will be analyzed. For further details on the design and procedure to obtain such controllers,
please refer to Section 6.3.2.

6.1.1. FEEDBACK SIGNALS
As it was previously mentioned in Section 4.3, there are several configurations for the FCS, by using the
C∗ or C∗-like approaches. In fact, besides the proportional controllers, the integral action can be applied
in the nz signal, in q, or in C∗. Hence, this choice needs to be further examined. The SP effects will be the
main focus, as it is the approximation used for the linear controller synthesis procedure.

To begin with, the pitch rate feedback provides excellent attitude disturbance rejection, even in
turbulent conditions, at the expense of possible heave motions. This occurs because the conventional
aircraft gust alleviation response, that consists of pitching into gusts, is prevented. Nevertheless, the pilot
may feel more in control given that the attitude is not being randomly disturbed and, thus, it can be an
acceptable compromise. [Gibson, 1999]

Secondly, the normal acceleration command controls directly the flight path. In turbulence conditions,
γ is less affected because α is continuously changed in order to maintain a constant vertical acceleration.
Therefore, attitude disturbances are more prone to occur and the pilot is "closing the loop" to suppress the
attitude excursion, introducing increased workload. [Gibson, 1999]

Moreover, combined demand systems are also a strong possibility, since none of the basic maneuver
demand systems have all the favorable qualities on their own. This is where the C∗ parameter comes into
play. This signal is in line with the cues perceived by the pilots, which in low velocities are dominated
by attitude control (q is the predominant signal), whereas in high velocities, the control priority shifts
naturally to load factor, where structural limitations are also a priority. [Gibson, 1999]

55
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From this discussion, the combined demand approach is considered as the most promising procedure.
Nonetheless, given that in literature several FCS designs implement nz as the feedback signal, this
approach and the pure C∗ are both designed for further examination. Considering that the output
disturbance is applied on the signal that is in the feedback path, a controller is synthesized using signal-
based MS H∞ for both methods, nz and C∗. For brevity reasons, only the open loops are evaluated. The
open loops are retrieved by opening the system in several locations, namely at the plant input, L i, and
at the plant output at nz in the CoG and q, respectively Lonz and Loq, and at the virtual output C∗

IMU ,
LoC∗

IMU
. The results are shown in Figure 6.1.

By observing Figure 6.1, it is verified that at HF, the open loops have similar magnitudes, which are
low, as desired. On the contrary, at LF, it is verified that the signal that is fed back in each case can easily
reject disturbances since it has a high magnitude. The other output signals have low magnitudes at LF, so
these are affected by disturbances considerably.

Regarding the top plot in Figure 6.1, the C∗ has satisfactory disturbance rejection as previously
stated, given the integral action applied on it, whereas the nz and q signals have lower values. However,
by looking at the plot at the bottom where the integral action is applied on nz, it is verified that the
disturbance rejection is excellent on this signal at the expense of lowering the rejection capabilities in the
q channel even more.

Thus, it is concluded that to have a balanced disturbance rejection at LF in the signals q and nz,
the pure C∗ configuration should be followed, which also yields good disturbance rejection in this signal.
Therefore, this conclusion is an additional reason to follow the combined demand approach.

It should be noted that, although the signals are measured at the PS in the results shown, these
feedback configurations were also tested with the signals measured at the IMU location. The results
obtained also follow the same tendency and, thus, are not depicted.

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

-100

-50

0

50

100
Li

Lo
q

Lo
nz

PS

Lo
nz

CoG

Lo
C*

Feedback of C
*
 @ PS

Frequency (rad/s)

S
in

g
u
la

r 
V

a
lu

e
s
 (

d
B

)

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

-150

-100

-50

0

50

100
Li

Lo
q

Lo
nz

PS

Lo
nz

CoG

Feedback of nz @ PS

Frequency (rad/s)

S
in

g
u
la

r 
V

a
lu

e
s
 (

d
B

)

Figure 6.1: Input (Li) and Output (Lo) Open Loops for the controller synthesized with C∗ and nz signals
in the feedback, respectively portrayed at the top and bottom.
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6.1.2. C* SIGNALS MEASUREMENT LOCATION
In the previous subsection, it was concluded that the feedback signal should be C∗. Although many
procedures compute the C∗ parameter with nz at the PS because this signal is a reflection of how the pilot
experiences the aircraft’s dynamic response, this should also be more closely examined.

The performance signal is the one that is used to track a certain reference model so that the aircraft
follows the correct trajectory. This signal was defined to be the C∗ parameter at the PS since it is intimately
related to the motions the pilots feel and, therefore, the pilot stick inputs are more easily commanded.

However, the feedback signal, which is fundamental to providing the system robustness properties, can
be a different one. In fact, it needs to be considered that:

nzPS = nzIMU + q̇(xIMU→CoG + xa)
g0

, (6.1)

where nzPS and nzIMU are the load factors measured at the CoG and at the IMU, respectively. The term
xIMU→CoG = -7.2 meters corresponds to the distance from the IMU to the CoG location and xa is equal to
the distance between the CoG and the PS. This value was retrieved based on the information provided in
van der Pluijm [2021], where the nose x-location was defined at xnose = 1.5 meters and the cockpit end
location at xPS = 6.7 meters. Thus,

xa = xCoG − xnose→PS = xCoG − xPS + xnose ⇐⇒ xa = 24.1720 meters. (6.2)

Therefore, two FCS are synthesized with the feedback signal C∗. The first measures the signal at
the PS, whereas the second measures it at the IMU. The open loops for both situations are presented in
Figure 6.2.

To begin with, q̇ dynamics have a relatively low contribution at LF. However, the opposite occurs at HF,
yielding the second term on the right side of Equation (6.1) to significantly rise. This tendency is further
amplified by being multiplied by the distance from the IMU to the PS. These behaviors can be verified by
examining Figure 6.2, where at LF the open loop singular values of C∗ and nz are very similar (so, low
contribution of q̇ dynamics) and at HF the signals measured at the PS have higher magnitudes.
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Figure 6.2: Open Loops of the FCS at several locations, using the C∗ signal for the feedback at the PS
(top) and at the IMU (bottom).
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Physically, it also makes sense that the gain at HF is higher in the PS than in the ICR, which is very
close to the location of the IMU. While at the ICR the load factor is only dependent on the translational
dynamics, at the PS there is an additional and high contribution of the angular accelerations.

It is decided to feedback the signal measured at the IMU. The reasoning behind this stands on the fact
that open loop roll-off is desired at HF. This can be successfully achieved by not having a large derivative
term in the nz measurements which arises due to q̇. As discussed in Section 5.1.5, there are several
considerations to be carefully taken into account in terms of where the IMU should be located. However, in
the current research, it was assumed that the IMU was placed slightly in front of the ICRs computed for
the flight envelope. For further details on this topic, please refer back to Section 5.1.5. Therefore, in this
location, since the angular accelerations are almost null, HF roll-off can be accomplished. Secondly, less
control action is required to stabilize the aircraft given that in this location, there is not a big bump at the
beginning of the step response of the elevator to load factor transfer function that needs to be compensated
for.

All in all, the feedback signal is C∗ measured at the IMU to provide robustness since it is less affected
by sensitivity to structural and other sources of HF dynamics. On the contrary, the commanded signal to
be tracked is C∗ at the PS, since it better aligns with the pilot-perceived HQ requirements.

6.1.3. OUTPUT DISTURBANCE MODELING ANALYSIS
The H∞ signal-based MS involves shaping the closed loop TFs to attenuate the disturbances, be robust
against uncertainties, and maintain the desired performance specifications, as previously discussed in
Section 4.1.6 and Section 4.1.7. Moreover, one of the most critical aspects is how to address the output
disturbance, which affects the output of the system and can lead to tracking inaccuracies, degraded
performance, and potential instability. Therefore, the output disturbance needs to be introduced in the
design phase, to shape So and KSo as desired.

Therefore, two synthesis approaches were considered. Case I entails considering directly the output
disturbance which is added to the plant output, whereas, in Case II, the output disturbance is modeled.
The two controllers were designed in a similar manner to the process detailed in Section 6.3.2. Thus, for a
more detailed understanding of the mechanisms behind the design, the reader is invited to refer to that
section. Overall, the main purpose of this section is to examine if modeling the output disturbance would
bring benefits worth the extra complexity in the design phase. Therefore, this section is presented here to
motivate the final design choice, which is going to be completely detailed in the following sections.

Furthermore, it should be noted that the integral action in the controllers designed is only applied
in the feedback signal, C∗. Thus, it is not expected that the pitch rate and the load factor, which are the
actual plant outputs, are ameliorated.

CASE I - NO OUTPUT DISTURBANCE MODELED

For simplification purposes, the disturbance is sometimes introduced directly at the plant output or
feedback signal and it is not properly modeled as a physical characteristic of the system, as depicted
in Figure 6.3, where Kq corresponds to the constant ratio VCO/g, described in the C∗ formulation (see
Equation (4.45)).

r
nz

q
Kq

do

C∗

n

K G

C∗
meas

Figure 6.3: System setup with the output disturbance, do, applied on the C∗ feedback signal.
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CASE II - OUTPUT DISTURBANCE MODELED

Moreover, disturbances are LF signals that act on the plants. These can be, for instance, atmospheric
disturbances, which can enter the system through α gusts (i.e. αg). Therefore, it may be important to take
this into the design procedure. Furthermore, to be precise, the linear model in terms of deviation variables
is computed as:

y=Gu+Gdd, (6.3)

where G, the plant model, is used to represent the effect of the inputs, u, on the outputs, y, whereas Gd ,
the disturbance model, represents the effect of disturbances, d, on the outputs. The G model is represented
by the SP SS model, as described in Equation (5.34). To obtain Gd , the input matrix of the G model was
expanded as shown in Equation (6.4), where it is assumed that αg has the same aerodynamic effect as the
variable α. [

α̇

q̇

]
=

[
Zα(h, Ma) Zq(h, Ma)
Mα(h, Ma) Mq(h, Ma)

][
α

q

]
+

[
Zδe (h, Ma)
Mδe (h, Ma)

]
δe −

[
Zα(h, Ma)
Mα(h, Ma)

]
αg (6.4)

Hence, Gd is obtained by considering the TFs from αg to nz and q. The FCS synthesis is also performed
by modeling the gust, which is conducted as depicted in Figure 6.4

r
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K G

C∗
meas

Kq

Gd

y

Figure 6.4: System setup with the output disturbance, do, modeled as an α gust.

ANALYSIS & DISCUSSION

The controllers are implemented and several variables are analyzed in the time domain. To begin with, the
C∗ and the α state time series in the presence of a gust are shown in Figure 6.5. For clearer results, the
C∗ commanded signal is null. Moreover, a 1-cos(αg) with amplitude of 5 degrees and a period of 6 seconds,
was introduced at the time instant t = 6 seconds. Both controllers are tested in the same condition with
the angle of attack gust modeled in Gd provided that it is the most realistic one.

The disturbance rejection is extremely improved on the C∗ channel with the second approach. Although
it takes more time to stabilize, the response is smoother and, in terms of magnitude, its response is reduced
by approximately 41%, in comparison with the first approach. The benefits of modeling the gust and
using it in the controller synthesis are clearly noticeable. Thus, case II is the approach followed for the
controllers design in the following sections.

Moreover, in Figure 6.6, the q and nz outputs are also shown. As expected, the response for both
controllers is similar, with a slight although not significant improvement for the second controller.
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Figure 6.5: Tracking response of C* at the PS in the presence of an α gust, for two controller designs.
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Figure 6.6: q and nz responses in the presence of an α gust, for two controller designs.
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6.2. DESIGN REQUIREMENTS
Before proceeding to the synthesis of the controller, it is fundamental to outline the goals to adequately
define its design. These ensure safety and reliability of the aircraft operation by encompassing a range of
critical considerations. The following specifications are considered:

(R1) Disturbance rejection at the plant input and output.

(R2) Sensor noise attenuation at the plant input and output.

(R3) Control effort reduction. As described in Table 5.1, the elevator deflection position and rates should
also be in the range [-25º, 14º] and ± 60º, respectively.

(R4) Ideal minimum allowable limit for the classical stability GM and PM of 6 dB and 45◦, respectively,
for all broken loops in the plant input and output (soft constraint).

(R5) Robustness guarantees in terms of disturbance rejection and sensor noise and control effort attenua-
tion in the presence of independent parametric uncertainties in the aerodynamic coefficients, varied
across the range of ±30%. Stability margins shall not degrade by more than 50% of the requirements
imposed in R4 in the presence of said uncertainty.

(R6) Predicted HQ within Level 1.

To fulfill these requirements, a feedback controller must be designed taking into account the funda-
mental trade-offs across all frequencies which were detailed in Section 4.1.5. The controller structure is
the result of a balance between complexity and effectiveness, where a low order controller is preferred in a
real implementation scenario.

Moreover, as discussed in Section 4.4, the stability margins (SM) requirement R4 is defined as for
military standards, which, consequently, ensures that the civil ones are also met Cook [2013]. These
requirements are highlighted in [Dobos-Bubno and Hartsook, 1977], [Seiler et al., 2020], and [Anonymous,
2000]. Therefore, given that the Flying-V is a civil aircraft concept, requirement R4 is a soft constraint
where SM values close to 6 dB and 45◦ should be obtained, although it is not strictly necessary to have
these lower bounds.

A fundamental control law design objective, as highlighted in requirement R6, is to achieve desirable
and consistent flying qualities over the flight envelope, even in the presence of disturbances and uncer-
tainties. The final objective is to achieve Level 1 in the Cooper-Harper Rating Scale when the controller
is implemented and simulated by test pilots. For that, predicted HQ are examined. To achieve this
requirement, a suitable response model is necessary. As previously stated in Section 6.1.1, the signal that
will be tracked is C∗ at the PS. An initial reference model was proposed, which was iteratively tuned to
achieve the desired dynamics for the short-term pitch response specifications. Since the C∗ parameter is
not directly related to any main and frequently used HQ criterion as, for example, the pitch rate is, the
reference model was gradually changed until a suitable model was achieved. This iterate process was
conducted by testing the system against three main criteria that follow from the recommendations in
Mitchell et al. [1994], namely the new Gibson’s dropback criteria (pitch rate overshoot and pitch attitude
dropback) in combination with the attitude and flight path bandwidth criteria. For the system to be
properly tested, a preliminary controller had to be implemented. Nonetheless, given the adequate first
approximation of the reference model, it revealed itself as a smooth process. The final reference model is
of second order and it is described in Equation (6.5). For this specification, a feedforward controller can
further enhance reference tracking capabilities.

Tre f (s)=
C∗

re f (s)

r(s)
= Knum(s+ zre f )

s2 +2ξre fωre f s+ω2
re f

(6.5)

Here, r corresponds to the pilot stick input signal. Taking into consideration the requirements for
Class III aircraft (large, heavy, low-to-medium maneuverability aircraft) and Category B flight phase (non-
terminal, cruise), adequate values were selected for the short-period frequency, damping, and numerator
time constant [Anonymous, 1997]. Thus, to minimize control surface activity [Favre, 1994], the desired
natural frequency was set to ωre f = 1.4 rad/s, which is similar to the nominal bare airframe value (ωSP =
1.25 rad/s) in the condition that will be evaluated (Ma = 0.5, h = 5450 meters). Additionally, defining the
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Figure 6.8: Frequency response of Tre f .

desired damping ratio as ξ = 0.75 and the numerator zre f = 1.2, yields Level 1 performance in the selected
HQ criteria. So that Tre f has unitary static gain, Knum = 1.6333 was selected. The step response and
singular values of the reference model are shown in Figure 6.7 and Figure 6.8, respectively.

6.3. FLIGHT CONTROL SYSTEM - CONTINUOUS TIME DESIGN
From the requirements outlined in Section 6.2 and the considerations regarding the performance and
feedback signals as well as output modeling, which were discussed in Section 6.1, the CT controller design
is conducted. As it was previously discussed, the feedback controller CFB provides robustness, while the
feedforward controller CFF improves the tracking performance. Moreover, given that the SP damping

FCS
r
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Tracking

r
CFF CFB

u

Cq

FCS

Kq
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nz

C∗
IMU
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Figure 6.9: General CT configuration of the system for FCS design.
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ratio for the defined flight condition is around ξSP = 0.54 (see Table 5.6), a SAS is implemented with a
feedback gain on the pitch rate channel, Cq. Therefore, from this information, the general configuration
for the controller design is established, which is depicted in Figure 6.9. As seen previously, the gain Kq
has the value 12.4 and corresponds to VCO/g, as previously described in Equation (4.45).

Furthermore, to synthesize a structured controller in the signal-based MS H∞ framework, the structure
of the three controllers must be established beforehand. For that reason, a full-order feedback controller
is designed as a preliminary result in Section 6.3.1, which is consequently reduced to determine the
most adequate order. Hence, this result is imposed in the structured synthesis which is discussed in
Section 6.3.2. In this second section, the need for a feedforward controller is also analyzed.

6.3.1. PRELIMINARY UNSTRUCTURED FEEDBACK CONTROLLER CONTINUOUS TIME
SYNTHESIS

To determine the optimal structure for the feedback controller, a full-order feedback controller is initially
designed. It is subsequently reduced using balanced truncation. For more details on the model reduction
method, please refer to Section 4.1.8. It should be noted that this is a preliminary step and is only used to
provide a foundation to the final CT controller synthesis, performed in Section 6.3.2.

Moreover, several combinations of performance and disturbance signals could have been used for this
standard H∞ MS design, as described in Section 2.2.2. The often used S/KS/T methods and variations of
it in 2- and 3-Block problems could be implemented in several configurations to reject output disturbance
rejection, improve output reference tracking, and decrease control effort. Nevertheless, the standard H∞
MS four-block method design is used, since it effectively addresses both input and output disturbance
rejection [Huang et al., 2010]. Thus, the plant output, y, and the controller output, u, were chosen as the
output signals whereas the input and output disturbances, do and di, were chosen as the input signals, as
shown in Figure 6.10. Therefore, the weighted closed loop matrix transfer function Twz(s) is described as
in Equation (6.6). [

y
u

]
=

[
So SoG

−KSo −Ti

][
do

di

]
=⇒ Tzw =

[
W1So W1SoGW3

−W2KSo −W2TiW3

]
(6.6)

Here, W1, W2, and W3 are the filters used to shape the CL TFs. Although W1 and W2 would allow
a satisfactory design, the low-pass W3 is a complement that allows a tighter shaping at SoG Medium
Frequencies (MF) and of Ti roll-off at HF. The H∞ optimal controller is obtained by solving:

min
K

∥Twz∥∞, (6.7)

where K is a full order stabilizing controller. Assuming that the optimal H∞ norm is γ= minK∥Twz∥∞,
the resulting TFs from a solution to Equation (6.7) are close to γ times the bounds selected by the designer
via the WF. Nevertheless, the unstructured controller is computed as a result of the optimization of a
stacking procedure, which is selected for mathematical convenience and does not enable individual bound
specifications. The four goals are optimized in combined form, resulting in a single performance level γ.

do
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Kq

nz IMU

q

C∗
IMU W1
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Figure 6.10: Unstructured CT controller design configuration.
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Thus, for each, there is a possible resulting error of at most
p

n, where n = 4 corresponds to the number of
stacked requirements. [Skogestad and Postlethwaite, 2005]

The WF are tuning knobs of the optimization and are defined as the inverse of the desired frequency
responses. Given that ∥Twz∥∞ < γ, then the conditions shown in Equation (6.8) are verified [Bérard et al.,
2012], although with the inherent error (i.e.

p
n) associated with them.

∥W1(s)So(s)∥∞ < γ ⇐⇒ ∀ω ∈ℜ, |So( jω)| < γ

|W1( jω)|
∥W1(s)So(s)G(s)W3(s)∥∞ < γ ⇐⇒ ∀ω ∈ℜ, |So( jω)G( jω)| < γ

|W1( jω)W3( jω)|
∥W2(s)K(s)So(s)∥∞ < γ ⇐⇒ ∀ω ∈ℜ, |K( jω)So( jω)| < γ

|W2( jω)|
∥W2(s)Ti(s)W3(s)∥∞ < γ ⇐⇒ ∀ω ∈ℜ, |Ti( jω)| < γ

|W2( jω)W3( jω)|

(6.8)

Firstly, the sensitivity function should behave as a high-pass filter provided that disturbances are
LF signals. Thus, So should be an increasing function up to its frequency ωSomax starting form a very
small gain in LF, which ensures small steady state error in the disturbance rejection. At MF, an overshoot
cannot be avoided [Stein, 2003], which translates into the amplification of disturbances. Therefore, the
feedback only remains effective up to around the bandwidth frequency. This peak is also closely related to
the minimum GM and PM, for SISO systems, and to the minimum modulus margins, for MIMO systems,
as described in Section 4.2 (see Equation (4.43)).

On the contrary, the control sensitivity KSo is similar to a low pass filter. At LF, the gain of the
singular value is approximately the inverse of the plant gain. At HF, in order to avoid actuator saturation
and provide robustness to additive uncertainties, KSo must have a small gain. At MF, a value can be
chosen to impose roll off or to choose an attenuation level at the system’s actuator frequency.

Thus, the inverse of the filters W1 and W2 must impose the gain limits described for So and KSo, re-
spectively. These are defined as first-order high pass and low pass filters, as represented in Equation (6.9a)
and Equation (6.9b). Additionally, SoG is shaped with W1 and W3, while Ti is dependent on W2 and W3.
W3 can be a constant filter. However, if made dynamic, both the mid frequencies of SoG and the roll
off of Ti at HF can be shaped. Thus, W3 was defined as a high-pass filter (see Equation (6.9c)), and its
magnitude was increased iteratively until Ti was performing as desired.

W−1
1 (s)=

s+kW1
kW1

k
−1
W1

s+kW1

(6.9a)

W−1
2 (s)=

kW2 s+kW2

s+kW2
k−1

W2

(6.9b)

W3(s)= k0(s+ z3)
s+ p3

(6.9c)

where k and k are, respectively, the desired low and high frequency attenuation, and ω is the desired
gain at a certain frequency ω. The W−1

1 (s) and W−1
2 (s) filters characteristics are summarized in Table 6.11,

while, for W3(s), k0 = 170, z3 = 10 rad/s, and p3 = 104 rad/s.

Table 6.1: W−1
1 (s) and W−1

2 (s) filters characteristics for the unstructured CT design.

W−1
1 W−1

2
k -50 dB 50 dB
ω 1.3 rad/s 14.3 rad/s
k 0 dB 0.3 dB
k 6.19 dB -50 dB

1makeweight() MATLAB® function from the Robust Control Toolbox is used to create the WF. This function produces a N-th order
TF with poles and zeros in a Butterworth pattern. The higher the order N is, the steeper the transition from low to high gain is.
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Figure 6.11: Root Locus superimposed with original and damped SP poles.

Only the feedback controller applied on the C∗ signal is synthesized with this procedure. Nevertheless,
as portrayed in Figure 6.10, the controller Cq is also present, which has not been yet defined. In fact,
this gain is applied on the pitch rate channel using negative feedback in order to increase the damping of
the SP. Using root locus techniques, the appropriate gain of Cq = -0.182 was chosen so that the typical
value of ξ = 0.707 for closed loop damping is achieved. Figure 6.11 shows the root locus plot which was
superimposed with the original and damped SP poles.

In Figure 6.10, the signals uFB and v represent the controller output signal and the controller input
measurement signal. Besides these signals, the H∞ synthesis is conducted by considering the linearized
plant from the inputs ω= [ω1 ω2] to the outputs z = [z1 z2] 2. The performance level obtained is γ= 0.9895.
The resulting unstructured controller obtained is represented in Equation (6.10).

CFBFO (s)= −27538(s+9975)(s+4646)(s+13.5800)(s+1.9360)(s+0.9906)
(s+1.3940e05)(s+7396)(s+1875)(s+32.5)(s+1.2350)(s+0.0035)

(6.10)

Model order reduction was applied to the FO controller3 to define the most adequate structure. From
the FO TF (see Equation (6.10)), it is evident that the zeros s = -9975 rad/s, s = -4646 rad/s and the poles s
= -1.394 · 105 rad/s, s = -7396 rad/s, and s = -1875 rad/s are very HF and, hence, can be discarded. The pole
s = -1.2350 rad/s and the zero s = -0.9906 rad/s have similar frequencies and, therefore, can be reduced.
Thus, only the integrator-like pole (s ≈ -0.0035 rad/s), the zeros s = -13.5800 rad/s and s = -1.9360 rad/s,
and the pole s = -32.5 rad/s remain.

Choosing the controller structure balances complexity and effectiveness, with a low-order controller
preferred for real implementation. The frequency responses of the FO and of three reduced order controllers
are shown in Figure 6.12. An adequate trade-off is achieved with the second order controller (i.e. PI +
low pass filter) in terms of complexity and satisfactory frequency matching. Nonetheless, it is clear that
the low pass filter in this controller is only contributing to the behavior of the system around 104 rad/s.
This frequency is not significant for the Flying-V FCS. Thus, a simple PI should be sufficient. Hence,
the structure which will be imposed in the structured design is defined. The reduced order controller
obtained from the algorithm that still contains the HF low pass pole is the following is represented in
Equation (6.11).

2hinfsyn() MATLAB® from the Robust Control Toolbox is used by providing the linearized plant, the number of measurements and
controls, which are both equal to one, and by increasing the relative tolerance to 10−6 in the optimization options.

3getrom() MATLAB® function is used to obtain the reduced-order models using balanced truncation. Consider Section 4.1.8 for
further details on the technique. The frequency range of [10−2,102] rad/s is highlighted as the most critical. The lower bound is due
to the integrator-like pole, whose frequency is close to 10−2. Given that the actuator frequency is 14.3 rad/s, 102 is defined as the
upper critical bound.
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Figure 6.12: Unstructured and reduced controllers obtained in the CT MS H∞ design.

CFBO2red (s)= −68584(s+0.8346)
s(s+1.336e05)

(6.11)

The full-order controller is implemented in the closed loop configuration, from which "Gang of Six"
(Go6) is computed. The frequency responses of these TF are shown in Figure 6.14.

It is evident that the CL TFs follow the desired shape as these are all below the gain limits (i.e. the
WF inverse). It is important to highlight that the sensitivity functions are not completely standard. These
should have a HF gain of 0 dB, given the duality S+T = 1. Nonetheless, one can observe that depending
on the signals selected to define the individual TFs, the sensitivities behavior is changed. On the one
hand, the TFs So and Si, which are defined from the inputs r and di to the performance signals e and
up, respectively, behave as expected. On the other hand, the one that is closely related to the output
disturbance signal rejection in the output of the system (from do to y), has a significant decreasing gain
and it is displaced around 20 dB from the other sensitivity functions. This is due to the output disturbance
model which is being applied on the do input. The disturbance model, Gd , scales the TF and adds these
dynamics in HF. This can be clearly witnessed from its singular value frequency response, which is shown
in Figure 6.13.
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Figure 6.13: Frequency response of the output disturbance model of the alpha gust, Gd .
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(b) Individual To and Ti frequency responses.
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(c) Individual KSo frequency response.
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(d) Individual SoG frequency response.

Figure 6.14: Go6 of the CL TFs obtained in the CT unstructured MS H∞ design.

6.3.2. SIGNAL-BASED MS H∞ CONTINUOUS TIME FCS SYNTHESIS
Provided that the controller structure is already known for the Cq and CFB controllers, the structured
controller synthesis procedure can begin. The methodology consists of designing, at first, Cq and CFB,
based on the robustness requirements and by shaping the TFs of the Go6. Consequently, the ideal
feedforward controller is computed based on Tre f and on the closed loop TF, already with the feedback
controllers implemented (ideal CFF = Tre f ·T−1

o ). From this, an adequate order for the controller is
found, which corresponds to one zero and two poles. For brevity reasons, this analysis is not shown here.
Nonetheless, an a posteriori analysis of the order of the feedforward controller is given in order to justify
why the structure is adequate. Furthermore, with this information, the three controllers are re-tuned
iteratively by finely tuning the WF accordingly. Only the final results are shown and described in the
current section.

SYNTHESIS FCS SET UP

Additionally, the system set up that is used to design the controllers is shown in Figure 6.15. As previously
discussed, the plant is constituted by the actuator dynamics, the SP model and the output disturbance
model, which mimics an α gust. The FCS was extensively described, where three controllers need to be
tuned. The sensors introduce noise at the plant output signals nz and q. The reference tracking subsystem
allows to verify the satisfaction of the model following, where the C∗ signals are computed without any
noise, which corresponds to the actual behavior of the Flying-V. It should be noted again that the C∗
measured at the IMU is used for the feedback whereas this parameter is measured at the PS for reference
tracking purposes. This was discussed in Section 6.1.1.

The input and output signals are represented in Figure 6.15, which are used to define the TFs that are
consequently shaped via the WF. The performance signals correspond to u, uweighted , up, yIMU , yPS , ere f ,
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Figure 6.15: FCS set up for the structured CT controller design.

and ynoise. The input signals involve di, do, n, r, and r inner. Furthermore, it should be noted that the
plant was augmented to also output q̇. This signal is fundamental to compute the C∗ parameter because
of the load factor. Although this signal is measured in the IMU location, it must also be computed at the
PS for the reference tracking of the C∗

PS parameter. This transformation is obtained via Equation (6.1).

CONSTRAINTS & WEIGHTING FILTERS SELECTION

Moreover, as outlined in Section 4.1.5, shaping the Go6 TFs, ensures that the system remains robust
against disturbances and uncertainties. Other requirements are also achieved, namely noise attenuation,
control signal reduction, and satisfactory reference tracking. Hence, it is fundamental to define the tuning
knobs of the optimization, the WF, which also allow to write the specific constraints. Some of the WF,
especially the ones related to So and KSo were already discussed in Section 6.3.1. Nonetheless, the main
features that must be imposed are discussed for all of the TFs in the current subsection.

So Constraint
To begin with, the first constraint, So, involves the rejection of the output disturbance do at the system

output yIMU . This constraint involves the output sensitivity So = (1+Lo)−1. The LF gain must be reduced
to improve the disturbance rejection and ensure small steady state error. Using the appropriate WF WSo ,
the hard constraint is written as ∥WSo So(s)∥∞. The TF So is an increasing function until it reaches its
peak, which is closely linked to the degradation of the effectiveness of the attenuation and, thus, it is
related to the minimum GM and PM. The peak cannot be avoided [Stein, 2003] at MF and it is related to
the closest distance to the critical point -1 in the complex plane. Its magnitude can be translated into SM
values as described by the DM expression below, which was already mentioned in Section 4.2 [Seiler et al.,
2020]:

αmax = 1∥∥∥S+ σ−1
2

∥∥∥
∞

(6.12)

The WF inverse is selected as a high pass filter, as represented in Figure 6.16. Its LF and HF gains
were, respectively, selected as kSo

= -50 dB and kWSo
= 6.84 dB (magnitude of 2.2). The latter value

was chosen as the lowest possible to increase the SM. This relatively high value is due to the output
disturbance modeling, which allows for a more realistic scenario but also introduces degrading factors.
The values obtained with Equation (6.12) correspond to the worst case and maximum degradation that
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Figure 6.17: Singular value shape for the
desired Si (blue) and Ti (orange) functions.

might be achieved. Nevertheless, system robustness is analyzed a posteriori with classical and disk SM
and these are the values that correspond to the actual robustness of the system. Furthermore, kSo

= 0
dB at ωSo

= 0.95 rad/s. The higher this frequency value is, the higher is the range of effectiveness of the
disturbance rejection and, hence, the robustness of the system when faced with output disturbances also
improves.

Furthermore, to verify that these values are worsened because of the output disturbance modeling, in
Appendix B, a paper submitted to the 11th IFAC Symposium on Robust Control Design, is presented. It
proposes the same control law as in the current section but without the Gd modeling. It is observed that
kWSo

= 5.58 dB (magnitude of 1.9), and that the crossover frequency increased to ωSo
= 1.7 rad/s which is

almost double of what can be achieved in the current design.

Si Constraint
Secondly, the constraint, Si, involves the rejection of the input disturbance di at the plant input up.

This constraint involves the input sensitivity Si = (1+L i)−1. It should follow a similar tendency to So,
with reduced LF gain, as portrayed in Figure 6.17. Using the appropriate WF WSi , the hard constraint
is written as ∥WSi Si(s)∥∞. Thus, kSi

= -50 dB. Contrarily to the output disturbances, di is not modeled.

This translates into the possibility to design a tighter filter for Si than for So, resulting in kSi = 6.02 dB
(magnitude of 2), kSi

= 0 dB, and ωSi
= 5.8 rad/s.

Ti & To Constraints
The constraints associated with the complementary sensitivity functions at the input and output, Ti

and To, follow a similar tendency. These are defined as the TFs from di to the controller output u and
from r inner to the system output yIMU , respectively. The latter allows good reference tracking (at LF),
where its gain is unitary, given the duality with the sensitivity functions. At HF, To contributes to noise
attenuation and Ti to control signal attenuation by their low gain, which also imposes roll off in the
open loops in this frequency range. Using the appropriate WF WTi and WTo as presented in Figure 6.17
and Figure 6.16, respectively, the hard constraints are written as ∥WTi Ti(s)∥∞ and ∥WTo To(s)∥∞. Hence,
the desired low and high gain are selected equally for both TFs with kT = 12.04 dB and kT = 12.04 dB,
respectively. Although a peak usually appears at MF, the peaks of the sensitivity functions are usually
higher. Since the sensitivity TFs are already constrained in this range, the peaks of T are not limited
tightly. Furthermore, the crossover frequencies are selected as the lowest possible which correspond to
values of ωTi

= 15.8 rad/s and ωTo
= 13 rad/s. In order to improve the roll off of the open loop, a steeper

slope is induced by increasing the order of the filter to two.

KSo Constraint
The TF from do to u and allows to impose control signal attenuation. At LF, the TF is approximately

equal to the inverse of the plant, and it is not dependent on the controller designer. To interpret better the
attenuation level requested at MF and HF, a scaling is used for the LF by multiplying KSo with the dcgain
of the plant. Thus, the additional input to the system uweighted is created (see Figure 6.15) to shape the
TF KSo. Using the appropriate WF WKSo as represented in Figure 6.18, the hard constraint is written as
∥WKSo KSo(s)∥∞. Thus, kKSo

= 50 dB is selected as a high value because the TF should not be constrained
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at LF. At HF gain must be reduced to impose noise attenuation and control signal attenuation. For that
reason, kKSo = -50 dB. At MF, the attenuation level is defined at the actuator frequency (i.e. ωKSo

≈ 14.3
rad/s). Although not negative, the minimum value possible is defined, which is kKSo

≈ 8 dB.

SoG Constraint
The TF SoG is selected from di to yIMU and it is crucial to provide input disturbance rejection at the

system output. It involves the plant times output sensitivity function. Once again, since disturbances
are LF signals, the LF gain must be reduced. The hard constraint is written as ∥WSoGSoG(s)∥∞. From
the desired SV shape of SoG represented in Figure 6.18, kSoG = -50 dB and kSoG = 30 dB were defined.
The latter value is not significant because at HF the gain of SoG is not relevant, provided that it is
approximately equal to the plant singular values. At ωSoG = 10−2 rad/s, it is imposed kSoG = -36.2 dB.

M Constraint
Reference tracking is also a key requirement. To fulfill it, a model matching constraint is defined (i.e.

∥WM M(s)∥∞), which imposes low gain at MF and MF. Moreover, the lower the gain at LF, the lower is
the steady state error in the response. The higher the bandwidth is, the better is the matching of the
response with the ideal one imposed. However, it is a trade-off between robustness and performance. If
this characteristics are improved, the parameters for the previously mentioned filters have to be worsened
to avoid filters violation. These trade-offs are especially noticeable in terms of sensitivity functions and
control sensitivity. A balance was achieved when considering kM = -45 dB, kM = 0 dB, kM = -3.01 dB, and
ωM = 5.3 rad/s, considering the desired shape of M depicted in Figure 6.19.

WF Conclusions & Optimization
During the design procedure, the WF were finely tuned, by consecutive iterations in order to account

for a balanced solution and ensure all of the constraints are verified. The final characteristics were
already mentioned and are summarized in Table 6.2 1. Moreover, contrarily to the unstructured design,
the H∞ optimization is conducted for each TF constraint individually, yielding seven performance levels.
More information on this optimization algorithm can be found in Section 4.1.9. The expressions in
Equation (6.13) are verified, which concludes that defining the WF as the inverse of the desired shapes for
each TF and having a γ lower or equal to unity results in the satisfaction of the gain limitations imposed.

Table 6.2: WF characteristics for the structured CT controller design.

W−1
So

W−1
Si

W−1
Ti

W−1
To

W−1
KSo

W−1
SoG W−1

M

k (dB) -50 -50 12.04 12.04 50 -50 -45
ω (rad/s) 0.95 5.80 15.80 13 14.29 10−2 5.30
k (dB) 0 0 0 0 7.98 -36.20 -3.01
k (dB) 6.84 6.02 -80 -80 -50 30 0
Order 1 1 2 2 1 1 1
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∥WSo (s)So(s)∥∞ < γSo ⇐⇒ ∀ω ∈ℜ, |So( jω)| < γSo

|WSo ( jω)|
∥WSi (s)Si(s)∥∞ < γSi ⇐⇒ ∀ω ∈ℜ, |Si( jω)| < γSi

|WSi ( jω)|
∥WTi (s)Ti(s)∥∞ < γTi ⇐⇒ ∀ω ∈ℜ, |Ti( jω)| < γTi

|WTi ( jω)|
∥WTo (s)To(s)∥∞ < γTo ⇐⇒ ∀ω ∈ℜ, |To( jω)| < γTo

|WTo ( jω)|
∥WKSo (s)K(s)So(s)∥∞ < γKSo ⇐⇒ ∀ω ∈ℜ, |K( jω)So( jω)| < γKSo

|WKSo ( jω)|
∥WSoG(s)So(s)G(s)∥∞ < γSoG ⇐⇒ ∀ω ∈ℜ, |So( jω)G( jω)| < γSoG

|WSoG( jω)|
∥WM(s)M(s)∥∞ < γM ⇐⇒ ∀ω ∈ℜ, |M( jω)| < γM

|WM( jω)|

(6.13)

IMPLEMENTATION PROCEDURE

The design specifications of Section 6.2 are defined via sltuner() that interfaces a Simulink file mimicking
Figure 6.15. The analysis points and tunable blocks are defined, originating the object CL0 that corresponds
to the control system to be tuned. The structure of the blocks CFF , CFB, and Cq is defined by using pre-
defined structures such as "tunableTF" and "tunableGain", where the number of zeros and poles are
chosen. Moreover, the systune() function is called as:

[CL, fSoft, gHard, info] = systune(CL0, SoftGoals, HardGoals, opt) 4

where the tuning goals are defined as hard requirements (HardGoals), which correspond to the shaping of
the Go6 TFs and the Model Matching (M) constraints. These were all defined as hard objectives since these
are all related to the hard requirements described in Section 6.2, which must be necessarily met. Therefore,
there are no SoftGoals for the current design. For the seven constraints, the inputs and outputs are defined
as well as the maximum gain as a function of frequency (via the WF). Options for the optimization can
also be selected. The number of additional optimizations starting from random values were chosen as 100
and parallel computing was enabled.

Regarding the output arguments, CL corresponds to the tuned control system, fSoft and gHard
correspond, respectively, to the best achieved soft and hard performance level values. If all of the values
returned are below unity, then all of the constraints imposed are satisfied. Lastly, info contains detailed
information about each optimization run.

RESULTS & DISCUSSION

Moreover, with the final values for the filters, the performance levels for each of the constraints are
obtained and are summarized in Table 6.3.

Table 6.3: Performance levels, γ, for each hard tuning goal retrieved from systune in the CT controller
design.

So Si Ti To KSo SoG M
γ 0.9993 0.9568 0.9739 0.9847 0.9997 0.9899 0.9910

The controllers obtained from the optimization are represented in Equation (6.14). The controllers
singular value frequency responses are shown in Figure 6.20.

CFF = 1.6734 · (s+1.223)
(s2 +2.032s+2.059)

CFB = −0.22178 · (s+3.003)
s

Cq =−1.6442 (6.14)

4Please refer to Section 4.1.9 for information regarding the function as well as the mechanisms behind it.
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Figure 6.20: Frequency response of the controllers obtained in the structured CT FCS design.
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Figure 6.21: Open Loops of the FCS system, with the CT controller design.

Furthermore, the controllers are implemented in the closed loop system and the open loops are
computed in several locations. These include the plant input, L i, and the plant outputs nz measured
at the IMU and q, respectively Lonz and Loq . However, in order to better analyze the system, an open
loop was also computed at the virtual plant output C∗, LoC∗ , and at the load factor measured at the CoG,
LonzCoG

. All of these are shown in Figure 6.21.

At LF, the open loop gains are high for L i and LoC∗ , which enables disturbance rejection, as described
in Section 4.1.5. As previously discussed in Section 6.1.1, disturbance rejection is not possible on nz
and q signals when it is directly applied on them. This occurs because no integral action is applied in
these signals. From that discussion, it was preferred to guarantee disturbance rejection in the balanced
parameter C∗. It is evident that the HF gain is low, as desired for noise attenuation and control signal
attenuation. Moreover, it is also verified that the zero of the feedback controller around 3 rad/s also
contributes to decrease the slope around crossover of the LoC∗ which improves stability margins.

Additionally, the closed loops TFs that were shaped in order to impose system robustness are also
shown in Figure 6.22, as well as the inverse of the WF. From the performance levels, which were all below
one, and from observing that all of the TFs are below the WFs inverse, it is verified that all of the filters
are respected.
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(a) Sensitivity So, and its filter inverse, W−1
So .
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(b) Sensitivity Si , and its filter inverse, W−1
Si .
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(c) Complementary sensitivity To, and its filter inverse,
W−1

To .
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(d) Complementary sensitivity Ti , and its filter inverse,
W−1

Ti .
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(e) Control sensitivity KSo, KSo scaled with σ(G) at LF,
and its filter inverse, W−1

KSo.
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(f) SoG, and its filter inverse.
.

Figure 6.22: Singular Values of the Go6 closed loop TFs, namely of So (6.22a), Si (6.22b), To (6.22c), Ti
(6.22d), KSo (6.22e), and SoG (6.22f), with the associated WF’ inverse.
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Attention should be paid to Figure 6.22a, where the HF gain starts decreasing, although from the
duality with To it would be expected that this stabilized at 0 dB in this frequency range. However, as
already mentioned, the output disturbance model behaves as a low pass filter and, at HF, its SV has
low gain, as it can be observed in Figure 6.13. Thus, its contribution is visible at HF in So because it is
scaled with Gd . From the paper presented in Appendix B, the output sensitivity function, So, stabilizes
in 0 dB at HF, as expected for the synthesis procedure without output disturbance modeling. Moreover,
the same aspect is present in the KSo function, shown in Figure 6.22e since it is also defined from the
input do and, thus, affected by the Gd model. Therefore, although not perceptible at first, KSo does not
behave as desired, given that it does not have low gain at HF. Instead, the KSo which is not scaled by the
disturbance model is shown in Figure 6.23.

The necessary roll off is guaranteed by low gain of the feedback controller at HF. However, as observed
in Figure 6.20, the controller does not have any roll off at HF. This aspect was hidden through the
unstructured design procedure given the Gd was scaling all of the TFs from do. Nonetheless, this issue
can be easily tackled by adding a low pass filter to the feedback controller, which will behave similarly
to Gd and, thus, achieve the desired requirements, as shown in Figure 6.22e. By adding an additional
pole to the feedback structure imposed previously and by selecting the KSo function from n to u instead
of from do to u, the problem can be easily fixed. However, given that the CT design is an intermediate
step to the digital design, which will be discussed in Section 6.4, the controller was not redesigned in the
current section. Instead, it serves as a good analysis of the intricacies of the control design. Additionally,
this problem becomes automatically fixed in the digital design because of the anti-alias low pass filter,
although roll off in the feedback controller should also be imposed at HF.

On the other hand, from the SoG SV shown in Figure 6.22f, it is seen that at LF the gain is small. In
this frequency range, the TF is approximately the inverse of the controller singular value. In fact, that is
corroborated by the large control feedback gains of the feedback controller, introduced via the integrator.

Additional TFs that are not shown in Figure 6.22, are depicted in Figure 6.24a. These consist of
So(r → e), SoG(di → e), and KSo(r → u). Hence, all in all, it is verified that, at LF in terms of robustness
and singular values, the output disturbances are attenuated at the plant output, via So, the steady state
tracking error is reduced, So(r → e), input disturbances are attenuated at the system output, via SoG,
at the tracking error SoG(di → e), as well as at the plant input, Si(di) → up, and control signals are
attenuated from r to u.

Moreover, additional TFs are portrayed in Figure 6.24b, in order to verify that, at HF, there is noise
attenuation in the plant outputs and virtual plant output by its low gain. Therefore, at HF in terms
of robustness and singular values, noise is attenuated at the plant output (To) and control signal is
attenuated from the input disturbances (Ti). Nonetheless, as previously discussed, a low pass must be
added to CFB to provide noise attenuation at the plant input and control signal attenuation from the
output disturbances.
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Figure 6.23: Control Sensitivity function, which is not scaled by the disturbance model, Gd .
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(a) Additional TFs SV to verify LF requirements.
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(b) Additional TFs SV to verify HF requirements.

Figure 6.24: Additional closed loops TFs SV to verify additional requirements at LF (6.24a) and at HF
(6.24b).
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(a) Model matching M and its filter inverse W−1
M .
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Figure 6.25: Performance of the reference tracking, in terms of model matching frequency 6.25a and time
6.25b responses.

Furthermore, the performance requirements in terms of reference tracking is also a fundamental
aspect to analyze. The model matching constraint is imposed from the reference to the error, which
corresponds to the subtraction between C∗ at the PS and the output of the reference model excited by the
reference signal r. The corresponding transfer function, M, and the filter inverse used, W−1

M is shown in
Figure 6.25a. It is clear that the filter is not violated, which goes hand in hand with the performance level
shown in Table 6.3. Additionally, a time step response from the reference to the output to be tracked (C∗
at the PS) is also shown in Figure 6.25b. The reference model for the ideal response, Tre f is superimposed.
As expected from the frequency domain, the time domain corroborates that the model matching constraint
is functioning satisfactorily.

Moreover, the structure of the feedforward controller was defined to have two poles and one zero. Now,
it is important to verify why that structure is accurate. To begin with, the ideal feedforward controller can
be obtained by Equation (6.15), where ToMinner

is the TF from r inner to C∗
PS (i.e. yPS).

CFFideal = Tre f ·T−1
oMinner

(6.15)
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(a) Pzmap of T−1
oMinner

and of Tre f . (b) Pzmap of T−1
oMinner

and of Tre f zoomed in CFF .

Figure 6.26: Pole zero map of the inner CL TF inverse T−1
oMinner

and of Tre f , zoomed out in 6.26a and
zoomed in with CFF superimposed in 6.26b.

Thus, for a comprehensive analysis, the pole-zero map of Tre f and of T−1
oMinner

is shown in Figure 6.26a.
It is clear that the ideal feedforward is, therefore, all of the poles and zeros shown in the figure. Nonetheless,
its complexity should be as low as possible since low order controllers are preferred due to the transparency
and clear functionality, reduced hardware and software requirements, and cheaper, smaller, and lighter
implementations. Therefore, it is more fundamental to look at the LF poles and zeros, which are the most
dominant. Therefore, Figure 6.26a was zoomed in, yielding Figure 6.26b. On this figure, the CFF controller
synthesized is also superimposed. Moreover, it is verified that a simple approach was to choose two poles
and one zero, which correspond to the most dominant dynamics. However, if the performance obtained
was not as good as desired, an extra pole, or a pole and 2 zeros could be added to the structure. Overall,
the idea is to focus on the lower frequency signals and add extra dynamics until a balanced performance
is obtained. Further analysis on this CT controller design will be conducted in Chapter 7, in terms of
stability margins, handling qualities, and time domain analysis in the linear and 6 DoF models.

6.4. DIGITAL FLIGHT CONTROL SYSTEM - MODIFIED CT DESIGN
Furthermore, since digital controllers are implemented in current aircraft, the design developed in the
previous section will be expanded to take additional considerations with respect to this implementation.
Thus, in Section 6.4.1, the digital design is introduced and motivated. Additionally, an unstructured pre-
liminary controller is developed in Section 6.4.2, leading to the structured and final design in Section 6.4.3,
which is conducted via the signal-based method.

6.4.1. DIGITAL DESIGN - INTRODUCTION & MOTIVATION
In Section 6.3, a CT controller was designed. Nevertheless, control laws are implemented with digital
FBW in modern aircraft. In fact, there are several ways to approach digital control design. One option is
to discretize the CT controller using, for instance, the bilinear transformation or the matched pole zero
technique. Its advantage is that the sample period does not have to be selected a priori to the controller
design. Nonetheless, as a consequence, to ensure the digital controller performs similarly to the CT version,
the sampling time, Ts, must be small, giving worse results as it increases. Further details on how the
system robustness is affected by not taking the discretization effects a priori are discussed in the analysis
chapter, in Section 7.2.2. Secondly, the controllers can be directly designed in the z-domain. Lastly, another
option is to design a CT controller, which already takes into consideration some properties of the sampling
process and computation delays in the synthesis. The discrete time (DT) version of this controller yields a
digital control system with improved performance, in comparison with the first approach, and allows the
use of larger sample periods. This procedure is more suitable and, thus, it will be followed. It is known as
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ZOH G(s)
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Figure 6.27: General configuration of a digital controller. Based on Stevens et al. [2015].

modified CT controller design for discretization. [Stevens et al., 2015]
The general configuration of the digital control scheme is represented in Figure 6.27. The plant G(s)

is continuous and K(z) is a digital controller, where s and z correspond, respectively, to the Laplace and
Z-transform variables. Additionally, the hold device corresponds to a Digital-to-Analog (D/A) converter,
whose main purpose is to convert uk, the digital control samples, into a CT signal u(t). This signal u(t)
is updated at times kTs. Moreover, the samplers have sampling time Ts and are Analog-to-Digital (A/D)
converters. These take the samples yk = y(kTs) and rk = r(kTs) of the output y(t) and r(t), respectively,
which are fed into the controller K(z). [Stevens et al., 2015]

Furthermore, given that in the design of the CT controller, effects of the sampling and aliasing,
computational delays and hold devices need to be considered, a more in-depth examination of these and
how their implementation is performed will be conducted.

SAMPLING AND ALIASING

To begin with, it is important to define the Nyquist frequency ωN =ωs/2, where the sampling frequency is
defined as ωs = 2π/Ts. In order to make sure aliasing does not occur, ωs should be greater than twice the
highest frequency appearing in the CT signal. In fact, aliasing yields in poor signal reconstruction, which
might result in HF signals being misinterpreted as LF signals. [Stevens et al., 2015]

By following the condition for ωs, the effects of aliasing are small. Nonetheless, the measurement noise
also appears in the closed-loop system and may not be band-limited. Hence, HF measurement noise may
be aliased down to lower frequencies that are within the plant bandwidth, contributing negatively to the
system performance. Thus, in order to avoid this effect, a low-pass anti-aliasing filter is implemented after
the measuring devices and before the samplers. [Stevens et al., 2015]

Moreover, it is assumed that the flight control computer runs at a sampling rate, fs, of 80 Hz, which is
adopted in existing design studies [Muir, 1997]. Therefore, the sampling time, Ts, sampling frequency, ωs,
and Nyquist frequency, ωN , are described in Equation (6.16).

Ts = 1
fs

= 0.0125(s) ωs = 2π fs = 502.65(rad/s) ωN = ωs

2
= 251.33(rad/s) (6.16)

Furthermore, the cutoff frequency of the anti-aliasing filter, ωa, should be selected as a value lower
than ωN , in order to guarantee good attenuation beyond this frequency [Stevens et al., 2015]. Thus, it was
defined as in Equation (6.17).

Ga(s)= ωa

s+ωa
, where ωa = 150 (rad/s) (6.17)

COMPUTATIONAL DELAY

Additionally, it might happen that the microprocessor is so fast that the computational delay is negligible.
Nevertheless, in case it is significant, the closed-loop response may be largely affected by it and, thus,
it should be taken into consideration in the design. This entails special consideration if the signals are
delayed by an entire sample period. [Stevens et al., 2015]

In fact, this delay occurs given that the A/D and D/A conversions and the FCS computations take time.
Two different ways exist to address this. The first case consists of measuring the variables read at tk
which are used to compute the control signal applied at time tk+1. The other approach is to measure the
variable at time tk and the D/A conversions are changed as soon as possible. Thus, the control signals are
commanded to the plant as soon as these are computed. The first procedure is the worst case scenario,
where the control actions are delayed by a full cycle, Ts. In the second procedure, the delay might be
variable. Thus, an average value for the simulation might be considered. Taking this into account, the
first method is followed, given that it represents the worst case possible and, therefore, it for sure works
even if the delay is more reduced in the real situation. [Åström and Wittenmark, 1997]
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Furthermore, the computational delay of a Ts has the following transfer function:

Gcomp(s)= e−sTs , (6.18)

where the magnitude is unitary and the phase is equal to −ωTs radians. Nonetheless, given that the
TF is not rational, Padé approximations of the exponential term are used to match the first few terms
of the Taylor series expansion. An approximation of suitable order was chosen and it is represented in
Equation (6.19). This approximation was chosen based on frequency and time domain results, in which
the digital Simulink® block was compared with the discrete formulations of several Padé approximations.
These were compared to verify the structure that captured the fundamental dynamics, while not being of a
very complex structure. For brevity reasons, this is not depicted in the current report. This process was
conducted not only for the computational delay approximation but also for the ZOH.

Gcomp(s)= e−sTs ≈ (1− s ·Ts/4)
(1+3 · s ·Ts/4+ (s ·Ts)2/4+ (s ·Ts)3/24)

(6.19)

ZERO-ORDER HOLD

Lastly, the D/A hold device reconstructs the plant control input u(t) from the samples uk. For that a
Zero-Order Hold (ZOH) is used, which has the following working principle:

u(t)= u(kTs)= uk, kTs ≤ t ≤ (k+1)Ts. (6.20)

The ZOH is represented by the TF represented in Equation (6.21). The Padé approximant used is also
shown.

G0(s)= 1− e−sTs

sTs
≈ (1− s ·Ts/14+23 · (s ·Ts)2/840− (s ·Ts)3/840)

(1+3 · s∗Ts/7+ (s ·Ts)2/14+ (s ·Ts)3/120)
(6.21)

DIGITAL CONFIGURATION

Moreover, given the previous properties, the configuration of the system used for the CT FCS design can be
transformed to take into account the effects of aliasing, computational delays and hold devices. Figure 6.28
portrays how these previously mentioned terms are added to the design.
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CFF CFB

u

Cq

FCS
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nz
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IMU

SensorsPlant
u y

Anti-Alias
Filter

ZOH Comp Delay

Figure 6.28: General configuration of the system for FCS design considering discretization effects.
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6.4.2. PRELIMINARY UNSTRUCTURED FEEDBACK CONTROLLER MODIFIED CT SYN-
THESIS

Similarly to the procedure for the CT design, the optimal structure for the feedback controller is determined
by synthesizing a full-order controller which is consequently reduced. The same procedure was followed,
using the 4-Block method (see Equation (6.6)). The control setup is shown in Figure 6.29.

do

G+ Act

Gd

uFB

diW3

w2

w1

ZOH Comp
Delay Plant

Kq

nzIMU

q

C∗
IMU

Anti-Alias
Filter

W1 z1

W2 z2
u

v−1

Cq

Plant

u y

w1

w2

Figure 6.29: Control setup used for the unstructured modified CT design.

Thus, the filters W1, W2, and W3 are designed accordingly as the inverse of the desired shape of the
TFs, which was extensively described in Section 6.3.1. W−1

1 and W−1
2 are defined as high pass and low pass

filters, respectively 1. The correspondent characteristics are summarized in Table 6.4. W3 is defined as a
high pass filter and it is described as follows:

W3(s)= 160(s+10)
s+104 (6.22)

Table 6.4: WF characteristics for the MS unstructured modified CT design.

W−1
1 W−1

2
k -50 dB 50 dB
ω 1.2 rad/s 14.3 rad/s
k 0 dB 1 dB
k 6.02 dB -50 dB

Moreover, as an approximation, the SAS, which is implemented as a gain on the pitch rate channel, Cq,
was defined equally to the one computed for the CT design. The unstructured controller was obtained and
the resulting performance level was γ= 1.0055 2. Given the value proximity to unity, the design objectives
are very close to being met. The unstructured controller obtained is represented in Equation (6.23).

CFBFO (s)=

−5.5022e12(s+1e04)(s+5074)(s+287)(s+204.6)(s+200.6)(s+13.44)(s+1.745)

(s+1.007)(s2 +274.9s+5.922e04)(s2 +399.4s+2.144e05)

(s+1.003e04)(s+1964)(s+1755)(s+316.4)(s+37.56)(s+1.235)(s+0.003286)

(s2 +79.56s+2.441e05)(s2 +6.377e04s+1.985e09)(s2 +1.449e05s+1.049e10)
(6.23)
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It is evident that several very HF poles and zeros exist, which can be discarded. Additionally, there is
also the integrator-like pole (i.e. s ≈ -0.003 rad/s). However, several terms remain. The controller was,
therefore, reduced into three different controllers in order to determine the most suitable structure 3.
These are shown in Figure 6.30. It is clear that the first order controller is only a good approximation until
around 100 rad/s. Therefore, the final choice is between the second or third order controllers. It is observed
that the third order would generate better results. Nevertheless, given that the second order controller is
not largely mismatched up until 102 rad/s, this structure is highlighted as the most adequate one. In case
satisfactory results are not achieved, the order should be augmented.

Moreover, from Equation (6.24) which represents the reduced second order controller obtained from
the algorithm, and from Figure 6.30, it is observed that the low pass pole only influences the system
around 108 rad/s. In normal circumstances, this additional pole could be discarded. Nonetheless, as
discussed in Section 6.3, it is crucial to have roll off at HF in the feedback controller, although this
requirement is masked through Gd . Thus, it is decided to impose the feedback structure as a PI plus a
low-pass filter, where the low-pass is expected to be tuned as a pole within the dominant frequency range,
contrary to the HF pole observed in this controller reduction. It is predicted that the zero and pole of
the controller structure will be tuned to reduce the open loop crossover frequency slope and behave as a
lead-lag compensator. All in all, control signal reduction and noise attenuation are, therefore, expected to
behave as desired, contrary to the results obtained in the CT design.

CFBO2red (s)= −4.4655e07(s+2.281)
s(s+2.149 ·108)

(6.24)

Additionally, the Go6 is computed by introducing the unstructured controller in the closed loop
simulation and the frequency responses are shown in Figure 6.31. From observing the figure, it is clear
that all of the CL TFs follow the desired shape.

Furthermore, it should be noted that the same tendency that occurred in the CT design is also observed
in these results, in terms of the scaling introduced by the Gd model. This is the reason why the sensitivity
function at HF has a decreasing gain. Besides the disturbance model, the anti-aliasing filter which is
introduced at the plant output also contributes to this tendency provided that it is a low-pass filter. This
is the reason why, at HF, several Go6 TFs obtained in the modified CT design have a lower gain when
compared to the ones obtained in the CT design (see Figure 6.14).
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Figure 6.30: Unstructured and reduced controllers for the modified CT design with unstructured H∞ MS
design.
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(b) To and Ti singular values.
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(c) KSo singular values.
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(d) SoG singular values.

Figure 6.31: Go6 of the CL TFs obtained in the unstructured modified CT MS H∞ design.

6.4.3. SIGNAL-BASED MS H∞ MODIFIED CT FCS SYNTHESIS
The modified CT controller synthesis is conducted similarly to the CT procedure, detailed in Section 6.3.2,
with the additional consideration of the discretization effects of the flight computer. To begin with, provided
that the structures for Cq and CFB are already pre-defined (see Section 6.4.2), the design requirements
are imposed via limiting gains on the Go6 TFs as hard constraints to obtain the tuned Cq and CFB. From
these controllers, a study is performed to define an adequate structure for the feedforward controller.
Consequently, by adding the model matching constraint as an additional hard constraint, the Cq, CFB,
and CFF controllers are tuned simultaneously. In this final part of the procedure, some iterations are
necessary in terms of WF adjustments to achieve a good balance between requirements. Therefore, the
final results are shown in the current section and further analysis of the controller in terms of stability
margins, handling qualities, and time domain simulations will be conducted in Chapter 7.

SYNTHESIS FCS SET UP

The implementation hardware effects, which were described in Section 6.4.1, are taken into consideration in
the modified CT controller design. Therefore, the setup that is used as the controller synthesis foundation
is shown in Figure 6.32. Additionally, the plant and reference tracking subsystems are expanded and
portrayed in Figure 6.33.

CONSTRAINTS & WEIGHTING FILTERS SELECTION

Furthermore, it is fundamental to define the WF for the seven hard constraints. Given that the DT effects
of the hardware are considered, namely the computational delay and the ZOH, it is expected that the
filters need to be less tight when compared to the ones of the CT design (see Table 6.2). All of the filters
follow the same tendency as before so that the requirements described in Section 6.2 are fulfilled. The
filters inverse characteristics are presented in Table 6.5.
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Table 6.5: WF characteristics for the structured modified CT controller design.

W−1
So

W−1
Si

W−1
Ti

W−1
To

W−1
KSo

W−1
SoG W−1

M

k (dB) -50 -50 12.04 12.04 20 -50 -50
ω (rad/s) 0.2 5.15 23.4 6.4 102 10−2 3.05
k (dB) 0 0 0 0 -13 -30.5 -23
k (dB) 11.6 9.69 -80 -80 -100 30 -4
Order 1 1 3 3 1 1 1
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Figure 6.32: FCS set up for the structured modified CT controller design.
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RESULTS & DISCUSSION

Moreover, with the final values for the filters, the performance levels for each of the constraints are
obtained and summarized in Table 6.6.

Table 6.6: Performance levels for each constraint for the structured modified CT controller design.

So Si Ti To KSo SoG M
γ 0.9981 0.9946 0.9915 0.9998 0.9900 0.9998 0.9998

During this process, it was noticed that the structure of the feedback controller, previously decided
to be a PI plus a low pass, could be further reduced. In general, high gain at LF and roll off at HF is
needed for the feedback controller. Additionally, a lead-lag compensator is usually beneficial to reduce the
slope around crossover. Nevertheless, the results showed that the pole and zero of this representation
were too close in terms of frequency and, thus, the contribution of this compensator would be insignificant.
Furthermore, the optimization also tuned the zero to have a slightly higher frequency than the pole,
contributing to the opposite effect as desired. Moreover, from the optimization procedure, the zero of this
structure was tuned to have a frequency higher than the crossover frequency, which corroborated the fact
that the pole and zero could be disregarded. Given the filters defined in Table 6.5, the tuned controller
with the previously defined structure, is the following:

CFB(s)= −0.33958(s+21.66)
s(s+20)

(6.25)

Although the preliminary study conducted in Section 6.4.2 provides insightful results and a strong
basis for the controller design, it is important to re-examine the initial considerations. Therefore, given the
resulting controller shown in Equation (6.25), the controller structure imposed for the feedback controller
became a simple integrator multiplied by a static gain. From the optimization, the controllers retrieved
are represented in Equation (6.26), while the corresponding frequency response is shown in Figure 6.34.
Moreover, although the zero and pole of the feedforward controller are also very close in terms of frequency,
it was decided to maintain the structure. The reasoning stands on the noticeable improvements in terms
of the reference tracking response. This situation will be further discussed in the current section by
analyzing Figure 6.39 to Figure 6.44.

CFF (s)= 1.0674(s+0.496)
s+0.5307

CFB(s)= −0.36499
s

Cq(s)=−3.2555 (6.26)

Moreover, for the actual implementation, the CT blocks that represent the discretization flight computer
effects are substituted in Simulink® by delay blocks and ZOH blocks. Thus, the controllers also need to
be discretized given that the FCS runs with a fixed sampling rate. The A/D and D/A converters allow to
bridge this sampling rate with the remaining CT system. The digital implementation will be discussed in
more detail in Section 7.1. Various methods can be used to convert controllers from CT to DT. The Tustin
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Figure 6.34: Singular Values of the controllers obtained for the modified CT FCS design.
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method was selected for this purpose. While zero-order hold and first-order hold methods can also be
employed, providing an exact discretization in the time domain for staircase and piecewise linear inputs
respectively, the Tustin method focuses on the frequency domain. It ensures good frequency matching
between the CT and DT models. The DT controllers obtained with sampling time Ts = 0.0125 seconds are
shown in Equation (6.27).

CFF (z)= 1.067−1.061z−1

1−0.9934z−1 CFB(z)= −0.0022812−0.0022812z−1

1− z−1 Cq =−3.2555 (6.27)

The open loops were computed with the digital implementation, whose results are shown in Figure 6.35.
The digital simulation with the DT controllers and DT blocks are the reason why a vertical line appears in
the Nyquist frequency and no data is observed beyond that frequency. This occurs because the sampling
process introduces limitations on the range of frequencies that can be accurately represented. As previously
discussed in Section 6.4.1, this limit corresponds to half of ωs. Frequencies beyond ωN would introduce
aliasing and, hence, corrupt the accuracy of the data. Moreover, the open loops represented include the
plant input, L i, and the plant outputs nz measured at the IMU and q, respectively Lonz and Loq . An open
loop was also computed at the virtual plant output C∗, LoC∗ , and at the load factor measured at the CoG,
LonzCoG

.
Figure 6.35 shows that, at LF, there is disturbance rejection on the loops opened at the plant input

(L i) and virtual plant output (LoC∗ ). On the contrary, this is not noticeable for the open loops of q and nz
given that no integral action is applied directly on these signals. At HF all of the loops decrease its gain
considerably, as desired for noise attenuation and control signal reduction. It is verified that the LonzCoG
HF gain is considerably higher when compared to LonzIMU

. As it was discussed in Section 6.1.2, this makes
sense because, while at the IMU location (placed close to the ICR), the load factor is only dependent on
the translational dynamics, at any other location there are additional contributions from the angular
accelerations.

Additionally, the Go6 closed loops TFs that were shaped in order to impose system robustness are
shown in Figure 6.36. The WFs inverse are also depicted. From the performance levels, which are all
below unity (see Table 6.6), and from observing that all of the TFs are below the WF inverse, it is verified
that no filter was violated. It should be noted that the Go6 was computed in the simulations with the
modified CT setup, as shown in Figure 6.32.

Regarding the CL TFs, with do as the input, it is clear that these are under the influence of Gd .
Nevertheless, contrarily to the CT design, KSo behaves as desired because of the feedback controller roll
off at HF (see Equation (6.26)) and because of the anti-aliasing filter. The control sensitivity function
obtained from n to the control output, u, is shown in Figure 6.37. Thus, it is verified that at HF, there is
roll off in this TF and noise attenuation and control signal reduction are guaranteed. Additionally, all of
the other TFs were already extensively discussed previously and these are all shaped in the frequency
domain as expected and desired.
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Figure 6.35: Open Loops of the FCS system, with the modified CT controller design.
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(b) Sensitivity Si , and its filter inverse, W−1
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(c) Complementary sensitivity To, and its filter inverse,
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(d) Complementary sensitivity Ti , and its filter inverse,
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(e) Control sensitivity KSo, KSo scaled with σ(G) at LF,
and its filter inverse, W−1
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Figure 6.36: Singular Values of the Go6 closed loop TFs, namely of So (6.36a), Si (6.36b), To (6.36c),
Ti (6.36d), KSo (6.36e), and SoG (6.36f), with the associated WF inverse. Obtained from the structured
modified CT design.
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Figure 6.37: Control Sensitivity function, which is not scaled by the disturbance model, Gd , obtained in
the structured modified CT controller design.
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(a) Additional TFs SV to verify LF requirements.

10
-2

10
0

10
2

10
4

-300

-250

-200

-150

-100

-50

0

50

To (r_inner->y_IMU)

To (n->y_IMU)

To (n->q)

To (n->nz)

Frequency (rad/s)

S
in

g
u

la
r 

V
a

lu
e

s
 (

d
B

)

(b) Additional TFs SV to verify HF requirements.

Figure 6.38: Additional closed loops TFs SV to verify additional requirements at LF (6.38a) and at HF
(6.38b), obtained with the structured modified CT controller design.

Additional TFs relevant at LF that were not shown in Figure 6.36, are depicted in Figure 6.38a. These
consist of So(r → e), SoG(di → e), and KSo(r → u). Hence, all in all, it is verified that, at LF in terms of
robustness and singular values, the output disturbances are attenuated at the plant output, via So, the
steady state tracking error is reduced, So(r → e), input disturbances are attenuated at the system output,
via SoG, at the tracking error SoG(di → e), as well as at the plant input, Si(di → up), and control signals
are attenuated from r to u. This figure can be compared with Figure 6.24a, which are the same transfer
functions from the CT design and it is observed that no major differences are noticeable.

Additional TFs are portrayed in Figure 6.38b, in order to verify that, at HF, there is noise attenuation
in the plant outputs and virtual plant output by its low gain. At HF, in terms of robustness and singular
values, noise is attenuated at the plant output (To(r inner → yIMU )) and control signal is attenuated from
the input disturbances (Ti(di → u)). Additionally, noise attenuation at the plant input and control signal
attenuation from the output disturbances are now guaranteed given the low pass pole and the anti-aliasing
low pass filter. Their contribution is clear in terms of HF roll off since it is significantly higher when
compared to the CT design (see Figure 6.24b).

Furthermore, the model matching constraint and the corresponding TF are shown in Figure 6.39, while
Figure 6.40 portrays the step response of the signal to be tracked superimposed with the ideal reference
model. Thus, it is verified that the performance requirements imposed in terms of reference tracking are
achieved. Additionally, in the step response, in the initial transient, a slight bump can be observed. This is
due to the response that also occurs in the nzPS signal itself, given that it is measured in the PS, which
is forward of the ICR. Moreover, it was discussed that the zero and pole that constitute the feedforward
controller (see Equation (6.26)) are very close in terms of frequency. Therefore, these could cancel each
other and CFF would be deemed redundant. To evaluate if the feedforward controller was beneficial, the



6.4. DIGITAL FLIGHT CONTROL SYSTEM - MODIFIED CT DESIGN 87

reference tracking step response was generated by assuming CFF = 1. By comparing Figure 6.39-6.40
and Figure 6.41-6.42, it was decided to maintain the feedforward controller since it results in a noticeable
improvement in terms of model matching with the reference model. Nonetheless, it is recognized that not
implementing CFF would also result in a satisfactory outcome. As an additional analysis, the pzmap of
the ideal CFF = Tre f ·T−1

oMinner
is represented in Figure 6.43, which is zoomed in yielding Figure 6.44. The

feedforward obtained from the optimization corresponds exactly to the lowest frequency pole and zero,
which are the most dominant.
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Figure 6.39: Model matching M and its filter
inverse W−1

M , obtained from the structured mod-
ified CT design.
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Figure 6.40: Step response of the Tre f and of
the CL TF ToM , obtained from the structured
modified CT design.
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Figure 6.41: Model matching M and its filter
inverse W−1

M obtained from the structured modi-
fied CT design, when CFF = 1.
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the CL TF ToM obtained from the structured
modified CT design, when CFF = 1.

Figure 6.43: Pzmap of T−1
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and of Tre f .
Structured modified CT design.

Figure 6.44: Zoomed in portion of Figure 6.43.
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6.5. MULTI-MODELING MODIFIED CT DESIGN
An extension to the previous modified CT controller is conducted which consists of the multi-modeling
design. This approach involves the development of a single controller that performs effectively across a
grid of flight conditions. Moreover, the methodology for the controller design is similar to the one conducted
previously, where the setup is the same as the one portrayed in Figure 6.32. Nonetheless, for the current
approach, a model array of state space models, which are obtained for the different flight conditions is
substituted into the G and Gd models. Therefore, these models, whose conditions are detailed in Table 6.7,
are used to collectively design a controller that guarantees acceptable robustness and performance over
the entire set of conditions and that meets the requirements set in Section 6.2. The same input and
output channels are used as before in order to impose the Go6 and model matching hard constraints. Thus,
multi-modeling poses as an alternative option to gain-scheduling the entire flight envelope. Moreover, by
accounting for variations in the system dynamics, this approach ensures that the controller is robust to
changes in the nominal operating conditions, allowing for uncertainty in the altitude and speed of the
aircraft.

Table 6.7: Flight conditions used for the multi-modeling modified CT controller design.

Model Name Mach (-) Altitude (m)
Ma06_h3250 0.6 3250
Ma06_h5450 0.6 5450
Ma06_h7650 0.6 7650
Ma05_h3250 0.5 3250
Ma05_h5450 0.5 5450
Ma05_h7650 0.5 7650
Ma04_h3250 0.4 3250
Ma04_h5450 0.4 5450

Thus, the WF need to be selected for the seven hard constraints. Furthermore, the necessity of imposing
more flexible limits is expected, given that guaranteeing the achievement of the FCS requirements for
the flight envelope with a single controller is more challenging than for the nominal case. The WFs
inverse follow the same tendency as before, although, in general, slightly worsened in terms of crossover
frequencies and HF gain limits. The selected values for the creation of the filters are summarized in
Table 6.8 1.

Table 6.8: WF characteristics for the multi-modeling modified CT structured controller design.

W−1
So

W−1
Si

W−1
Ti

W−1
To

W−1
KSo

W−1
SoG W−1

M

k (dB) -50 -50 12.04 12.04 30 -50 -40
ω (rad/s) 0.19 3.7 25.88 8.84 2· 102 10−2 14.9
k (dB) 0 0 0 0 -28.5 -29.7 0
k (dB) 20 14.81 -80 -80 -100 30 12.04
Order 1 1 3 3 3 1 1

Moreover, with the filters imposed, the performance levels are obtained for each hard requirement.
These are summarized in Table 6.9.

Table 6.9: Performance levels for each constraint for the multi-modeling modified CT structured controller
design.

So Si Ti To KSo SoG M
γ 0.9987 0.9993 0.9992 0.9969 0.9969 0.9878 0.9992

Additionally, the controllers retrieved are represented in Equation (6.28), while the corresponding
frequency response is shown in Figure 6.45. The feedback and pitch rate controller structures are the same
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as the ones imposed on the modified CT controller design. However, to be able to meet the performance
requirement in terms of model matching, the order of the feedforward controller was increased by a pole
and a zero, becoming a second order structure. In case the same order structure were to be maintained the
model matching bandwidth would have to be significantly reduced, which contributed to an oscillatory
behavior of the reference tracking signal.

CFF (s)= 0.69923(s2 +2.698s+2.72)
s2 +1.928s+1.921

CFB(s)= −0.35899
s

Cq(s)=−2.2247 (6.28)
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Figure 6.45: Singular Values of the controllers obtained for the multi-modeling modified CT FCS design.

As previously discussed, the controllers also need to be discretized because the FCS works with a fixed
sampling rate. Thus, the controllers were discretized using the same method as for the modified CT design
of the nominal condition, with the Tustin approximation. The DT controllers obtained with sampling time
Ts = 0.0125 seconds, are shown in Equation (6.29).

CFF (z)= 0.70258(1−1.966z−1 +0.9668z−2)
1−1.976z−1 +0.9762z−2 CFB(z)= −0.0022437−0.0022437z−1

1− z−1 Cq(z)=−2.2247

(6.29)
The open loops were computed with the digital implementation, whose results for all of the broken loop

locations and flight conditions are shown in Figure 6.46. The behavior witnessed in similar to the previous
ones, where large gains at LF are only observed at the plant input and at the virtual plant output C∗
where integral action is applied. At HF, it can be observed in all of the open loops that the gain decreases
considerably, which is only observed until the Nyquist frequency.

Additionally, the Go6 closed loops TFs that were shaped in order to impose system robustness are
shown in Figure 6.47. The WFs inverse are also portrayed in the figure. From the performance levels,
which are all below unity, and from observing that all of the TFs are below the WFs inverse, it is verified
that all of the filters are satisfied. It should be noted that the Go6 was computed in the simulations with
the modified CT setup and, thus, information beyond ωN is still observable. Moreover, it can be observed
that these closed loops are very similar to the ones obtained in Figure 6.22 and Figure 6.36.

Furthermore, the model matching constraint and the corresponding TF are shown in Figure 6.48a,
while Figure 6.48b portrays the step response of the signal to be tracked superimposed with the ideal
reference model. Thus, it is verified that the performance requirements imposed in terms of reference
tracking are accomplished.
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(a) Open loop at the plant input, L i .
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(b) Open loop at the virtual plant output, LoC∗ .
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(c) Open loop at the plant output, Lonz(IMU) .
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(d) Open loop at the plant output, Lonz(CoG) .
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(e) Open loop at the plant output, Loq .

Figure 6.46: Open loop singular values open at the plant input (6.46a), virtual plant output C∗ (6.46b),
and at the plant outputs nz measured in the IMU (6.46c), nz measured at the CoG (6.46d), and at q (6.46e).
Obtained from the multi-modeling structured modified CT design.
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(a) Sensitivity So, and its filter inverse, W−1
So .

10
-4

10
-2

10
0

10
2

-80

-70

-60

-50

-40

-30

-20

-10

0

10

20

30

(W_Si)
-1

Ma06_h3250

Ma06_h5450

Ma06_h7650

Ma05_h3250

Ma05_h5450

Ma05_h7650

Ma04_h3250

Ma04_h5450

Frequency (rad/s)

S
in

g
u

la
r 

V
a

lu
e

s
 (

d
B

)

(b) Sensitivity Si , and its filter inverse, W−1
Si .
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(c) Complementary sensitivity To, and its filter inverse,
W−1

To .
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(d) Complementary sensitivity Ti , and its filter inverse,
W−1

Ti .
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(e) Control sensitivity KSo, KSo scaled with σ(G) at LF,
and its filter inverse, W−1

KSo.
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(f) SoG, and its filter inverse.
.

Figure 6.47: Singular Values of the Go6 closed loop TFs, namely of So (6.47a), Si (6.47b), To (6.47c), Ti
(6.47d), KSo (6.47e), and SoG (6.47f), with the associated WF inverse. Obtained from the multi-modeling
structured modified CT design.



92 6. FLIGHT CONTROL SYSTEM SYNTHESIS

10
-2

10
0

10
2

-80

-70

-60

-50

-40

-30

-20

-10

0

10

20

(W_M)
-1

Ma06_h3250

Ma06_h5450

Ma06_h7650

Ma05_h3250

Ma05_h5450

Ma05_h7650

Ma04_h3250

Ma04_h5450

Frequency (rad/s)

S
in

g
u

la
r 

V
a

lu
e

s
 (

d
B

)

(a) Model matching M and its filter inverse W−1
M .
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Figure 6.48: Performance of the reference tracking, in terms of model matching frequency 6.48a and time
6.48b responses, obtained from the multi-modeling structured modified CT controller design.



7
FLIGHT CONTROL SYSTEM ANALYSIS

In the previous chapter, three controllers were synthesized. Thus, the current chapter will focus on their
analysis. Thus, to begin with, the digital implementation is first introduced in Section 7.1. Secondly, in
Section 7.2, the stability margins are discussed. Additionally, three HQ criteria are examined for these
controllers in Section 7.3, whereas the time domain simulations results and discussion are addressed in
Section 7.4. Lastly, the robustness and performance analysis when uncertainty is applied to the system is
examined in Section 7.5.

7.1. DIGITAL IMPLEMENTATION

The designs were conducted in CT using the Padé approximations of the discrete effects, as detailed in
Section 6.4. However, the controllers obtained must be discretized for the implementation in the digital
computer. For the FCS to become completely discrete, the digital configuration used for the modified CT
design represented in Figure 7.1 is implemented digitally by using a ZOH Simulink® block for the ZOH,
a delay block with sample time Ts for the computational delay, and a ZOH block to behave as the A/D
converter right after the anti-alias filter, as depicted in Figure 7.2.

Furthermore, the Simulink® simulation is run with a fixed time step to simulate the discretization
effects. For that reason, besides all of the discrete elements with their own sampling time, the solver
details were changed and a fundamental step size of 1/30 of the computer sample time was defined. Thus,
the CT elements of the simulation run at a (1/80)/30= 4.1667 ·10−4 seconds.

r
CFF (s) CFB(s)

u

Cq(s)

FCS

Kq
q

nz

C∗
IMU

Gcomp(s) G0(s)−

Figure 7.1: Simulink® representation used for the design of the modified CT FCS.
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ZOH

z−1
r u

Cq(z)

FCS

Kq
q

nz

C∗
IMU

−
CFF (z) CFB(z)

Sampler

Ga(s)

ZOH
Ts=0.0125s

Figure 7.2: Simulink® representation used for the analysis of the digital FCS.

7.2. STABILITY MARGINS
To begin the analysis, the stability margins of the three controllers are computed. These will be discussed
not only in terms of the disk margins, which are more realistic, but also in terms of classical stability
margins in order to verify the FCS requirements satisfaction. Thus, at first, the robustness analysis
is conducted for the CT and DT controllers in the nominal flight condition in Section 7.2.1, whereas
the motivation behind the modified design is addressed in Section 7.2.2. Secondly, the multi-modeling
robustness analysis is performed in Section 7.2.3.

7.2.1. CONTINUOUS TIME AND DIGITAL CONTROLLERS ROBUSTNESS ANALYSIS
The CT and modified CT controllers were implemented in the CT and DT systems, respectively. The
stability margins of these controllers are analyzed simultaneously for the several locations of the system.

Disk margins are a comprehensive measure of the robustness of the system due to the fact that these
consider concurrent perturbations in the phase and gain of the system and, thus, extend the concept of
classical gain and phase margins. Moreover, to complement the numerical evaluation of the disk margins,
the system’s open loops are visualized on Nichols charts, which are shown in Figure 7.3. In fact, a Nichols
chart is a graphical representation that plots the open loops as a function of open loop gain and phase, in
logarithmic and linear scales, respectively. Thus, this analysis provides a clear and intuitive view and
provides insights into the robustness of the system to simultaneous gain and phase variations. For a more
comprehensive analysis, the numerical disk margins were used to compute the disk margin regions and
these were superimposed in the Nichols chart. Additionally, as previously discussed in Section 6.2, one of
the FCS requirements is to have ideally 6dB and 45◦ of gain and phase margins, respectively, in terms of
classical margins. In case the system does not violate this region using disk margins, then these will also
be satisfied in the classical margins analysis.

As observed in Figure 7.3, most open loops satisfy the soft FCS requirement of R4 in terms of disk
margins. The two exceptions involve the PM of the loops opened at the plant input and at the pitch rate
output channel. Moreover, the SM for the DT controller are worse in two of the broken loop locations,
namely at the plant outputs nzIMU and q. Moreover, the design imposed for the modified CT controller
was more flexible in terms of the WF when compared to the CT design, especially regarding the limits
associated with the peaks of sensitivity functions. Although these are related to the SM, there is no pattern
that proves that the modeified CT design was worse in terms of robustness. The margins associated with
the peaks are the worst-case scenario and the maximum degradation that might be achieved. Nonetheless,
only by computing the SM, conclusions on this robustness guarantees can be drawn. Furthermore, the
stability margins associated with the load factor measured at the IMU are significantly larger than the
ones for the load factor measured at the CoG. One possible explanation for this occurrence might be
because of the extra computation needed to obtain nzCoG , which is dependent on the pitch acceleration.
However, no information is available on how this might negatively affect the SM.



7.2. STABILITY MARGINS 95

(a) Nichols chart for the open loop at the plant input, δecmd .
(b) Nichols chart for the open loop at the virtual plant output,
C∗

IMU .

(c) Nichols chart for the open loop at the plant output, nzIMU . (d) Nichols chart for the open loop at the plant output, nzCoG .

(e) Nichols chart for the open loop at the plant output, q.

Figure 7.3: Nichols charts of the CT and DT controllers superimposed with the corresponding disk margin
regions and with the FCS exclusion requirements. Shown for all broken loops locations, including at the
plant input (7.3a), at the virtual plant ouput (7.3b), and at the plant outputs nz at the IMU (7.3c), nz at
the CoG (7.3d), and q (7.3e).
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Furthermore, the information presented in Figure 7.3 regarding the disk margins is presented in
Table 7.1 and in Table 7.2 for the CT and DT systems, respectively. Additionally, in these tables the
classical GM and PM are also presented. Moreover, as expected, all of the values that concern the classical
margins are higher than the more realistic method, the disk margins. Regarding the soft FCS stability
margins requirement, it is verified that for the plant input and plant output q, the phase margins might
be limited at certain frequencies. For the CT design, the classical PM fall short by 0.62◦ at the plant input,
whereas, for the modified CT design, it falls short by 1.58◦ at the pitch rate outplut channel. Regarding
the classical gain margins, all of the broken open loops for both controller satisfy the 6 dB requirement.

Table 7.1: Balanced disk and classical loop-at-a-time gain and phase margins for the CT controller.

Broken Loop
Disk Margins Classical Margins

DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant input ± 7.18 ± 42.75 ∞ 44.38

Virtual plant output (C*) ± 10.27 ± 55.90 ∞ 70.03
Plant output (nz @ IMU) ± 30.02 ± 86.38 ∞ 137.26
Plant output (nz @ CoG) ± 8.31 ± 47.97 8.32 133.81

Plant output (q) ± 7.35 ± 43.57 -22.85 45.19

Table 7.2: Balanced disk and classical loop-at-a-time gain and phase margins for the DT controller.

Broken Loop
Disk Margins Classical Margins

DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant input ± 7.43 ± 43.96 17.92 48.03

Virtual plant output (C*) ± 12.77 ± 64.10 16.93 64.20
Plant output (nz @ IMU) ± 16.38 ± 72.74 25.87 127.76
Plant output (nz @ CoG) ± 13.95 ± 67.32 17.04 125.07

Plant output (q) ± 6.48 ± 39.23 13.62 43.42

Furthermore, the disk margins were plotted as a function of frequency for all of the open loop systems
for the CT controller in Figure 7.4a and for the DT controller in Figure 7.4b. It is possible to conclude that
the DGM and DPM presented previously correspond to the minimum values obtained over the frequency
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and DT 7.4b controllers.
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range and it corresponds to the frequencies between 101 and 2 ·101. This frequency is exactly the one
where the highest peak of the sensitivity functions occurs for the CT and modified CT designs, which can
be observed in Figure 6.22 and Figure 6.36, respectively.

Additionally, a multi-loop analysis was also conducted on top of the loop-at-a-time stability margins.
This entails introducing perturbations on the δecmd input signal and on the outputs nzIMU and q. The
results obtained are shown in Table 7.3. Naturally, lower SM margins are obtained in this situation
because the multi-loop analysis mimics the system robustness more realistically, rather than an isolated
view of each loop independently. Thus, as simultaneous perturbations are introduced in different channels,
the DGM and DPM values in the multi-loop analysis are expected.

Table 7.3: Multiloop DGM and DPM for the CT and digital controllers.

Disk Margins
DGM (dB) DPM (º)

CT ± 2.61 ± 16.94
Digital ± 3.06 ± 19.81

7.2.2. MOTIVATION FOR MODIFIED CONTINUOUS CONTROL DESIGN
As previously discussed, the first controller consists of a CT design, which was consequently simulated
in the CT configuration and does not take into consideration the discretization effects. The second is the
modified CT controller design which, in the design phase, already includes the digital computer elements.
The latter is, therefore, implemented in the digital configuration and analyzed in this scenario in the
current chapter. Nonetheless, no major benefits have yet been discussed that support the need to include
the extra complexity in the design phase with the discrete elements.

All of the controllers are, in the end, implemented in a digital computer. Thus, it is important to verify
the characteristics of all controllers in this configuration and examine what are the consequences of not
considering the discretization effects in the design. For that reason, the CT controller was implemented in
the Simulink® file with the discrete elements and the stability margins in this context were computed.
The resulting disk and classical SM values are shown in Table 7.4.

Table 7.4: Balanced disk and classical loop-at-a-time gain and phase margins for the CT controller
implemented in the digital configuration.

Broken Loop
Disk Margins Classical Margins

DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant Input ± 4.70 ± 29.60 11.17 32.16

Virtual plant output (C*) ± 6.58 ± 39.77 11.97 54.13
plant output (nz @ IMU) ± 25.63 ± 84.00 27.69 136.99
plant output (nz @ CoG) ± 6.69 ± 40.31 6.82 133.52

plant output (q) ± 3.80 ± 24.32 8.01 26.85

All of these values decreased significantly, not only in terms of the disk margins but also regarding the
classical ones when compared to the values in Table 7.1. Thus, the benefit of performing the modified CT
controller design is clear. By implementing the CT controller in the digital frameworks, several effects
might appear which may yield in negative effects. Additionally, for a straightforward comparison the
DGM and DPM are plotted in Figure 7.5 for the CT design implemented in the CT configuration, for the
modified CT design implemented in the DT configurations, and for the CT design implemented in the DT
configuration. It can be clearly concluded that, in most cases, the region corresponding to the CT controller
implemented in the digital file is considerably reduced.
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(a) DGM and DPM at the plant input.
(b) DGM and DPM at the plant output
(C∗).

(c) DGM and DPM at the plant output
(nzIMU ).

(d) DGM and DPM at the plant output
(nzCoG ).

(e) DGM and DPM at the plant output
(q).

Figure 7.5: Comparison of the DGM and DPM at all of the open loop locations for the three controller
configurations.

7.2.3. MULTI-MODELING ROBUSTNESS ANALYSIS
Additionally, the stability margins of the system in the flight envelope conditions are also analyzed
when the multi-modeling controller is implemented. Thus, Figure 7.6 shows the disk-based stability
margins for all broken loops locations and for all flight conditions. There are two frequencies ranges
where the disk margins are significantly lower and, in fact, as expected, these correspond to the location
of the two peaks of the output sensitivity function, portrayed in Figure 6.47a. In order to have a more
comprehensive understanding of the margins computed, the worst case disk and classical stability margins
are summarized in Table 7.5, where the respective flight condition is also described.

For almost all conditions, the flight condition with the worst case margins corresponds to the one with
the highest velocity and the lowest altitude. A possible explanation for this occurrence might be linked
with the dynamic pressure, which is higher both for decreasing altitudes and increasing velocities. Thus,
in this flight point all of the effects in terms of elevator deflections or aerodynamics will generally be more
pronounced. Therefore, perturbations induced in the system either at the plant input or output will also
be translated into higher deviations, which decrease the stability margins. Regarding the WC classical
stability margins, two of the loops do not satisfy the soft SM requirements, namely at the plant input,
regarding both GM and PM, and at the pitch rate output, in terms of PM.

Table 7.5: Worst case disk and classical loop-at-a-time stability margins for the multi-modeling controller
implemented in the digital configuration.

Broke Loop
WC

Model Name
WC Disk Margins WC Classical Margins

WC DGM (dB) WC DPM (◦) WC GM (dB) WC PM (◦)
Plant input Ma06_h3250 ± 6.09 ± 37.25 5.82 40.62

Plant output (C*) Ma05_h7650 ± 9.23 ± 51.89 13.91 55.00
Plant output (nz IMU) Ma06_h3250 ± 14.56 ± 68.81 22.29 109.72
Plant output (nz CoG) Ma06_h3250 ± 11.87 ± 61.40 14.00 105.15

Plant output (q) Ma06_h3250 ± 5.03 ± 31.45 10.96 34.67
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(a) Disk-Based Stability Margins at the plant input.
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(b) Disk-Based Stability Margins at the plant output, C∗
IMU .
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(c) Disk-Based Stability Margins at the plant output, nzIMU .
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(d) Disk-Based Stability Margins at the plant output, nzCoG .
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(e) Disk-Based Stability Margins at the plant output, q.

Figure 7.6: Disk-Based Stability Margins shown for all broken loops locations, namely at the plant input
(7.6a), at the virtual plant ouput (7.6b), and at the plant outputs nz at the IMU (7.6c), nz at the CoG (7.6d),
and q (7.6e), with the multi-modeling modified CT structured controller.
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7.3. HANDLING QUALITIES
Handling qualities represent the dynamic characteristics of an aircraft as perceived by the pilot during
control inputs, which influences the safety, performance, and pilot workload. Thus, analyzing HQ criteria
is crucial to ensure that the aircraft responds predictably and effectively in the flight envelope. Moreover,
as discussed in Section 4.4, the three main criteria which are used in the current research for HQ analysis
are the attitude bandwidth, the flight path bandwidth, and the pitch rate overshoot & pitch attitude
dropback, which are discussed in Section 7.3.1, Section 7.3.2, and Section 7.3.3, respectively.

7.3.1. ATTITUDE BANDWIDTH
Anonymous [1997] states that a measure of the handling qualities of an aircraft is its stability margin
when operated in a CL compensatory task. Therefore, the bandwidth frequency, ωBWθ

is referred to as
the maximum frequency at which such CL tracking can take place without threatening stability. Thus, it
is defined as the highest frequency at which the PM is at least 45◦ and the GM is at least 6 dB. In order
to apply the criteria, the neutral stability frequency is determined, ω180, followed by the computation of
the ωBW gain and ωBW phase which correspond to the frequency where the GM is 6 dB and the PM is 45◦,
respectively. The bandwidth, ωBWθ

, is the lesser of ωBW gain and ωBW phase . Moreover, the shape of the
phase curve at frequencies above ωBWθ

is also relevant to evaluate the CL tracking. Phase roll-off can
be represented by a time delay, whose parameter, τp, can be obtained by the relation of Equation (7.1)
[Mitchell et al., 1994].

τp = ∆Φ2ω180

57.3(2ω180)
(7.1)

Moreover, the limits for Category B, Class III are shown in Mitchell et al. [1994], although not
represented in Anonymous [1997]. These are shown in Figure 7.7, with the results obtained with the
controllers superimposed. In fact, Figure 7.7a shows the criteria limits and the results for the CT and
DT controllers, whereas Figure 7.7b shows the results with the multi-modeling design for all of the flight
conditions. It is concluded that for the three controller configurations, the system is within Level 1, as
desired except for just one of the conditions in the multi-modeling design.
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(a) Attitude bandwidth criteria, superimposed with the CT
and DT results.
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Figure 7.7: Attitude bandwidth criteria limits, superimposed with the CT and digital results in 7.7a and
with the multi-modeling results for all flight conditions in 7.7b.
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7.3.2. FLIGHT PATH BANDWIDTH
The flight path response to pitch attitude change, for pilot control inputs, is also evaluated. The flight path
bandwidth, ωBWγ , is defined as the frequency at which the response of γ lags the cockpit control input
by 135◦. The criteria is a function of this frequency and of the pitch attitude bandwidth, ωBWθ

, and shall
meet the requirements portrayed in Figure 7.8. Nonetheless, given that the primary means of controlling
the flight path is not the attitude, the flight path bandwidth can degrade to Level 2. [Mitchell et al., 1994]

The results obtained with the three different controllers are shown in Figure 7.8. In fact, Figure 7.8a
shows the criteria limits and the results for the CT and DT controllers, whereas Figure 7.8b shows the
results with the multi-modeling design for all of the flight conditions. It is concluded that for the three
controller configurations, the system is within Level 1, as desired, except for one of the flight envelope
conditions (Ma = 0.4, h = 5450 m). Nonetheless, as previously mentioned, degrading to level 2 in this
criteria is acceptable as the C∗ parameter is the primary means of controlling γ [Mitchell et al., 1994].
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with the CT and digital results.
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Figure 7.8: Flight path bandwidth criteria limits, superimposed with the CT and DT results in 7.8a and
with the multi-modeling results for all flight conditions in 7.8b.

7.3.3. PITCH RATE OVERSHOOT & PITCH ATTITUDE DROPBACK
The Dropback criterion was further developed by Gibson [1999], whose original definition was adopted in
MIL-STD-1797A, dated from 1990. Although this documentation was canceled, its technical information
was preserved in Anonymous [1997]. The criterion was later revised in Mitchell et al. [1994]. In fact,
Dropback is a measure of the mid-frequency response to attitude changes which, in excessive values,
yields in pilot complaints of abruptness and lack of precision in pitch control. Additionally, while the
original definition is strongly influenced by time delay, the new proposed definition is unaffected by it.
Since the Dropback is hypothesized as a limit in excessive mid-frequencies abruptness, it is desirable to
use a parameter which is not highly influenced by time delay. This parameter is already accounted for
separately in the pitch attitude bandwidth criterion, as discussed in Section 7.3.1. [Mitchell et al., 1994]

Furthermore, the criterion is evaluated based on the time-response plot of the pitch attitude dropback
and pitch rate overshoot. Thus, for a better comprehension of the parameters used, the responses of
the attitude, flight path and pitch rate, given a unit pilot step input from t = 1 s to t = 10 s, are shown
in Figure 7.9 and Figure 7.10. These figures are plotted for the CT controller case for exemplification
purposes. Nonetheless, the other two controller configurations yield similar responses .

Thus, based on these parameters, the values to be plotted in the criterion requirements can be computed.
These are shown in Figure 7.11a for the CT and DT controllers and in Figure 7.11b for the multi-modeling
design. As it can be observed, all of the results are within Level 1 HQ, as desired.
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Figure 7.9: Attitude and flight path relationship,
given a unit pilot step input from t = 1 s to t = 10 s.
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Figure 7.10: Pitch rate response, given a unit pilot
step input from t = 1 s to t = 10 s.
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limits, superimposed with the CT and digital results.
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Figure 7.11: Pitch rate overshoot & pitch attitude dropback criterion with results superimposed.

7.4. TIME DOMAIN SIMULATION
Testing the controllers in the linear domain is conducted by using the same closed loop system layout as
it was represented in Figure 6.15 and Figure 6.32 for the structured controller design, respectively in
CT and DT. The nonlinear implementation has different aspects to deal with and, thus, it is discussed in
more detail in Section 7.4.1. Additionally, the CT and digital controllers are simulated in the linear and
nonlinear models, whose results are shown in Section 7.4.2. Moreover, the validity of the multi-modeling
design is examined in Section 7.4.3.

7.4.1. NONLINEAR IMPLEMENTATION
Firstly, to conduct the simulations in the 6 DoF Flying-V model, the FCS block is introduced. Similarly
to the structures where the controllers were synthesized, the subsystem receives the reference and the
sensor measurements as inputs and outputs the elevator deflection command and receives the data from
the sensor measurements. The remaining control surfaces and thrust are kept in the trimmed value.
Additionally, the input disturbances are added in the actuators’ block, before the signal goes through the
dynamics. The output disturbances, as previously stated, are introduced as α gusts. Hence, these are
included in the Aerodynamics subsystem, right before the computation of the aerodynamic forces and
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Figure 7.12: General configuration of the nonlinear Flying-V model with integrated FCS.

moments coefficients by adding the value to the α state. The noise is introduced in nz and q, which are
fedback to the FCS. Figure 7.12 portrays this general implementation of the FCS in the 6 DoF model.

Although the FCS is very similar to the previous structures mentioned, additional elements had to be
included. Thus, the Digital FCS subsystem is shown in Figure 7.13. Firstly, the blocks in green correspond
to the controllers, which are displayed as before. Secondly, the blocks in purple are the digital computer
elements which, contrarily to the modified CT design, these consist of discrete Simulink® blocks, except
for the anti-aliasing filter. Additionally, it should be mentioned that the sampler and ZOH blocks are
introduced in the file. Nonetheless, these are only applied for conceptual accuracy reasons since Simulink®

performs the digital to analog and vice-versa transformations automatically. Lastly, the velocity-based
algorithm was introduced in order to tackle the initial undesired deviations. These consisted of the signal
deviating from the initial trimmed value, even when no reference inputs were given for the system to
follow. After a few seconds, the signal would behave as expected since the controller would impose the
closed loop system to satisfactorily track any command. The unwelcomed phenomenon is addressed by
the blocks in yellow, which are the discrete-time integrator and derivatives. The former is applied in the
signal that goes to the plant input, whereas the latter blocks are introduced in the feedback paths. The
proposed velocity-based method was introduced in Kaminer et al. [1995] as a systematic procedure to
implement gain-scheduled controllers on the nonlinear plants. Its necessity follows from the fact that
some gain-scheduled systems do not satisfy the linearization property. The property states that the
same internal and input-output properties should hold in the feedback interconnection of the linearized
plant and respective linear controller as well as in the feedback system consisting of the gain-scheduled
controller and the nonlinear plant. In case this is not verified, loss of performance and instability may
occur. Therefore, the idea is to provide integral action at the inputs to the plant. The feedback signals are
differentiated so that all closed loop TFs are preserved.

Moreover, the integrator is initialized with the trimmed elevator deflection command. The CT controller
implementation is very similar to the structure shown, except for the purple blocks which are not needed
and the yellow ones that correspond to the CT integrator and derivatives.
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Figure 7.13: Digital FCS subsystem of the nonlinear model
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7.4.2. CONTINUOUS TIME & DIGITAL CONTROLLERS SIMULATIONS
To begin the time domain simulations analysis, the CT and DT controllers will be tested both in the
linear and nonlinear models. In a first instance, these 4 situations will be tested for the case of reference
following, where the time evolution of the most relevant states and signals are shown. Secondly, noise and
input and output disturbances are introduced with null reference signal, in order to evaluate the capacity
of rejection and attenuation of these signals.

REFERENCE FOLLOWING - LINEAR & NONLINEAR SIMULATIONS

Regarding the reference following, the relevant signal to consider is the C∗ parameter with the nz measured
at the PS. Thus, in Figure 7.14, this parameter time evolution is shown for the four configurations, which
consist of the CT and DT controllers applied on the respective linear and nonlinear models. The step
command inputs and the reference model to follow are also represented.

It is concluded that all of the simulations behave similarly until around t = 26 seconds. Beyond this
instant, the linear models still closely match the reference model, whereas the nonlinear simulations start
deviating from the desired value. Moreover, the reasoning behind this occurrence is the fact that the
controller was designed for a linear and single flight condition. Since the C∗ commands resulted in the
Mach and altitude values to diverge from this condition, unexpected behavior that was not accounted for
during the controller design emerges. Moreover, for better analysis of the results the evolution of the flight
condition are plotted in Figure 7.15 for the two nonlinear simulations, where the aerodynamic data points
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Figure 7.14: C∗ parameter time evolution for the 4 simulations, given a step reference command input.

Figure 7.15: Flight condition evolution for the nonlinear time simulations with the CT and DT controllers.
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are also shown. It is clear that although the Flying-V started in the nominal condition (Ma = 0.5 and h =
5450m), it rapidly diverged from this point. The response accuracy decrease is mainly due to the fact that
the flight conditions reached have no valid information. In fact, the aerodynamic data of the region where
the aircraft ended up in is computed as extrapolations from the bordering data points at Ma = 0.4.

Furthermore, the control surface deflections are also shown in Figure 7.16 and Figure 7.17, for the
linear and nonlinear simulations, respectively. The different parameters for the control surfaces entail
the elevator deflection at the controller output, δecmd , after the input disturbance is introduced, δecmd plant,
and after the actuator dynamics, δe. Provided that di is null, the first two signals have the same time
responses. During the first 35 seconds, the linear and nonlinear results are similar. Nonetheless, given
that the aircraft experienced unexpected behavior, the deflections values also started deviating from
acceptable ranges. Nevertheless, it is observed that the position is saturated in 14◦, at the end of the
simulation. Additionally, especially in Figure 7.16, it is noted that for the digital simulations, the overshoot
of the deflections is higher and that these also experience more oscillations in comparison with the CT
ones. This is probably caused due to the computational delay and discretization effects that do not allow to
compute at every continuous time instant the best deflection angle.

Furthermore, the time evolution of the outputs nz measured at the IMU and q are also represented
in Figure 7.18 and Figure 7.19, respectively. Although, in the beginning, the linear and nonlinear
simulation results are similar, these diverge after a while as expected given the reasoning already
explained. Additionally, the angle of attack is also plotted in Figure 7.20, where it is noticeable that for
the nonlinear simulations the values are rising significantly. These values might be a leading cause of
aircraft instability. It should be noted again that these values are due to the fact the aircraft is leaving the
acceptable region of the flight envelope, given the data points available.
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Figure 7.16: Control surface deflections for the linear simulations with the CT and digital controllers.
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Figure 7.17: Control surface deflections for the nonlinear simulations with the CT and digital controllers.
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Figure 7.18: Load factor measured at the IMU time evolution for the four simulations, given the C∗ step
inputs.
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Figure 7.19: Pitch rate time evolution for the four simulations, given the C∗ step inputs.
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Figure 7.20: Angle of attack time evolution for the four simulations, given the C∗ step inputs.
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DISTURBANCE REJECTION & NOISE ATTENUATION - LINEAR & NONLINEAR SIMULATIONS

Given that the reference following has already been tested, it is also fundamental to analyze how well the
input and output disturbances are rejected, as well as how satisfactorily the noise is rejected. Therefore,
the values used for each of these signals are going to be detailed.

Firstly, regarding the output disturbance, which is modeled as an angle of attack gust is introduced
as 1-cosα, with a period of six seconds. The amplitude of the signal was chosen based on the previous
simulation runs. In the linear domain, where the aircraft remains within the flight envelope, the maximum
deviation of α from the trimmed condition was approximately 4◦. Thus, the value chosen should not be
considerably higher than this one. In order to verify the extent to which the do attenuation is satisfactory,
two gust were introduced in two different periods. The first is in t ∈ [12,18]s and the second in t ∈ [30,36]s,
where the amplitudes of the signals are, respectively, 3◦ and 7◦.

Secondly, the input disturbance is introduced as a step input, with an amplitude of +2 ◦ at t = 6s and of
-3◦ at t = 22s. The inputs chosen were provided based on previous simulations for the reference tracking,
where the deviation from the trimmed position for δe was not higher than 3◦.

Lastly, the noise was implemented as white noise with a high pass filter, whose values were retrieved
from Grondman et al. [2018]. Thus, the variance for the angular rates were defined as σ2 = 4 ·10−7 and
for the specific force measurements, considered to be the same as for the load factor, were defined as
σ2 = 1.5 ·10−5. In terms of the bias, which corresponds to the mean of the noise signal, these are defined as
3 ·10−5 for p, q, r and as 2.5 ·10−3 for nx,ny,nz. In order to verify the contribution of noise independently,
this signal was only introduced at t = 40s.

To begin with, Figure 7.21 shows the α parameter evolution when perturbed with the input disturbances
but most importantly, when affected by the α gusts. This parameter is clearly significantly affected. Thus,
this consequence on the remaining signals will be analyzed.

Moreover, the C∗ parameter evolution measured at the IMU and PS for the four simulations are shown
in Figure 7.22 and Figure 7.23, respectively. It can be concluded that the disturbances and noise are
well attenuated. In fact, although the disturbances clearly affect the signals, these rapidly return to the
trimmed value, given the null command for the reference.

Furthermore, it is noticed that, for the CT controller simulations, the input disturbances are attenuated
faster and the overshoots are reduced. This is due to the higher attenuation of the CL TF SoG for the CT
design. In fact, as stated in Table 6.2 and Table 6.5, the difference in the weighting filters lies on an 5.7 dB
of attenuation difference at 10−2rad/s. Moreover, it is also observed that the output disturbances affect
more the digital simulations than the CT ones when considering the IMU signal that is used for feedback.
This is also due to the more relaxed filter of So for the modified CT design.
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Figure 7.21: Angle of attack time evolution for the four simulations, with disturbances and noise
introduced.
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Figure 7.22: C∗
IMU parameter time evolution for the 4 simulations, with disturbances and noise intro-

duced.
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Figure 7.23: C∗
PS parameter time evolution for the 4 simulations, with disturbances and noise introduced.

Furthermore, given that the signal measured in the IMU is used for feedback, the peak values
corresponding to di for this signal are significantly lower than the ones for the PS. This difference is also
noticeable in the nz time responses where, in the IMU (see Figure 7.24), the input disturbance has a very
low impact when compared to the one measured at the PS (see Figure 7.25). Nevertheless, although this
peak is higher, a common trend witnessed by observing Figure 7.22 and Figure 7.23 is that, in the PS,
the error between the signal and the command input is reduced as much as possible. Thus, this yields a
faster attenuation of the input disturbances and lower deviation magnitudes that arise due to the output
disturbances. This phenomenon makes sense given that the PS signal is the one used for the reference
tracking. Additionally, the time evolution of the pitch rate is also shown in Figure 7.26. Given that this
signal is not being directly treated in the design, its behavior is mostly dependent on the outcomes of the
C∗ parameter. One thing that can be pointed out on this matter is that the sign of the magnitude of the nz
and q are opposed. Hence, the magnitude of the C∗ parameter also decreases.

Additionally, it is also important to mention that the PS signals are more prone to noise than the ones
in the IMU. This is clearly witnessed in Figure 7.24 and Figure 7.25. This is due to the fact that the PS
parameters are dependent on the q̇ parameter, which is a sensor property and, thus, more susceptible to
the HF noise signal.
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Figure 7.24: nzIMU time evolution for the 4 simulations, with disturbances and noise introduced.
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Figure 7.25: nzIMU time evolution for the 4 simulations, with disturbances and noise introduced.
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Figure 7.26: q time evolution for the 4 simulations, with disturbances and noise introduced.
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Figure 7.27: Control surface deflections for the linear simulations with the CT and digital controllers,
with disturbances and noise introduced.
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Figure 7.28: Control surface deflections for the nonlinear simulations with the CT and digital controllers,
with disturbances and noise introduced.

Input disturbance rejection can also be observed in Figure 7.27 and Figure 7.28, where the control
surface deflections over time are shown for the linear and nonlinear simulations, respectively. In fact, it is
verified that the controller output is shifted in magnitude so that, when the disturbance is introduced, the
commanded deflection that is given to the plant is the adequate value.

Another crucial aspect concerns the noise. As extensively discussed in Section 6.3.2, in the CT design,
the noise is actually not attenuated. This occurrence is due to the lack of gain roll off in the feedback
controller. This controller was kept with characteristic because it serves as a good analysis of the intricacies
of the control design. In fact, this aspect is accounted for in the DT design, which is the final and most
important controller. This point as addressed in the modified CT design not only because of the feedback
controller roll-off at HF (given the integrator-like structure) but also because if the anti-aliasing low pass
filter. Hence, all in all, it was concluded that in the CT design, low gain at HF for CFB is needed whereas
for the digital controller, such imposition is not necessary although recommended. For further context,
consider Figure 6.23 and Figure 6.37. These phenomenons related to noise attenuation are observed in
Figure 7.27 and Figure 7.28, where the noise in the controller output is only significant in the CT design.

It was consequently concluded that, even though noise could not be attenuated in the controller output,
as verified in Figure 7.27 and Figure 7.28, measurement noise is attenuated in the plant output (refer
to Figure 6.24b and Figure 6.38b). This is clearly observed in the the C∗, nz. and q signals shown in
Figure 7.22-7.26. Nonetheless, in order to further corroborate the statement, in the CT design, the signals
yIMU and ynoise (see Figure 6.15) were retrieved and plotted in Figure 7.29. These are the C∗ parameter
computed at the plant output and after the noise is introduced, respectively. It can be clearly concluded
that the controller can almost reject completely the noise.
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Figure 7.29: C∗ parameter in the linear CT simulation retrieved at the plant output and after the noise
introduction.

7.4.3. MULTI-MODELING DESIGN VALIDATION
A similar analysis to the one conducted for the CT and DT controllers in Section 7.4.2 could be performed
for the multi-modeling design. This could be performed for the eight flight conditions where aerodynamic
data is provided. However, given that the results would be very similar, it was decided to validate the
design in a different format.

Hence, the idea is to verify that the controlled system behaves as desired over the entire flight envelope,
when applied on the 6 DoF nonlinear model, which takes the discretization effects into account. It is
important to highlight that the flight envelope is referred here to the region where valid data exists.
Nonetheless, the flight envelope of the Flying-V will be extended. Moreover, to accomplish this validation,
the system is tested over 82 runs. Figure 7.30 shows the Mach-altitude trajectories for each of these runs.
The simulations start at conditions on the edge of the flight envelope, which are marked with red crosses.

Figure 7.30: Flight envelope and the Mach-altitude trajectory of 82 simulation runs on the 6 DoF model.
The red crosses indicate the beginning condition of the simulations and the blue arrows the trajectory
followed over time.
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Additionally, by commanding a repetitive reference signal, the flight envelope is spanned. In fact, the
blue lines indicate the evolution of each flight condition and it can be seen that all of the region is covered.
Moreover, a stopping command is activated when the trajectory leaves the intended region. The blue
arrows indicate the end of each simulation run.

Hence, Figure 7.31 shows the C∗ parameter in the PS evolution over time for the 82 runs, given a
repetitive step input commands. It is clearly verified that for all of the flight conditions the behavior is
very similar, which is desired given that a single reference model is used for the entire multi-modeling
design points. However, it should be noted that the dynamics of each flight condition are quite different, as
verified in Figure 5.6. All of the reference commands are satisfactorily followed. Additionally, Figure 7.32
shows a zoomed in portion of Figure 7.31, in order to be clear that all of the 82 runs are plotted.

Moreover, Figure 7.33, Figure 7.34, Figure 7.35, and Figure 7.36 show, respectively, the elevator
deflections, the load factor measured at the IMU, the pitch rate, and the angle of attack time responses.

Figure 7.31: C∗
PS parameter response for the 82 simulation runs on the 6DoF, given a repetitive reference

signal.

Figure 7.32: C∗
PS parameter response for the 82 simulation runs on the 6DoF, given a repetitive reference

signal. Zoomed in portion of Figure 7.31.
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Figure 7.33: Elevator deflections for the 82 simulation runs on the 6DoF, given a repetitive reference
signal.

Figure 7.34: nzIMU response for the 82 simulation runs on the 6DoF, given a repetitive reference signal.

Figure 7.35: q response for the 82 simulation runs on the 6DoF, given a repetitive reference signal.
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Figure 7.36: α response for the 82 simulation runs on the 6DoF, given a repetitive reference signal.

7.5. UNCERTAINTY
The control system is robust if it is insensitive to mismatches between the actual aircraft and the model of
the system that is used to design the system. Thus, it is important to check robust stability by verifying
if the system remains stable for all plants in the uncertainty set. Additionally, it is also crucial to check
robust performance, which determines whether the performance specifications are met for all these plants.
Therefore, Section 7.5.1 focuses on describing the uncertainty formulation and how it is implemented,
whereas Section 7.5.2 show the results obtained in terms of Go6, stability margins, and handling qualities.

7.5.1. UNCERTAINTY FORMULATION & IMPLEMENTATION
In the current analysis, parametric uncertainty will be considered, which can arise due to several sources.
Some are perfectly known and neglected on purpose for simplicity purposes. Others are undesired and
the system should be robust against them. These include unknown variations in the mass, inertia, and
aerodynamic stability and control coefficients. [Pollack, 2024] [Skogestad and Postlethwaite, 2005]

Moreover, although all of these parameters should be considered for the most accurate analysis, the
uncertainty is just going to be tested in the aerodynamic coefficients. For the Flying-V, Stougie et al.
[2024] implemented uncertainties on these parameters below 20%, Völker et al. [2023] introduced 25%
aerodynamic variation. Lastly, Shahin [2024] introduced 75% in Cmα and 25% in Cmq and Cmδe

. The
uncertainty bounds have not yet been established for the Flying-V. However, these values were taken
into consideration as well as the requirements listed in MIL-HDBK-516C [Anonymous, 2014], where it is
stated that stability derivatives must be varied by 25% in the most adverse direction. Anonymous [2008]
also states that 20% uncertainty should be applied in key stability derivatives and that the required SM
shall not degrade by more than 50% in the presence of that uncertainty, at nominal flight conditions and
at frequencies below the structural modes. Hence, it was decided to introduce up to 30% uncertainty in the
stability and control derivatives that affect the SP SS the most, which consist of Czα , Cmα , Cmq , and Cmδe

.
Furthermore, it was decided to only show the results of the uncertainty for the modified CT design

(digital) for brevity reasons and given that this controller is the most representative. Moreover, the
multi-modeling design already takes into account some aspects of the uncertainty, given that the controller
is synthesized for variations in the Mach and altitude, which change the dynamics considerable. Hence, it
is more relevant to test the robustness of a controller which was only designed for a single flight condition.

MATLAB & SIMULINK UNCERTAINTY IMPLEMENTATION

Moreover, in terms of implementation, the uncertainty was integrated into the nonlinear 6 DoF model.
This integration allows for the direct derivation of a CT state-space model of the system in question,
already accounting for the uncertain elements. While the nominal values of the system’s parameters
remain unchanged, this approach enables the generation of as many uncertain state-space systems as
desired, with varying parameters. A major advantage of implementing this approach within the nonlinear
framework is that these systems can be retrieved directly and automatically, with parameters clearly
defined from the outset.
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To achieve that, in the path of the aerodynamic coefficients in Simulink®, an uncertain state space
(uss) block in added. The prompt in this block consists of the uncertain system variable which is produced
with the MATLAB® function ureal(). This function takes the mean value and the uncertainty range
(±30%) as inputs.

7.5.2. UNCERTAINTY SIMULATION RESULTS
Thus, the robustness analysis with uncertainty will be conducted, namely by considering the Go6 and
model matching CL constraints, the open loops, the stability margins, and handling qualities. Moreover, as
previously stated, the uncertainties considered are taken from the range [−30,30]%. For each coefficient, 5
samples are taken and all of the combinations are tested, yielding in 54 = 625 combinations.

GO6 CLOSED LOOP TFS

To begin the analysis, the Go6 closed loop transfer functions are shown for all the uncertain systems as well
as for the nominal case in Figure 7.37. It is observed that for the sensitivity functions there is a significant
increase in the dispersion of the results (see Figure 7.37a-7.37b). However, the desired behaviour at LF
and HF is verified in all of the functions, although the filters are violated for some conditions. Thus, the
results are satisfactory.

MODEL MATCHING

Besides the Go6, the model matching constraint should also be analyzed, as the reference tracking is one of
the key specification requirements for the design. This is shown in Figure 7.38a, while the corresponding
time step response is shown in Figure 7.38b. At LF, small gain is still observed. Nonetheless, the decrease
observed in teh bandwidth frequency translates into performance degradation. However, as it is verified
in Figure 7.38b, the reference tracking is still satisfactory, with negligible steady state error. In order to
further analyze this model matching constraint, the HQ should be tested.

HANDLING QUALITIES

Hence, Figure 7.39a, Figure 7.39b, and Figure 7.11 depict the results for the attitude bandwidth, flight
path bandwidth, and pitch rate overshoot and pitch attitude dropback HQ criteria results, respectively. It
is observed that even in the face of uncertainty, the system is mostly within Level 1 HQ. For the pitch
attitude bandwidth and the pitch rate overshoot and pitch attitude dropback criteria, all of the results
are contained in the desired level. For the flight path criteria, there are some outliers that go into Level
2. However, these results are acceptable for the uncertainty applied and since the C∗ parameter is the
primary means of controlling γ [Anonymous, 2014] Mitchell et al. [1994].

OPEN LOOPS & STABILITY MARGINS

Finally, the open loops and stability margins are analyzed by breaking the loops in the same locations
as before, namely at the plant input (see Figure 7.40), at the virtual plant output (see Figure 7.41), at
the output nz measured at the IMU location (see Figure 7.42), at the output nz measured at the CoG (see
Figure 7.43), and at the output q (see Figure 7.44). For each of these open loop locations, the frequency
response of the open loops are shown as well as the Nichols charts for the all the uncertain systems as
well as for the nominal one. Additionally, the worst case scenario is highlighted and the respective worst
case disk gain and phase margins are highlighted by the exclusion region in these charts.

Furthermore, the worst case classical and balanced disk margins are summarized in Table 7.6. As
expected all of these margins are reduced when compared to the nominal case, whose values are presented
in Table 7.2. Nonetheless, Anonymous [2008] states that stability margins can degrade up to 50% the
required nominal values if faced by ± 20◦ uncertainty. Although reducing the stability requirements half
(i.e. to GM of 3 dB and phase margins of 22.5 ◦) is conservative given that the uncertainty applied is greater
than the ± 20◦, these references are still used. However, it is verified that the worst case value obtained
for the classical margins is 11.10 dB, whereas for the phase margins is 35.63 ◦. Both values correspond to
the loop open at the pitch rate signal and are significantly above these conservative requirements. Thus,
it is concluded that the system is robust to uncertainties in the aerodynamic coefficients, given its low
sensitivity to the change in the parameters.
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(a) Sensitivity So for the uncertain and nominal models, and its
filter inverse, W−1

So .
(b) Sensitivity Si for the uncertain and nominal models, and its
filter inverse, W−1

Si .

(c) Complementary sensitivity To for the uncertain and nominal
models, and its filter inverse, W−1

To .
(d) Complementary sensitivity Ti for the uncertain and nominal
models, and its filter inverse, W−1

Ti .

(e) Control sensitivity KSo, KSo scaled with σ(G) at LF,
and its filter inverse, W−1

KSo, for the uncertain and nominal
models.

(f) SoG for the uncertain and nominal models, and its filter
inverse.
.

Figure 7.37: Singular Values of the Go6 closed loop TFs, namely of So (7.37a), Si (7.37b), To (7.37c), Ti
(7.37d), KSo (7.37e), and SoG (7.37f), with the associated weighting filters’ inverse for the uncertain and
nominal models. These concern the modified CT structured controller.
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(a) Model matching M for the uncertain and nominal models,
and its filter inverse.

(b) Step response of the Tre f and of the CL TF ToM for the
uncertain and nominal models.

Figure 7.38: Performance of the reference tracking, in terms of model matching frequency 7.38a and time
7.38b responses for the uncertain and nominal models, with the modified CT structured controller.
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(b) Flight path bandwidth HQ criterion.
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(c) Pitch rate overshoot & pitch attitude dropback HQ criterion.

Figure 7.39: HQ criteria for the uncertain and nominal models, with the modified CT structured controller.
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(a) Open loop frequency response. (b) Nichols chart and worst case disk gain and phase region.

Figure 7.40: Open loops (7.40a) frequency response and Nichols chart (7.40b) for the uncertain and
nominal models, at the loops open at the plant input. These concern the modified CT structured controller.

(a) Open loop frequency response. (b) Nichols chart and worst case disk gain and phase region.

Figure 7.41: Open loops (7.41a) frequency response and Nichols chart (7.41b) for the uncertain and
nominal models, at the loops open at the virtual plant output, C∗. These concern the modified CT
structured controller.

(a) Open loop frequency response. (b) Nichols chart and worst case disk gain and phase region.

Figure 7.42: Open loops (7.42a) frequency response and Nichols chart (7.42b) for the uncertain and
nominal models, at the loops open at the plant output, nzIMU . These concern the modified CT structured
controller.
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(a) Open loop frequency response. (b) Nichols chart and worst case disk gain and phase region.

Figure 7.43: Open loops (7.43a) frequency response and Nichols chart (7.43b) for the uncertain and
nominal models, at the loops open at the plant output, nzCoG . These concern the modified CT structured
controller.

(a) Open loop frequency response. (b) Nichols chart and worst case disk gain and phase region.

Figure 7.44: Open loops (7.44a) frequency response and Nichols chart (7.44b) for the uncertain and
nominal models, at the loops open at the plant output, q. These concern the modified CT structured
controller.

Table 7.6: Worst case disk and classical loop-at-a-time gain and phase margins of the uncertain models.
These concern the modified CT structured controller.

Broken Loop
WC Disk Margins WC Classical Margins

DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant Input ± 6.04 ± 36.96 15.11 40.26

Virtual plant output (C*) ± 10.05 ± 55.09 14.66 56.36
Plant output (nz @ IMU) ± 13.19 ± 65.30 17.25 122.10
Plant output (nz @ CoG) ± 11.45 ± 60.03 13.53 118.98

Plant output (q) ± 5.13 ± 32.05 11.10 35.63





8
CONCLUSIONS

This research was conducted in the context of the Flying-V project, which, within the control and stability
domain, aims for compliance with Level 1 HQ for certification. In this study, the Flying-V simulation
model was successfully implemented, which served as the foundation for the subsequent controller designs.
These designs entail a continuous controller and a modified continuous controller for a nominal flight
condition, and a multi-modeling modified continuous controller design which is valid for the defined flight
envelope. These were developed under the H∞ optimization scheme with robust control methods, taking
into consideration performance and robustness specifications in the synthesis phase. The controllers were
examined in terms of stability margins, handling qualities, linear and nonlinear time domain simulations,
and under the influence of parametric uncertainty. In Section 8.1, the research questions are revisited and
answered based on the results shown in the previous chapters. Finally, Section 8.2 addresses the research
objective and reflects on the extent to which the objective has been met.

8.1. REVISITING THE RESEARCH QUESTIONS
1. How can the challenges and limitations of Flying-V’s current nonlinear model be ad-

dressed, thereby facilitating the development of a robust and effective FCS design?

• What are the main challenges of the previous modeling approach, and how can these
limitations be improved?
The model originally provided in MATLAB® and Simulink® has several shortcomings, which
could compromise the validity of results. This was highlighted by Traas [2024], who identified
and rectified errors in the model. Additionally, in the initial phase of the current research,
the trimming and linearization methods did not function well. Although this is less critical
for the nonlinear methods applied so far, linearized systems are crucial for robust controller
synthesis, necessitating immediate attention. The model’s lack of organization complicates
tracing the root of the problems encountered. Consequently, to achieve a valid and well-
structured FCS synthesis, especially within a robust control framework, redesigning the model
became imperative.
To address these limitations, the Flying-V model was developed in MATLAB® and Simulink®

using a tensor-based formulation, as detailed in Chapter 5. The model is subdivided into three
main systems (see Figure 8.1) and subsequent subsystems. All values and variables used in the
system are defined in a MATLAB® script and are introduced in Simulink® primarily through
masked systems, ensuring an organized and systematic implementation.

T,δa,δe,δr Actuator
Dynamics

Airframe Sensors
u OutputsOutputs

EoM

Figure 8.1: Overview of the Flying-V model implemented in Simulink®.

121



122 8. CONCLUSIONS

• How does the trimming and linearization of the Flying-V model facilitate the de-
velopment of robust control systems, and what are the key considerations in this
process?
Trimming and linearization procedures are pivotal in robust controller design as these trans-
form complex nonlinear systems into linear models around steady-state operating points. For
each operating point, the linearized system must accurately capture the key system dynamics to
ensure that controllers perform as intended within a range around the specified flight condition
when applied in the nonlinear framework.
A key consideration in the trimming procedure involves the definition of the variables that
must be adjusted by the algorithm. It was concluded that the system inputs, θ, α, and β must
be adjusted by the coding script. The remaining variables are either known and, therefore,
their values can be fixed, or they are interrelated with other states. Another category entails
the states that can be specified freely. The reasoning behind these considerations is explained
in Section 5.2. Moreover, in the linearization, it is important to define the states that excite the
most important eigenmotions, which depend on the design. For the current research the SP
mode is chosen and, thus the states α and q are selected.

• What main aspects should be considered to ensure a successful implementation when
translating the nonlinear model insights into a linear system?
To begin with, the model intricacies as well as the functions used must be dealt with precaution
and must be well understood. On the one hand, once the trimming procedure is complete, a key
aspect involves conducting time domain simulations in the 6 DoF model. When the states and
inputs are initialized with the trimmed values, these must remain in steady state, except for
the position on the x-axis. The physical properties of the trimmed values should be carefully
examined over the flight envelope, as conducted in Section 5.2.2. For instance, analyzing the
effect of variations in air dynamic pressure, wind, and altitude. On the other hand, it is crucial
to verify the system’s validity after the linearization procedure is conducted. This entails
evaluating the parameters in the state space representation, in terms of magnitudes, signs,
and conventions.

2. How can the maturity of the Flying-V FCS be enhanced through the implementation of a
H∞ signal-based Mixed Sensitivity C∗ controller?

• What are the critical design alternatives for the longitudinal FCS, and how do these
affect the systems’ robustness and performance?
Three design alternatives were considered and discussed in Section 6.1, regarding the feedback
signals, the measurement location of the C∗ signals, and the output disturbance modeling.
Firstly, it was concluded that using the combined demand approach for the feedback signal,
by using the C∗ parameter, is the preferred approach. It allows good disturbance rejection in
this signal and a balanced rejection at LF in the signals q and nz. Moreover, none of the basic
maneuver demand systems which include feedbacking nz and q have all the favorable qualities
on their own, building an even stronger case for the combined commanded signal.
Secondly, for reference tracking purposes the C∗ signal is measured in the PS, given the
intimate relation to the pilot cues. However, it was decided to measure the feedback signal
at the IMU location, which was assumed to be near the ICR. The main reason is that open
loop roll-off is desired at HF, which is achieved by not having a large derivative term in the nz
measurements that arise due to q̇.
Lastly, the output disturbance was introduced in the system by being added directly to the
output signal and by modeling it as an α gust and introducing it as part of the SS system.
The disturbance rejection is extremely improved on the C∗ channel with the second approach.
Although it takes more time to stabilize, the response is smoother and, in terms of magnitude,
its response deviation is reduced by approximately 41%, in comparison with the first approach.
Thus, it was decided to model the disturbance and consider it in the design phase.
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• How are the design requirements translated into the constraints imposed on the
system?
The first design requirement entails disturbance rejection at the plant input and outputs. This
specification is important at LF and it is achieved by shaping the closed-loop TF from do to
yIMU (So), from di to up (Si), and from di to yIMU (SoG). Thus, all of these TF are constrained
with low gain at LF. Secondly, sensor noise attenuation at the plant input and outputs is an
HF problem and it is met by constraining the TF from r inner to yIMU (To) and from do to
uc,weighted (KSo) at HF with low gain. Moreover, control effort reduction is not dependent on
the designer at LF. To achieve this specification in this frequency range, sufficient plant (control)
authority is needed. The classical margin requirements are imposed by limiting the peak of
the sensitivity function from do to yIMU at medium frequencies. Moreover, unstructured input
and output multiplicative uncertainty is addressed by Ti and To. Thus, limiting the gain
of the TFs from di to uc and from r inner to C∗

IMU allows robustness guarantees against the
independent parametric uncertainties introduced in the aerodynamic coefficients. Lastly, HQ
compliance is achieved by defining a model matching constraint, M, defined from r to ere f ,
which imposes the system to follow the defined reference model, Tre f . The constraints are
imposed via weighting filters, whose inverses are defined as the desired frequency responses of
the previously mentioned CL TFs, as represented in Figure 8.2.

W−1
So

, W−1
Si

W−1
To

, W−1
Ti

ω

W−1
KSo

W−1
SoG

ω ω
W−1

M

Figure 8.2: Singular Value shape for the desired CL TFs.

• To what extent does the structure of the feedback controller influence the robustness
of the system and how can it be determined?
At LF, the main specification is in terms of disturbance rejection. Imposing small gain on the
sensitivity functions So and Si in this frequency range, translates into high gain at LF in the
open loops. This gain for the open loops is achieved by either having a high plant gain at LF,
high controller gains, or both. However, if input disturbances are rejected at the plant output,
then large control gains are a must since σ̄(SoG)≈ 1/σ(K).
At HF, both noise and control signal attenuation are important, which are mainly affected by
Ti, To, and KSo. The first two TFs impose roll-off at the open loops. Moreover, given that, in
this frequency range, the sensitivity function So stabilizes at 0dB, then σ̄(KSo)≈ σ̄(K). Hence,
controller gains need to be small. This aspect was extensively discussed in Section 6.3.2, where
a controller without roll-off was implemented, which led to a degraded control signal and noise
attenuation, as verified in Section 7.4.2. Although this controller served as a good analysis of
control design intricacies, a digital design was synthesized in Section 6.4.3, where roll-off was
implemented in the feedback controller. Both this aspect and the anti-aliasing filter contribute
to the desired disturbance and noise attenuation. The open loop considerations in terms of the
design requirements are summarized in Figure 8.3.
Moreover, the higher the order of the controller is, the higher the flexibility of the controller to
respond to certain effects of the system over the frequency range. Thus, the robustness of the
system may be amplified. However, the extra complexity associated with it usually does not
balance the advantages that arise out of it. As performed in Section 6.3.1 and in Section 6.4.2,
unstructured controllers can be synthesized as preliminary results. The designs obtained can
be reduced and the most adequate structure can be identified from here.
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- Robust performance
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Figure 8.3: Design specifications of the open loop singular values. Based on [Pollack, 2024] and [Bates
and Postlethwaite, 2002].

• To what extent is the system influenced by the discretization effects of the flight
computer and how can this potential challenge be addressed?
Control laws are implemented in a digital format in modern aircraft. Hence, the implementation
involves D/A and A/D converters which, alongside the computations inherent to the FCS, take
time. Thus, computation delays occur. One option to implement the digital controller in this
flight computer formulation is to discretize the continuous controller synthesized. The stability
margins were assessed both when the CT controller was implemented in a CT simulation and
when the CT controller was discretized and consequently implemented in a DT simulation.
From the analysis performed in Section 7.2.2, it was concluded that both classical and disk SM
for the latter scenario were significantly reduced (see Table 7.1 and Table 7.4).
For that reason, a modified CT controller was designed by including the discretization effects
in the synthesis process. These consist of modeling an anti-alias filter as well as the ZOH
and computational delay with Padé approximations to mimic the discrete behavior. Thus,
the controller obtained is a clear improvement to the first option discussed since the stability
margins are considerably less affected (see Figure 7.5).

3. To what extent does the signal-based H∞ Mixed Sensitivity C∗ controller meet the speci-
fied performance and robustness requirements across a range of flight conditions?

• To what extent does the linear control system comply with the requirements imposed
a priori?
The CT and DT controllers were extensively examined in Chapter 7 in terms of time domain
simulations, stability margins, uncertainty, and handling qualities. To begin with and consider-
ing the requirements R1, R2, and R3, it was verified that the disturbances and noise are well
attenuated in the input and virtual output, C∗ (see Section 7.4). It is observed that the input
and output disturbances are attenuated faster and produce less overshoot for the CT design
than for the DT one. Control effort attenuation was successfully achieved as the commanded
elevator deflections remained moderate and within the specified limits. There is the exception
for the CT controller, where there is no noise attenuation at the plant input (see Figure 7.16)
given the lack of feedback controller roll-off at HF. However, such aspect is considered for the
final design, the DT controller. Moreover, there is no disturbance rejection if disturbances are
applied directly on the signals nz and q, which is expected due to the open loops low gain at
LF. Moreover, the SM are also satisfactory, since there is only a slight violation of the soft
requirement in terms of PM for the loops opened at the plant input for the CT controller and at
q for the DT controller (see Section 7.2). The predicted HQ for the two controllers are within
Level 1 for the three criteria tested (see Section 7.3). Lastly, R5 specifies robustness guarantees
in the presence of independent parametric uncertainties in the aerodynamic coefficients. These
were varied across the range of ± 30 ◦ and it was verified that the stability margins were kept
above the limits imposed by Anonymous [2008], the Go6 and the model matching constraints
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also maintained the desired behavior, and that the HQ remained mostly within Level 1, with
some conditions going into Level 2 (see Section 7.5).

• How does the linear control system design behave in the nonlinear 6 DoF model?
The linear controller design is implemented in the 6 DoF nonlinear model and time domain
simulations were conducted (see Section 7.4.2). It is verified that the reference tracking is
satisfactory as well as the disturbance and noise attenuation, having similar results to the ones
obtained in the linear simulations. However, due to the commanded signals, the flight condition
achieved was out of the range of the valid data and, thus, unexpected behavior is noticeable.

• How can the robustness and performance specifications be guaranteed across the
flight envelope and to what extent are these met with the proposed design?
A multi-modeling approach was followed to ensure that the specifications defined a priori were
met for all of the conditions within the flight envelope. It is important to highlight that the flight
envelope discussed is defined based on the current version of the aerodynamic data provided
and that the actual flight envelope of the Flying-V aircraft will be extended. A controller was
synthesized by considering several plants in the design (see Section 6.5). The analysis of this
controller is performed in Chapter 7. The worst case stability margins obtained from several
flight conditions were shown (see Table 7.5), where the loops opened at the plant input and at q
did not comply with the gain margin requirements. Regarding the HQ, all of the conditions
are within Level 1 requirements except for one specific flight condition in two of the criteria.
Furthermore, the validity of the multi-modeling design was verified by spanning the flight
envelope by simulating the controller in the 6 DoF nonlinear model for 82 simulations that
started at the edges of the flight envelope. It was verified that the obtained reference tracking
results were very similar between flight conditions and that these were satisfactory.

8.2. CONCLUDING REMARKS
The answers provided to the research questions logically prompt a reflection on the extent to which the
research objective has been met. Specifically, the objective reads:

The research objective is to increase the maturity of the FCS of the Flying-V by implementing
a C∗ controller within the Signal-Based Mixed Sensitivity H∞ framework, while guaranteeing

robustness stability and performance against uncertainty, adequate performance in the
presence of disturbances and measurement noise, and compliance with Level 1 HQ.

With the signal-based H∞ mixed sensitivity approach, three FCS were successfully designed. These
are based on the C∗ longitudinal law and were synthesized taking into consideration the robustness
and performance requirements defined a priori. No similar designs applied on the Flying-V had been
recorded in the literature. The proposed controllers addressed the main limitations highlighted for the
nonlinear approaches previously suggested, regarding sensitivity to sensor measurement time delays by
the modified CT controller alternative. Additionally, a main issue observed in past studies includes the
lack of robustness in the presence of uncertainties, which is successfully tackled in the current project.
Finally, this thesis confirmed with detailed analysis that the digital and multi-modeling digital controllers
are promising structures to be applied on the FCS, with guaranteed noise attenuation, input and output
disturbance rejection, robustness against uncertainties, as well as compliance with Level 1 HQ.

In essence, the research objective has been accomplished. The findings of this study hopefully contribute
to ongoing efforts towards a more sustainable aviation industry and towards improved and alternative
control system design choices for the Flying-V. Key recommendations for future research are outlined in
the next chapter.





RECOMMENDATIONS

Several recommendations for future work follow naturally from the current research. Some of these
recommendations are outlined below.

• Simulation model: The simulation model provides a solid foundation. Nevertheless, there are
opportunities for further enhancements. To begin with, a more realistic engine model should be
implemented as in the current state it is defined as a simple first order model. Additionally, the
aerodynamic data should be implemented taking into consideration more than one control surface in
each wing, which would motivate the need for control allocation. Depending on the flight condition,
mass and CoG variations should also be imposed on the system. Furthermore, although sensor noise
is added for analysis, the sensor dynamics are not modeled and, thus, it should be addressed. A rigid
body assumption is used in the model. Nonetheless, aero elasticity and bending moments should be
also considered. Lastly, from literature, it was decided to place the IMU sensor slightly in front of
the ICR. Nonetheless, a more detailed analysis for the Flying-V should be conducted.

• Aerodynamic data: The aerodynamic data should be matured. Firstly, the flight envelope of the
Flying-V should be defined, as the current points used in this research were specifically asked by
the author of the thesis and not by a member of the flight performance group. Moreover, some
aerodynamic points provided demonstrated unexpected characteristics, namely static instability
after 2.5◦ of AoA for certain conditions in higher velocities. For this reason, these points were not
considered for the multi-modeling design.

• C∗U variation: A drawback of the C∗ control law pointed out in literature is the loss of airspeed
stability. The C∗U approach is proposed, which consists of adding an airspeed feedback loop to the
controller integrator. This artificially restores the stability and, thus, causes the aircraft to return to
the commanded trim speed [Niedermeier and Lambregts, 2012]. Hence, this variation should be an
interesting addition to the current design.

• Lateral-direction control law: In the current research, only the longitudinal dynamics were
controlled. Thus, a lateral-directional controller should also be developed.

• Gain-scheduling: A multi-modeling controller was designed which achieved most of the desired
characteristics. However, the accuracy of the robustness and performance guarantees of the system
would be improved for each point in case a linear controller was synthesized for each specified flight
condition and consequently gain-scheduled across the flight envelope. This would entail interpolating
the gains wrt the scheduled parameters creating a nonlinear representation. This would allow
tighter control in each operating point, where the gains adequately address the specific dynamics.

• Linear Parameter-Varying (LPV) control: An alternative approach to the scheduling problem
previously mentioned is the LPV control technique. The main idea is to model the nonlinear dynamics
of the plant over the flight envelope as a LPV system. The subsequent LPV controller computation
relies on the solution of a set of LMI. The main advantage of the approach is that a self-scheduled
full-envelope controller is computed in a single step.

• Flight Envelope Protections: As stated in the literature, the Flying-V presents unstable dutch
roll and pitch break-up tendencies. Thus, as already included in other past studies [Stougie et al.,
2024] [Traas, 2024], a FEP should be added to enhance safety by preventing aircraft from entering
potentially unstable flight conditions.

• Mass, MOI, and CoG uncertainties: Although uncertainties were included in the system within
the aerodynamic coefficients, other parameters should also be varied for a more comprehensive
analysis. These include the mass, moments of inertia, the CoG position, and actuator and sensor
dynamics.
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128 RECOMMENDATIONS

• Piloted assessment of HQ: The handling qualities can be distinguished into predicted and as-
signed levels. The former was conducted in this research, which is based on a set of quantitative
parameters that, together, are expected to accurately reflect HQ, whereas the former is based on
piloted assessments during flight test maneuvers [Mitchell et al., 1994]. Nevertheless, there may be
conflicts between the two since the the predicted levels may not capture accurately the characteristics
experienced by the pilot. Thus, for an accurate assessment of the HQ levels, pilot assessments should
also be conducted. These can be carried out in the SIMONA Research Simulator at TU Delft.
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A
PROJECT PLAN

From the research proposal detailed in Chapter 3, the research plan was outlined and it is presented
in the current appendix. The research plan is divided into four different phases. The first encompasses
the elaboration of the literature study and definition of research goals and objectives. The second phase
focuses on the redesign of the Flying-V model and on the synthesis and analysis of preliminary controllers
with H∞ MS. The following research phase includes the exploration of alternative designs for the FCS
configuration, the transition to digital design, and the multi-modeling approach. The research culminates
in the dissemination, in which the report is submitted and the defense is prepared
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This paper presents a longitudinal robust control law that ensures stability and compliance with Handling
Quality standards. The design is similar to the one shown in Section 6.3. However, the output disturbance
is not modeled. Thus, it offers an additional comparison to the previously designed controller.
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Abstract:
This study details the design of a longitudinal robust control law for the Flying-V concept
aircraft. The trimming procedure used to obtain operating points and linearized flight dynamics
is explained, followed by a description of the design requirements which are systematically
converted into hard constraints. These are employed in the structured controller synthesis,
conducted within the signal-based H∞ Mixed Sensitivity (MS) framework. The system’s
performance and robustness are evaluated in linear and nonlinear settings. Results indicate
effective disturbance and noise rejection, stability under parametric uncertainties, Level 1
Handling Qualities predictions, and adequate performance. These results validate the C∗ control
law effectiveness, paving the way for future enhancements in gain-scheduled robust controllers
for the Flying-V and for the extension to lateral-directional controllers.

Keywords: Robust control, Mixed sensitivity synthesis, Flight control, H∞ Optimization,
Reduced-order models, Robust stability, Sustainable aviation, Flying wings.

1. INTRODUCTION

Commercial aviation has experienced a rising demand in
recent years. The Flying-V aircraft is introduced as a
promising concept that seeks to mitigate the industry’s
environmental impact. Preliminary assessments by Benad
and Vos (2022) suggest that the Flying-V could achieve
a 20% lower fuel burn when compared to the state-of-
the-art reference aircraft performing the same mission.
However, its unconventional shape and layout pose unique
challenges in terms of stability and control, necessitating
the development of advanced control systems.

This study focuses on the development of a robust flight
control system tailored for the Flying-V aircraft. The
proposed solution revolves around guaranteeing robustness
against disturbances, measurement noise, and uncertain-
ties in the model while ensuring performance and com-
pliance with Level 1 Handling Qualities (HQ). To achieve
this, a C∗ longitudinal control law is suggested, for which
robust control methodologies such as the signal-based H∞
MS framework are followed. Commercially available non-
smooth optimization tools are used. These result from the
work developed by Apkarian and Noll (2006) that allows
structured controller synthesis and elevates the potential
of the robust control theory.

This paper is structured as follows: Section 2 presents the
linearized dynamics as well as model intricacies, Section
3 discusses the C∗ parameter and the controller design
requirements, structure, synthesis methodology and re-
sults, and lastly, Section 4 examines the flight control
performance and robustness for the nominal and uncertain
scenarios in linear and nonlinear settings.

2. FLYING-V MODEL DESCRIPTIONS

A 6 Degrees of Freedom (DoF) Flying-V model is im-
plemented in MATLAB ®/Simulink ® in a tensor-based
formulation. Tensors hold the physical characteristics re-
gardless of the coordinate system. This generalizes the
Equations of Motion (EoM), allowing for subsequent pro-
jection into any coordinate system (Zipfel, 2007).

The trimming procedure is the first step towards lin-
earization of the flight dynamics. It involves a (usually
numerical) method which calculates the equilibrium points
around an imposed condition ρ(t) = ρ̄ = [M̄a h̄]

T so as
to zero out the forces and moments contribution of the
body and control surfaces. The EoM can be represented
in a general parameter-dependent form as:

{
ẋ(t) = fx[x(t),u(t),ρ(t)], t ∈ ℜ+

y(t) = fy[x(t),u(t),ρ(t)]
(1)

where x = [p q r ϕ θ ψ V α β xL yL zL]
T represents the

state vector, u = [T δa δe δr]
T is the control input vector,

and y = [nx ny nz p q r]
T is the output vector. The aircraft

is in equilibrium if ẋ(t)
∆
= 0. Solving this condition assumes

that there are as many algebraic equations as unknown
variables, which is not the case. To overcome this, some
of the unknown states need to be imposed. Assuming a
steady wings-level flight, ϕ, p, q, and r are considered null
and xL, yL, and ψ are specified freely. V is defined as
known given its correlation with α through lift (Stevens
et al., 2015). Null flight path angle is imposed as an
additional constraint, assuming equal values for α and θ.

In the present study, the flight control system targets
a single condition: Mach 0.5 at 5400 meters altitude,



where only the longitudinal motion is relevant. Thus,
from the complete linearized dynamics, the appropriate
states, inputs, and outputs are selected so as to form
a linear-time-invariant system with phugoid and short
period (SP) eigenmotions. The pilots can easily manage
the low frequency (LF) phugoid, although it still needs to
meet certain damping requirements (Stevens et al., 2015).
Nonetheless, the SP is pivotal for controller design and for
HQ satisfaction. Thus, the following SP approximation of
the Flying-V will be considered:[

α̇
q̇

]
=

[
−0.601 0.974
−1.154 −0.748

] [
α
q

]
+

[
−0.141
−3.198

]
δe

[
nzCoG

q

]
=

[
9.655 0.4222
0 1

] [
α
q

]
+

[
2.3
0

]
δe

(2)

3. FLIGHT CONTROL SYSTEM DESIGN

3.1 C∗ Longitudinal Control Law

The C∗ originated from a HQ criterion, which led to the
creation of a response type. Variations of the C∗ control
law became standard in the commercial aviation industry
(Arent and Falatko, 1992) (Favre, 1994). The parameter is
defined as a normalized sum of the pitch rate and normal
acceleration at the Pilot Station (PS), as described in (3):

C∗ = nzPS
+
VCO

g
q, (3)

where g is the standard gravity and VCO corresponds
to the crossover velocity, where both cues translate into
equal pilot sensation. It is asserted that pilots respond
to a combination of these two signals, where the control
priority shifts naturally from q to nz as airspeed increases
(Niedermeier and Lambregts, 2012).

3.2 Design Requirements

For controller design, the requirements considered are:

(R1) Disturbance rejection at plant input and outputs.
(R2) Sensor noise attenuation at plant input and outputs.
(R3) Control effort reduction.
(R4) Minimum allowable limit for the classical stability

gain (GM) and phase (PM) margins of 6 dB and 45◦,
respectively, at plant input and outputs.

(R5) Robustness guarantees in the presence of independent
parametric uncertainties in the aerodynamic coeffi-
cients, varied across the range of ±30%.

(R6) Predicted HQ within Level 1.

To achieve requirement R6, a reference model is necessary
for model matching design. The following second-order ref-
erence model was iteratively tuned to achieve the desired
dynamics for the short-term pitch response specifications
(Anonymous, 2004) (Mitchell et al., 1994):

Tref (s) =
C∗

ref (s)

r(s)
=

Knum(s+ zref )

s2 + 2ξrefωrefs+ ω2
ref

, (4)

where r corresponds to the pilot stick input signal. To
minimize control surface activity (Favre, 1994), the desired
natural frequency is set to ωref =1.4 rad/s, which is similar
to the nominal bare airframe value (ωSP =1.25 rad/s)
for the chosen flight condition. Additionally, defining the
desired damping ratio as ξref = 0.75 and the numerator

zref = 1.2 yields Level 1 performance in the selected HQ
criteria. Knum = 1.6333 was defined so that Tref has
unitary static gain.

3.3 Controller Structure

The flight control law is expressed as the transfer function
(TF) in (5) (see Figure 1), inspired by Niedermeier and
Lambregts (2012)’s work. The standard C∗ parameter
is defined at the PS, due to its strong alignment with
pilot cues, making it the preferred signal for reference
tracking. However, the feedback signal is based on C∗

calculated with nz measured at the Inertial Measurement
Unit (IMU), which is positioned to reduced sensitivity
to structural and other sources of high frequency (HF)
dynamics. The IMU position is assumed to be near the air-
craft’s Instantaneous Center of Rotation (ICR), although a
more in-depth analysis must be conducted on this matter.
Besides the feedback controller KFB , KFF introduces a 2
DoF structure which enhances reference tracking capabili-
ties. The controller on the pitch rate channel, Kq, is a gain
and improves the SP damping.

δe,c = KFB(KFF r − C∗
IMU )−Kqq (5)

r
KFF KFB

δe,c

Kq

C∗
IMU − −

q

rinner

Fig. 1. Flying-V C∗ longitudinal controller configuration.

3.4 Mixed Sensitivity H∞ Preliminary Design

To identify the optimal structure for KFB in the final
design, an unstructured controller was initially developed
and a model order reduction was subsequently employed
on it. The standard H∞ MS four-block method design is
used, since it effectively addresses both input and output
disturbance rejection (Huang et al., 2010).

The initial structure of KFB is determined. To achieve
that, the plant output (PO), y (i.e. C∗

IMU ), and the
controller output, uc, are chosen as the output signals
whereas the input and output disturbances, di and do,
are chosen as the input signals (see Figure 2). Therefore,
the weighted closed loop matrix TF Twz(s) is given as
described in (6), where So, KSo, SoG, and Ti correspond
to the respective individual TFs from the inputs to the
output signals. Kq is defined a priori so that the typical
value of ξSP =0.707 is achieved for the SP damping, using
root locus techniques.

do
nz IMU

q

C∗
IMU

z1

Kq
−1

uc

uFB

di
W3

−

w2

w1

Flying-V

VCOActuator
&

W1

W2
z2

v

g/

Fig. 2. Configuration for the full order design.



[
y
uc

]
=

[
So SoG

−KSo −Ti

] [
do
di

]

=⇒ Twz =

[
W1So W1SoGW3

−W2KSo −W2TiW3

] (6)

Here, W1, W2, and W3 are the weighting filters (WF)
that are used to shape the closed loop TFs. Although
W1 and W2 would allow a satisfactory design, the low-
pass W3 is a complement that allows a tighter shaping at
SoG Medium Frequencies (MF) and of Ti roll-off. Given
that disturbances are dominant at LF, So and SoG must
have low gain in this range. Control signal attenuation
can only be imposed in MF and HF since the controller
designer does not have any influence at LF. This is due
to the fact that σ(KSo) ≈ 1/σ(G) and that σ(Ti) ≈ 1
from the duality with the sensitivity function. Hence, KSo

and Ti must have low gain at HF. Moreover, a peak in
the sensitivity and complementary sensitivity functions is
unavoidable and it is related to the closest distance to the
critical point -1 in the complex plane, which affects the
stability margins, as described by (Seiler et al., 2020):

αmax =
1

∥S + σ−1
2 ∥∞

, (7)

where αmax represents the smallest of all the frequency-
dependent Disk Margins (DM) and σ represents the skew.
At MF, the peak should be attenuated. The low pass filter
W−1

1 (s) and the high pass filter W−1
2 (s) are defined as:

W−1
1 (s) =

s+ kW1
kW1

k
−1

W1
s+ kW1

, W−1
2 (s) =

kW2
s+ kW2

s+ kW2
k−1
W2

, (8)

where kW1
= -50 dB and kW1 = 6.02 dB are the desired LF

and HF attenuation of So, and kW1
= 0 dB is the desired

gain at the frequency ωW1
= 1.1 rad/s 1 . Similarly, for

W−1
2 , kW2

= 50 dB, kW2
= -50 dB, kW2

= -23.5 dB, and

ωW2
= 14.3 rad/s 1 . Lastly, W3 is a high-pass filter with

steady state gain k = 0.1, the zero z3 = 10 rad/s, and the
pole p3 = 104 rad/s.

The H∞ optimal controller is obtained by solving:

min
K

∥Twz∥∞, (9)

where K is a stabilizing controller. Assuming that the
optimal H∞ norm is γ = minK∥Twz∥∞, the resulting TFs
from a solution to (9) are close to γ times the bounds
selected by the designer via the WF. Nevertheless, the
unstructured controller is computed as a result of the
optimization of a stacking procedure, which is selected
for mathematical purposes and does not enable individual
bound specifications. Thus, for each, there is a possible
resulting error of at most

√
n, where n = 4 corresponds

to the number of stacked requirements. (Skogestad and
Postlethwaite, 2005)

The goal is to ensure ∥Twz∥∞ < γ < 1. A γ = 0.9814
was achieved and the obtained full-order (FO) controller
is detailed in (10). Model order reduction was applied to
the FO controller 2 and the frequency responses of both
reduced and FO controllers are shown in Figure 3. From

1 makeweight() MATLAB® function is used to obtain the WF.
2 getrom() MATLAB® function is used to obtain the reduced-order
models using balanced truncation.

the FO TF, it is evident that the zeros s = -8829 rad/s and
s = -278.9 rad/s and the poles s = -2.3 · 106 rad/s and s =
-1.3 · 104 rad/s are very HF and, hence, can be discarded.
The zero s = -14.5 rad/s and the pole s = -17.3 rad/s can
be reduced, as well as the pole s = -1.4 rad/s and one of the
zeros from the complex conjugate, whose frequency is ω =
1.38 rad/s. Only the integrator-like pole (s = -0.003 rad/s),
the pole s = -5.7 rad/s, and the second complex conjugate
zero remain, justifying the second order solution (see (11)).
Choosing the controller structure balances complexity and
effectiveness, with a low-order controller preferred for real
implementation. As expected, the second and third order
controllers are very similar (see Figure 3). While the
second order result (PI with a low pass) closely matches
the FO controller until 103 rad/s, the first order controller
is a satisfactory approximation until 2 · 100 rad/s. The
second-order structure appears to be the most adequate
choice to impose on the final design.

KFBFO
(s) =

−6187.8(s+ 8829)(s+ 278.9)(s+ 14.5)

(s2 + 2.4s+ 1.9)

(s+ 2.3 · 106)(s+1.3 · 104)(s+ 17.2)

(s+ 5.7)(s+ 1.4)(s+ 0.003)

(10)

KFBO2
(s) =

−0.53(s+ 1.73)

s(s+ 8.90)
(11)
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Fig. 3. Unstructured controller model order reduction.

3.5 Signal-Based Mixed Sensitivity H∞ Optimization

The final design configuration is inspired from robust
control theory (Skogestad and Postlethwaite, 2005) and
it is represented in Figure 4. The bare airframe dynamics
represented in (2) correspond to the Flying-V block in the
figure, which was augmented to contain the output q̇. This
parameter is used for the computation of the C∗

PS signal
that is crucial for the reference tracking. Additional inputs
include the disturbances di and do and the sensor noise n.

r up

ym

FCS Actuator

di
u

Flying-V
uc

Tref

eref

yp

C∗
PS

Virtual
Outputs

C∗
IMU

do

q

−

Sensors

n

σ(G)

uc

uc,weighted

Fig. 4. Configuration for the structured controller design.

The requirements outlined in 3.2 are achieved by shaping
the following seven individual TFs, C(s), which are con-
sequently treated as hard constraints, via WF:

(C1) So(s) (do → C∗
IMU ) involves output disturbance

rejection at the virtual PO. The TF LF gain must
be reduced to enhance the rejection properties.



(C2) Si(s) (di → up) rejects input disturbances at the
plant input (PI). Similarly to So, small gain at LF
is necessary.

(C3) Ti(s) (di → uc) rejects input disturbances at the
controller output by the TF low gain at HF. It also
contributes to control signal attenuation.

(C4) To(s) (rinner → C∗
IMU ) attenuates sensors noise.

Thus, the TF from n to C∗
IMU could also be selected

for the same purpose. Since noise is a HF signal, the
TF must have low gain in this range.

(C5) KSo(s) (do → uc,weighted) reduces control effort and
provides noise attenuation at HF by its low gain. The
TF LF gain is approximately equal to the plant gain
inverse. For better interpretation of the attenuation
level at MF and HF, the scaling σ(G) is multiplied
with the u, originating the signal uc,weighted (see
Figure 4), before applying the WF.

(C6) SoG(s) (di → C∗
IMU ) constrains the input distur-

bances at the PO. Small LF gain is mandatory.
(C7) M(s) (r → eref ) is the model matching constraint

that imposes the Tref behavior on the signal C∗
PS

response. The TF must have low gain at LF and MF.

Hence, the disturbance rejection requirement R1 is ensured
by C1, C2, C3, and C6. The noise attenuation specification
R2 is achieved by imposing C4 and C5, while R3, the
control effort reduction, is guaranteed by C5. The stability
margins, R4, result from MF peak limitation in C1.
Moreover, unstructured input and output multiplicative
uncertainty is addressed by Ti and To. Thus, C3 and C4
contribute to R5. Lastly, C7 yields HQ compliance (R6).

The WFs WC(s) = [WSo
WSi

WTi
WTo

WKSo
WSoGWM ]T

allow the constraints to be written as ∥WCi
(s)Ci(s)∥∞,

where i is the index of the vector. Hence, the expression

∥WCi(s)Ci(s)∥∞ < γ ⇐⇒ ∀ω ∈ ℜ, |Ci(jω)| <
γ

|WCi(jω)|
(12)

is verified, which concludes that defining the WF as the
inverse of the desired shapes for each TF of C(s) and
having a performance level, γ, lower or equal to unity,
results in the satisfaction of the gain limitations imposed.

As determined in Section 3.4, Kq and KFB correspond
to, respectively, a gain and a PI plus low-pass structures.
Initially, KFF is not synthesized to evaluate its necessity.
A few trials were conducted by shaping the gain limits on
the constraints. It is concluded that the pole and zero of
the resulting KFB were very close in terms of frequency
(see (13)). Thus, its order could be further simplified.

KFB =
−0.20884(s+ 13.38)

s(s+ 13.52)
(13)

Provided that the obtained Stability Margins (SM) were
very optimistic, it was decided to reduce the complexity
of the controller and define its structure as a simple
integrator and a static gain. This controller structure was
also obtained in the model reduction shown in Figure 3.
A potential advantage of the PI with low pass would be
the open loop slope decrease around crossover, possibly
yielding ameliorated stability margins. Nonetheless, if the
simpler controller meets all of the requirements, it is the
best solution. TheWF inverse characteristics are presented

in Table 1. The tendency of the filters inverse for the TFs
in C1, C2, C6, and C7 follow a similar tendency to W−1

1 ,
whereas C3, C4, and C5 are similar to W−1

2 (see (8)).

Table 1. Weighting filters characteristics 1 .

W−1
So

W−1
Si

W−1
Ti

W−1
To

W−1
KSo

W−1
SoG

W−1
M

k (dB) -50 -50 12.04 12.04 50 -50 -50
ω (rad/s) 1.70 4.60 7.96 3.08 14.30 10−2 1

k (dB) 0 0 0 0 -4.80 -25.30 -20.9

k (dB) 5.58 5.58 -80 -80 -50 30 -10
Order 1 1 2 2 1 1 1

These design specifications are defined via sltuner() 3

which interfaces with a Simulink® file similar to the
configuration in Figure 4. For each constraint, the obtained
γ, is displayed in Table 2. The controllers retrieved are:

KFB =
−0.20696

s
Kq = −1.43320 (14)

Table 2. γ values obtained for each constraint.

So Si Ti To KSo SoG M

γ 0.9996 0.9998 0.9998 0.9587 0.9968 0.9935 0.9965

The frequency responses of the closed loops TFs So and
To, Si and Ti, KSo, SoG, and M are shown in Figures
5, 6, 7, 8, and 9, respectively, as well as the WF inverse
imposed for each. It is verified that with unitary KFF ,
the model matching constraint is not violated. The lack
of necessity of this controller is explained by Figure 10. In
fact, CFF ideal

= T−1
oM · Tref , where ToM is the TF from

r to C∗
PS . It is observed that the most dominant pole

and zeros of T−1
oM have frequencies of ωp = 1.4 rad/s and

ωz = 1.82 rad/s, respectively, while Tref has poles and
a zero with frequencies of ωp = 1.4 rad/s and ωz = 1.2
rad/, respectively. The frequencies proximity suggests that
the inner closed loop TF has an approximate behavior to
the desired Tref , highlighting the feedforward controller as
noncompulsory. This statement is to be corroborated by
the HQ and nonlinear simulations assessments.

The singular values of the open loops at the PI, Li, and at
the PO at nz in the center of gravity and q, respectively
Lonz

and Loq, and at the virtual output C∗
IMU , LoC∗

IMU
,

are shown in Figure 11. On the one hand, the small gain
at LF in the sensitivity functions are translated into large
gains in the open loops at the PI and virtual output. On
the other hand, To and Ti impose roll off in the open
loops at HF. Nevertheless, it is noticeable that there is
no disturbance rejection on nz and q, given the small gain
at LF. Such outcome is expected since that no integral
action is applied on these signals. This is due to the
single-input multiple-output formulation. The plant only
contains a single singular value. Therefore, with one input,
it is not possible to control more than one output. Thus, it
is concluded that to have a balanced disturbance rejection
at LF on the signals nz and q, the pure C∗ configuration
should be followed, which also yields good disturbance
rejection in this signal. If integral action is applied on
the nz (or q) signal, the q (or nz) disturbance rejection
is aggravated, with smaller gain observed at LF.
3 The TuningGoal.Gain class is used to impose the gain limits from
a specified input to a specified output over the frequency range.



10
-2

10
0

10
2

10
4

-80

-60

-40

-20

0

(W
So

)
-1

So

(W
To

)
-1

To

Frequency (rad/s)

S
in

g
u

la
r 

V
a

lu
e

s
 (

d
B

)

Fig. 5. Frequency responses of So(s) and To(s).
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Fig. 6. Frequency responses of Si(s) and Ti(s).
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Fig. 7. Frequency response of KSo(s).
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Fig. 8. Frequency response of SoG(s).
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Fig. 9. Frequency response of M(s).

4. FLIGHT CONTROL SYSTEM ANALYSIS

4.1 Stability Margins

SM assessment is a key specification, as highlighted by R4,
which is also crucial when uncertainty is applied to the
system (R5). Anonymous (2008) states that in the latter
scenario, the requested SM are reduced, highlighting an al-
lowable degradation up to 50% the desired nominal values
if faced by ±20% uncertainty. In this study, parametric
uncertainty bounded by ±30◦ is applied to the stability

Fig. 10. Pole-zero map of the inner closed loop TF and
Tref .
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Fig. 11. Open loops frequency response at the PI and PO.

and control derivatives that affect the SP the most (i.e.
Czα , Cmα , Cmq , and Cmδe

). Five uniformly distributed
samples were taken in this range for each coefficient,
yielding 625 uncertain conditions. Therefore, the classical
loop-at-a-time SM are computed, as well as the balanced
(S-T) Disk Gain and Phase Margins (DGM and DPM,
respectively). Table 3 presents these values for the nominal
scenario, whereas Table 4 shows the Worst Case (WC)
results for the uncertainty simulations. It is verified that
the minimum values of 6 dB and 45◦ are guaranteed for
the nominal system and uncertainty scenarios.

Table 3. Disk (S-T) and classical loop-at-a-
time GM and PM, for the nominal scenario.

Disk Margins Classical Margins
Broken Loop DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant Input ± 11.19 ± 59.16 ∞ 59.65
PO (nz @ CoG) ± 12.84 ± 64.31 14.54 127.02
PO (q) ± 10.94 ± 58.32 -15.40 58.36
Virtual PO (C*) ± 10.38 ± 56.32 18.63 59.02

Table 4. WC disk (S-T) and classical loop-at-
a-time GM and PM, subject to uncertainty.

Disk Margins Classical Margins
Broken Loop DGM (dB) DPM (◦) GM (dB) PM (◦)
Plant Input ± 9.00 ± 50.92 ∞ 55.69
PO (nz @ CoG) ± 9.60 ± 53.36 10.77 119.59
PO (q) ± 8.31 ± 47.99 -28.47 51.27
Virtual PO (C*) ± 7.14 ± 42.55 14.59 45.98

4.2 Handling Qualities

Handling qualities represent the dynamic characteristics
of an aircraft as perceived by the pilot, which intimately
influences the safety, performance, and pilot workload.
Thus, analyzing HQ criteria is crucial to ensure the aircraft
responds predictably and effectively. Three main criteria
are used, namely the attitude bandwidth (BW), the flight
path BW, and the pitch rate overshoot & pitch attitude
dropback, as proposed by Mitchell et al. (1994). The
results are shown in Figures 12, 13, and 14, respectively.
The BW is calculated as the highest frequency at which



the PM is at least 45◦ and the GM is at least 6 dB.
Considering w180 as the frequency at which the phase
crosses -180◦, the phase delay parameter τp is computed
by dividing the difference in phase from ω180 to 2ω180

with the frequency 2ω180, with appropriate scaling with
units. Lastly, the subscript in qss signifies steady state.
Besides the nominal values, the ones retrieved from the
625 uncertain conditions are also shown. As desired, the
nominal case is within Level 1 and the uncertain points
are also mostly within this level, except for some outliers.
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Fig. 12. Pitch attitude BW HQ criteria.
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4.3 Nonlinear Time Domain Simulations
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Fig. 15. Reference tracking C∗
PS response in the NL model.

The linear controller is implemented in the nonlinear 6
DoF model. Due to lack of space, only the reference track-
ing signal (see Figure 15) is shown. It is verified that the
system behaves similarly to the linear case and identically
to the reference model imposed by the constraint M(s).

5. CONCLUSION

This study presented a longitudinal control law design
for the Flying-V aircraft. The controller synthesized re-
spected all of the requirements and constraints imposed.
It demonstrated satisfactory stability margins, compliance
with Level 1 Handling Qualities, and solid performance
in the nonlinear model. Future work should address the
discretization effects of the flight computer, expansion to
lateral-directional design, and gain-scheduling to cover a
larger flight envelope.
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