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will be involved in constructing appropriate mod­
els of the optical piek-up mechanism in CD-playcrs,
taking into account the high performance demands
that are made on the control of this system, and the
fact that the pieces of equipment are being mass­
produced. Ris contribution in this issue is on alocal
structural identifiability test, being the result of his
M.Sc.-project.
Gert van Schothorst is another new Ph.D.-student,
whose participation in this issue refiects his M.Sc.­
project, i.e. the modelling and control of an hy­
draulic rotary vane actuator. We expect to hear
more from him in the future about his new project
concerning motion control systems, which is per­
formed in cooperation with the Aerospace Engi­
neering Department.
Henk Huisman recently finished his Ph.D.-project
with a thesis on design and control of e!ectrical
power converters. His present contribution is on
control of a series-resonant converter.
There are a couple of former M.Sc.-students that
contribute to this volume. Ilya Kraan, Taco Boer­
stra and Care! Ceton present the results of their
projects in papers co-authored by their respective
supervisors.
Finally we would like to mention our "external"
colleagues and some products of our fruitful coop­
eration. Samir Bermani and Bob Mulder of the De­
partment of Aerospace Engineering at Delft Uni­
versity; Maarten Steinbuch and Pepijn Worte!boer
of the Philips Research Laboratories in Eindhoven;
Peter Heuberger of the National Institue of Pub­
lic Health and Environmental Proteetion (RIVM),
and József Bokor of the Hungarian Academy of Sci­
ences.
If you would like to react to any of the papers in
this volume, please do not hesitate to contact us.

Editorial

'Ne are happy to present the sixth volume in our se­
ries Selecied Topics in ldentification, Modelling and
Control, reporting on ongoing research in our Me­
chanical Engineering Systems and Control Group at
Delft University of Technology. The current issue
is thc most voluminous one until now, containing
sevent een papers. Some of them are reprints of pa­
pers that have appearcd at thc 1993 IEEE Conf.
Decision and Control in San Antonio, Texas, or at
the 2nd European Con trol Conference in Groningen
last summer. Most of the material is only recently
developed and is submitted or under review else­
wherc.
Besidcs the people that regularly contribute to this
magazine, we would like to ment ion a couple of new­
corners.
First of all we would like to welcome Carsten
Schercr who recently has entercd the group as a
new staff member. Carsten obtained the Ph.D.­
degrce in 1991 from the University of Würzburg,
Germany, with a thesis on Riccati inequalities in
"Hoo and robust control theory. We are happy that
we have been able to attract Carsten to come to
Delft. With this new staff position we intend to
intensify our activities in the area of robust control
thcory and its applications. Carsten's contribution
in the current issue is dealing with multiobjective
"Hd"Hoo control.
Raymond de Callafon is a Ph.D.-student in a re­
search project that is sponsored by the Dutch Sys­
tems and Control Theory Network. His topic is the
interplay between system identification and robust
control design, employing mode! representations in
terms of (normalized) coprime factorizations. The
paper with Paul Van den Hof and Maarten Stein­
buch that is incorporated in this issue, is a refiection
of his NI .Sc.-project that he finished at the end of
1992.
Hans Dötsch is a new Ph.D.-student in a research
project that is performed in cooperation with the

.Philips Research Laboratories in Eindhoven. Hans
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Identification of normalized coprime plant factors for
iterative model and controller enhancernent l

Paul Van den Hof, Ruud Schramaî, Okko Bosgra and Raymond de Callafon'

Mechanical Engineering Systems and Control Group
Delft University of Technology, Mekelweg 2, 2628 CD Delft, The Netherlands.

Abstract. Recently introduced methods of iterative identification and control design
are directed towards the design of high performing and robust control systems. These
methods show the necessity of identifying approximate models from closed loop plant
experiments. In this paper a method is proposed to approximately identify normalized
coprime plant factors from closed loop data. The fact that normalized plant factors
are estimated gives specific advantages both from an identification and from a robust
control design point of view. It will be shown that the proposed method leads to identified
models that are specifically accurate around the bandwidth of the closed loop system.
The identification procedure fits very naturally into the iterative identification/control
design scheme as presented in Schrama (1992).

1 Introduetion

Recently it has been motivated that the problem
of designing a high performance control system for
a plant with unknown dynamics through separate
stages of (approximate) identification and model
based control design requires iterative schemes to
solve the problem, Lee et al. (1992) , Schrama
(1992a, 1992b) , Zang et al. (1991). In these iter­
ative schemes each identification is based on new
data collected while the plant is controlled by the
latest compensator. Each new nomina1 model is
used to design an improved compensator, which re­
places the old compensator, in order to improve the
performance of the controlled plant.
A few iterative schemes proposed in literature have
been based on the prediction error identification
method, together with LQG control design, Zang
et al. (1991), Hakvoort et al. (1992). In Schrama
(1992a), Schrama and Van den Hof (1992) and Lee

IThis paper is presented at the 32nd IEEE Conf.Decision
and Control, San Antonio, TX, December 15-17, 1993.
Copyright of this paper remains with IEEE.

iNow with the Roya! Dutch/Shell Company.
dThe work of Raymond de Callafon is sponsored by the

Dutch "Systems and Control Theory Network".

et al. (1992) iterative schemes have been worked
out, employing a Youla parametrization of the
plant, and thus dealing with coprime factorizations
in both identification and control design stage; as
control design methods a robustness optimization
procedure of McFarlane and Glover (1988) , Bongers
and Bosgra (1990) is applied in Schrama (1992) ,
Schrama and Van den Hof (1992), while in Lee et al.
(1992) the IMC-design method is employed. For a
genera1 background and a more extensive overview
and comparison of different iterative schemes the
reader is referred to Gevers (1993) and Bitmead
(1993).

One of the central aspects in a1most all iterative
schemes is the fact that the identification of a
control-relevant plant model has to be performed
under closed loop experimenta1 conditions. Stan­
dard identification methods have not been able to
provide satisfactory models for plants operating in
closed loop, except for the case that input/output
dynamics and noise characterictics can be modelled
exactly.

Recently introduced approaches to the closed loop
identification problem, Hansen (1989), Schrama
(1991), Lee et al. (1992), Schrama (1992a), Van den



Hof and Schrama (1993), show the possibility of
also identifying approximate models, where the ap­
proximation criterion (if the number of data tends
to infinity) becomes explicit, i.e. it becomes in­
dependent of the - unknown - noise disturbance on
the data. This has opened the possibility to identify
approximate models from closed loop data, where
the approximation criterion explicitly can be "con­
trolled" by the user, despite a lack of knowledge
about the noise characteristics. In the correspond­
ing iterative schemes of identification and control
design this approximation criterion then is tuned
to generate a control-relevant plant model. The
identification methods considered in the iterative
procedures presented in Schrama (1992a), Schrama
and Van den Hof (1992), Lee et al. (1992) employ
a plant representation in terms of a coprime factor­
ization P = N D- I

, while in Schrama (1992) and
Schrama and Van den Hof (1992) the two plant fac­
tors N, D are separately identified from closed-loop
data.
Coprime factor plant descriptions play an impor­
tant role in control theory. The parametriza­
tion of the set of all controllers that stabilize a
given plant greatly facilitates the design of con­
trollers, Vidyasagar (1985). The special class of
normalizeil coprime factorizations has its applica­
tions in design methods (McFarlane and Glover,
1988; Bongers and Bosgra, 1990) and robustness
margins (Vidyasagar, 1984; Georgiou and Smith,
1990; Schrama and Bongers, 1991). If we have only
plant input-output data at our disposal, then a rel­
evant question becomes how to model the normal­
ized coprime plant factors as good as possible. In

y

Fig. 1: Feedback configuration

this paper we will focus on the problem of identi­
fying normalized coprime plant factors on the basis
of closed loop experimental data.
As an experimental situation we will consider the
feedback configuration as depicted in Fig . 1, where
Po is an LTI-(linear time-invariant), possibly un­
stabIe plant, Ho a stable LTI disturbance filter, eo

a sequence of identically distributed independent
random variables and C an LTI-(possibly unstable)
controller. The external signals TI,TZ can either be
considered as external reference (setpoint) signals,
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or as (unmeasurable) disturbances. In general we
will assume to have available only measurements of
the input and output signals u and y, and knowl­
edge of the controller C that has been implemented.
We will also regularly refer to the artificial signal
T(t) := TI(t) +CT2(t).
First we will discuss some preliminaries about nor­
malized coprime factorizations and their relevanee
in control design. In section 3 a generalized frame­
work is presented for closed loop identification of
coprime factorizations. Next we present a multi­
step algorithm for identification of normalized fac­
tors. In section 5 we briefiy show the experimental
results that were obtained when applying the algo­
rithm to the radial servo-mechanism in a Compact
Disc player.
n11.oo will denote the set of real rational transfer
functions in 11.00 , analytic on and outside the unit
circle; IR[Z-l] is the ring of (finite degree) polyno­
mials in the indeterminate z -l and q is the forward
shift operator: qu(t) = u(t + 1).

2 N ormalized coprime factoriza­
tions

Con sider aLTI system P, then P has a right co­
prime jaetorization (r.c.f.) (N,D) over n11.oo if
there exist U, V, N, D E n11.oo such that

P(z) = N(z)D-1(z); UN +VD = J. (1)

In addition a right coprime factorization (s.; Dn )

of P is called normalieed if it satisfies

Dual definitions exist for left coprime factorizations
(l.c.f. ).
One of the properties of normalized coprime factors
is that they form a decomposition of the system P
in minimal order (stable) factors. In other words,
if the plant has McMillan degree n p , then normal­
ized coprime factors of P will also have McMillan
degree n p

1. Additionally there will always exist
polynomials a, b, j E IR[Z-l) of degree np such that
N; = j(Z-l t1b(Z-1) and D; = j(z-l t 1a(z- 1).
In robust stability analysis normalized coprime fac­
tors play an important role, refiected in the follow­
ing robustness result (McFarlane and Glover, 1988;
Bongers and Bosgra 1990).
Let ft be a plant model that is stabilized by the
controller C . Moreover let (Nn,Dn) be a normal­
ized r .Lc. of ft, and let the real plant Po be such

1In the exceptiona! case that P contains all-pass factors ,
(one of) t he normalized coprime factors will have McMillan
degree < np , see Tsai et al. (1992) .



that there exist stabie perturbations D.N, D.D such
that Po = (Nn + D.N)(Dn + D.Dt!.
Then C stabilizes the plant Po for all D.N, D.D E

toe; satisfying 11 ~: L < ï if and only if ï :S

II T (F , Cp )II~! , with

T(F , C) := [ ~ ] [1 + CFr ! [c 1].

This rcsult shows that when we would have access
to the normalized coprime factors of the plant, to­
gether with an error bound on these (estimated)
factors (in the form of error bounds on the mis­
matches D.N and D. D), then immediate results fol­
low for the robust stability of the plant.
This result may not seem to be too striking, sin ce
a similar situation can be reached by any hard­
bounded uncertainty on the system's transfer func­
tion , and application of the small gain thcorcm.
However uncertainty decriptions in normalized co­
prime factor form have been shown to have some
specific advantages, as the ability to deal with un­
stabie plants and their close conneetion with uncer­
tainty descriptions in the gap-metric, Georgiou and
Smith (1990).
The control design method of Bongers and Bosgra
(1990), McFarlane and Glover (1988) is directed to­
wards optimizing this same robustness margin as
discussed above. This control design method is ern­
ployed in the itcrative identificationjcontrol design
scheme of Schrama (1992a), Schrama and Van den
Hof (1992) .

3 Closed loop identification of co-
prime faetorizations

3.1 Closed loop identification

T he closed loop identification problem is not
st raighforwardly solvabl e in the case that one is not
sure that exact models of the plant and its distur­
bances can be ob tained in the form of a consistent
est imatc of Po an d Ho. What we would like to find
- bascd on signal measurements - is a model F of
the plant Po such that therc exists an explicit ap­
proximation criterion J(Po, F ) indicating the way
in which Po has been approximated (at least asymp­
totically in the number of data), while J(Po, F) is
independent of thc unknown noise disturbance on
the data.
Additionally one would like to be able to tune this
approximation criterion to get an approximation of
Po that is desirabie in view of the control design
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to be performed. This explicit tuning of the ap ­
proximation criterion is possible within the classical
framework only when open-loop experiments can be
performed.
Let 's consider a few a1ternatives to deal wit h
this closed -loop approximate identificat ion prob­
lem, assuming the signal r is available from
measurements'' :

• If we know the controller C, we could do the
fol1owing:
Consider a parametrized model P(B), B E e,
and identify B through:

P(B)
y(t) = 1 +P(B)Cr(t) +€(t) (3)

by least squares minimization of the prediction
error e(t).

This first alternative leads to a complicatedly
parametrized model set, and as a result it is not
attractive, although it provides us with a con­
sistent estimate of P irrespective of the noise
modelling, and with an explicit approximation
criterion.

• Identify transfer functions

H _ P 1
yr - 1 + PC and Hur = 1 + PC

as black box transfer functions HYT) HUT) then
an estimate of P can be obtained as F =
HyrH;;,,!.

This method shows a decomposition of the
problem in two parts, actually decomposing
the system into two separate (high) order
factors , sensitivity function and plant-times­
sensitivity function. In this setting it will be
hard to "control" the order of the model to be
identified, as the quotient of the two estimated
transfer functions Hyr, Hur wil1 generally not
cancel the common dynamics that are present
in both functions. As a result the model order
will become unnecessarily high.

• As a third alternative we can first identify Hur
as a black box transfer function Hur, and con­
secutively identify P from:

y(t) = P(B)ûr(t)+€(t) with ûr(t):= Hurr(t).

This method is presented in Van den Hof and
Schrama (1993). It also uses a decomposition

2Similar results follow if either TI or T2 are available from
measurements.



of the plant P in two factors as in the pre­
vious method, now requiring a very accurate
estimate of H u r in the first step. An explicit
approximation criterion can be formulated.

H, as in the last two me thods, the plant is rep­
resented as a quotient of two factors of which es­
timat es can be obtained from data, it is advan­
tageous to let these factors have the minimal or­
der , thus avoiding the problem that the resulting
plant model has an excessive order, caused by non­
cancelling terms.

3.2 A generalized framework

We will now present a generalized framework for
identification of coprime plant factors from closed
loop data. It will be shown to have close connec­
tions to the Youla-parametrization, as employed in
the identification schemes as proposed in Hansen
(1989), Schrama (1991, 1992a) , Lee et al. (1992).
Let us consider the notatiorr'

Then we can write the system's equations as"

Proposition 3 .1 Consider a data generating sys­
tem according to (6),(7), such that C stabilizes Po,
and let F( z) be a rationol transfer funetion defining

with F(z) a fixed stable rational transfer funct ion,
we can rewrite the system's relations as

y(t) Po(q)So(q)F(qt IX(t) + Wo(q)Ho(q)eo(t )

(10)

u(t) So(q)F(qt IX(t) - C(q)Wo(q)Ho(q)eo(t ),

(11)

However this is only one of the many factorizations
that can be identified from closed loop data in this
way. By introducing an auxiliary signal

x(t) := F(q)r(t) = F(q)(u(t) + C( q)y(t)) (9)

and thus we have obtained another factorizat ion of
Po in terms of the factors (POSOF- I, SoF- I). Since
we can reconstruct the signal x from measurement
data, these factors can also be identified from data,
as in the situation considered above, provided of
course that the factors themselves are stabIe. We
will now characterize the freedom that is pr esent in
choosing this filter F.

(4)
(5)

(1 + C(z)pO(z))- 1 and

(I + Po(z)C(z))-I .
So(z)

Wo(z)

y(t) Po(q)So(q)r(t) + Wo(q)Ho(q)eo(t) (6)
u(t) So(q)r(t) - C(q)Wo(q)Ho(q)eo(t). (7)

Note also that

r(t) = rl(t) + C(q)rz(t) = u(t) +C(q )y(t). (8)

Using knowledge of C(q), together with measure­
ments of u and y, we can simply "reconstruct" the
reference signal r in (8) So in stead of a measurable
signal r , we can equally weil deal with the situation
that y, u are measurable and C is known.
It can easily be verified from (6),(7) that the sig­
nal {u(t) + C(q)y(t)} is uncorrelated with {eo(t)}
provided that r is uncorrelated with eo. This shows
with equations (6),(7) that the identification prob­
lem of identifying the transfer function from signal
r to (y, uf is an "open loop"-type of identifica­
tion problem, since r is uncorrelated with the noise
terms dependent on eo. The corresponding factor­
izati on of Po that can be est imated in this way is
th e factorization (Po So, So), i.e. Po = (PoSo) . SOl ,
as also employed in e.g. Zhu and Stoorvogel (1992).

3T he main part of th e paper is directed towards multi­
variabie systems, and so we distinguish between output and
input sensitivity.

1Note that we have employed th e relations WoPo = PoSo
and SoC = CWo.

x(t) = F(q)(u(t) +C(q)y(t)) . (12)

Let the controller C have a left coprime faetor iza­
tion (De, Ne). Then the following two expressions
are equivalent

a. the mappingscol(rz,rl) ~ x andx ~ col(y ,u)
are stablei

b. F(z) = W De with W any stabie and stably
invertible rationol transfer funetion. D

The proof of this Proposition is added in t he ap­
pendix.
Note that stability of the mappings mentioned un­
der (a) is required in order to guarantee that we ob­
tain a bounded signal x as an input in our ident ifica­
tion procedure, and that the factors to be estimated
are stable, so we are able to apply the stand ard
(open-loop) prediction error methods and analysis
thereof.
Note that all factorizations of Po that ar e induced
by these different choices of F refiect factorizations
of which the stable factors can be identified from
input/output data, cf. equations (10),(11) .
The construction of the signal x is schematically de­
picted in Figure 2. Note that we have employed (8)
which clearly shows that x is uncorrelated with eo

4



Fig. 2: Construction of auxiliary signal :z: from
closed loop data.

Proposition 3.4 Schrama (1992). Let G be a con­
troller with r.c.]. (Ne, De), and let Px with r.c.].
(Nx, Dx) be any system that is stabilized by G. Then

in W, as shown in Proposition 3.1, is not restricted
by the specific choice of W in Proposition 3.3.
The representation of Po in terms of the co­
prime factorization above, shows great resemblance
with the dual Youla-parametrization, i.e. the
parametrization of all plants that are stabilized by
a given controller. This conneetion is shown next.

Po(1 +GPotl(1 + GPx)Dx

(15)

(I + GPotl(I + GPx)Dx.

(16)

(a) A system Po is stabilized by G if and only if
there exists a stabie R satisfying

~
+-,

'---------------'

F

provided the external signals are also uncorrelated
with eo.
For any choice of F satisfying the conditions of
Proposition 3.1 the induced factorization of Po is
right coprime, as shown next.

Proposition 3.2 Gonsider the situation of Propo­
sition 3.1. For any choice of F = W De with W sta­
bie and stably invertible, the induced faetorization
of Po, given by (POSOF- l, SoF-I) is right coprime.

Proof: Let (X, Y) be right Bezout factors of
(N, D), and denote [Xl Yi] W(DeD +
NeN)[X Y]. Then by employing (A.l) it can sim­
ply be verified that Xl, Yi are stabie and are right
Bezout factors of (PoSoF-l, SoF-I) . 0

We will employ the freedom in the filter F, in order
to tune the specific coprime factors that can be es­
timated from closed loop data. Similar to the Youla
parametrization, we will use an auxiliary model Px

that is required to be stabilized by G.

Proposition 3 .3 Gonsider the situation of Propo­
sitions 3.1,3.2. Let Px be an auxiliary model with
r .c.]. (Nx, Dx) that is stabilized by G, which has
t.e.]. (De, Ne). Then a valid choice of W_ (satis­
fying (b) in Proposition 3.1) is given by (DeDx +
NeNx) -I, and the induced right coprime faetoriza­
tion of Po is given by

(b) The stabie matrix R in (a) is uniquely deter­
mined by

The proposition shows that the dual Youla­
parametrization induces a set of coprime factoriza­
tions (15),(16) that have exactly the same structure
as the coprime factorizations that can be identified
from closed loop data, with an appropriate choice
of the data filter F.
In the next section we will show how we can exploit
the freedom in choosing F, Nx and D x in order to
arrive at an estimate of normalized coprime factors
of the plant .

4 An algorithm for identification of
normalized coprime factors

Note that for any given controller G, and any stabie
and stably invertible W, there always exists an aux­
iliary model Px that satisfies (b,o, + NeNxt l =
W. This implies that the freedom that is present

Proof: With Lemma A.l it follows that DeDx +
NeNx is stabie and stably invertible, and thus it
is an appropriate choice for W-I. The resulting
No and Do follow by simple substitution of F
W De = ib.o, + NeNx)-1De = (D", + cs.r', 0

No

Do

Po(I + GPotl(1 + GPx)Dx

(I + GPotl(1 + GPx)Dx.

(13)

(14)

The idea of arriving at normalized coprime factor­
izations of Po is based on the following observation.
Consider the coprime factors (13),(14) that are ac­
cessible from closed loop data as discussed before.
Suppose we can find an auxiliary model Px that is
an accurate (possibly high order) approximation of
the plant Po, and we construct a normalized r.c .f.
(Nn , Dn ) of Px • Using these normalized r.c.f.'s as
N, and D x in (13),(14), it follows with (15),(16)
that No = N n + DeR and Do = D n - N eR. Em­
ploying Px ~ Po which leads to R ~ 0 then shows
that (No, Do) (approximately) equals a normalized
r.c.f. of Po. This line of thought is formalized in
the following algorithm

-
5



1. Let there be available a nominal model P nom

of the plant Po, such that Pnom is stabilized by
C. Set Px = Pnom and cons truct a r.c.I, Px =
n,o;' , Construct the data filter F according
to Proposition 3.3:

while (17) shows that when Pn approaches Po,
t hen R will approach 0 and the above equa­
tions show t hat the cop rime factors No, Do
that can be est imated from closed loop data
are "almost normalized" .

and use this data filter to construct an auxil­
iary signal x = F(u + Cy). The corresponding
closed loop system equations become

5. Now again identify coprime plant fact ors as in
Step 2, using measurement signals (y ,u, x) and
an output error model strueture (21) where
N( B) and D(B) are parametrized as

2. Use the signals (y, u, x) in a (least squares)
identification algorithm with a output error
model strueture (Ljung, 1987):

y(t) Nox(t) + WoHoeo(t) (19)

u(t) Dox(t) - CWoHoeo(t) (20)

with No, Do given by (13),(14).

4. Construct a new data filter F according to
(18) and generate a new auxiliary signal x =
F(u +Cy). The corresponding system's equa­
tions are again given by (19),(20).

Employing the results of Proposition 3.4 it fol­
lows that

(24)

(25)

(26)

f(q-I ,B)-lb(q-l ,B)
f(q -l ,B)-la(q-l,B)

N(B)

D(B)

. 1 ~ l'
BN = argmin N L.. êJ(t ,B)êJ(t ,B),

o !=l

with
êJ(t,B) = Le:(t,B), and L E R1it y+nu ) x (n y+nu) ,

decomposed as L = diag(Ly, Lu).

with a, band f (matrix) polynomials of
specified degree, having coefficients that are
collected in the parameter vector B. T his
parametrization, where N and D have a com­
mon denominator , guarantees that the McMil­
lan degree of the ultimately identified model is
equal to the McMillan degree of the estimated
coprime factors.

The parameter estimate is obtained by

6. The result of the algorithm is composed of esti­
mated (almost normalized) right coprime plant
factors (N( iJN),D(iJN)) and a resulting plant
model p(êN ) = N(ê N )D(êN ti.

As shown in the previous section , t he plant coprime
factorizations that ar e accessible from closed exper­
imental data are det ermined by the specific choice
of filter F and signal x t hat are chosen . The co­
prime factorizations that can be obtained in t:üs
way can be made exactly normalized only in the
situation that we hav e exact kno wledge of the plant
Po. In the algorithm presented ab ove, we have re­
placed this exact knowledge of Po by a (very) high
order accurate estimate of Po. This kno wledg e is
used to shape the specific set of coprime fact ors
that is acces sible from data.
The nominal model P nom that the algorithm is
started by, can be obtained from previous exp er­
iments on the plant, or from the previous it era ­
tion step in an iterative identification/control de­
sign procedure. Note that the order of the "high
order" estimate of Po in step 2 may be strongly de­
pendent on the nominal model P nom that is used as

(22)

(23)

(21)

No
Do

(
y(t ) ) [N(B)]ê(t,B) = u(t) - D(B) x(t)

considering (y ,u) as output signals and x as
input signal.

Use this parametrization to identify the co­
prime factors No, Do as accurately as possi­
bie through high-order modelling, e.g. by ern­
ploying orthogonal basis functions in a linear
regression scheme. In this respect the new
method of construeting orthogonal basis func­
tions that contain system dynamics shows very
promissing results , see Heuberger et al. (1992),
as also applied for identification purposes in De
Callafon et al. (1993).

This step is comparable to the first step in the
so-called two-stage identifcation procedure in
Van den Hof and Schrama (1993). The identi­
fied coprime factors ar e denoted as N, ÎJ.

3. Denote Pn := NÎJ- I and construct a nor ­
mali zed right coprime factorization (Nn , D n )

such that Pn = NnD;;l. A procedure for con­
structing this normalized r.c.f. can be found
in Vid yasagar (1988) , Bongers and Heuberger
(1990) . Set P; = Pn , D; = D n , N; = N«.

6



an auxiliary model in the first step. The more ac­
curate this auxiliary model, the more common dy­
namics is cancelled in the coprime factors (13),(14),
and consequently the easier No, Do can be accu­
rately described by a model of limited order. This
motivates an iterative repetition of steps 1-3 in the
algorithm presented above, in which the high order
normalized r .c.f. 's in step 3 are used as auxiliary
factors again in step 1 of the procedure, thus gen­
erating a new signal x to be used again for identi­
fication. Such an iterative procedure has also been
applied in the application example discussed in the
next section.
In order to explicitly write down the asymptotic
identification criterion that has been minimized in
the last step, no te that we can write

() [
LlJ(No - N(B))] (t)

ë t ,O = Lu(Do-D(B)) x +

+ [ ' -~~~o] eo(t) (27)

with No, Do given by (22),(23). As aresult the
asymptotic parameter estimate B* = plimN_oo ON
is characterized by

0* = argmjni:[INo(é"J
) - N( eiW,BW ILlJ( eiWW

+ IDo(eiW) - D(eiw,OW ILu(eiwW J<I>x(w)dw

(28)

with x(t) = D;;l(I + cPn t 1 [u(t ) + C(q)y(t)J and
No,Do given by (22),(23).
If the first identification step (Step 1) of identify­
ing (N, D) is accurately enough (Pn --t Po), then
Nn , D n tend to be normalized right coprime fac­
torizations of the plant. Since Px = Pn , apply­
ing (17) shows that R --t 0, and the R-dependent
terms in (22),(23) will vanish. The resulting
frequency-domain expression shows that we obtain
a (frequency-weighted) LS-approximation of nor­
malized rcf's of the plant. The type of frequency­
weighting can be influenced by designing the spec­
trum of the reference signal Tand by appropriate
prefilter L.
Note that in this identification method there is no
additional problem if the plant andjor controller
are unstable.

5 Application to a mechanical ser-
vo system

We will illustrate the proposed identification algo­
rithm by applying it to data obtained from experi­
ments on the radial servo mechanism in a CD (com­
pact disc) player. For a more extensive description

7

of this servo mechanism we refer to Steinbuch et al.
(1992) and De Callafon et al. (1993) . The radial
servo mechanism concerns an unstable system, due
to a double integrator. In the present configura­
tion the radial control loop has been realized by a
controller which consists of a lead-lag element and
proportional and integrating action.

This experimental set up is used to gather time se­
quences of u(t) and y(t) in the radial controlloop,
exciting the signal Tl(t). The signals were sampled
at 25kHz and the reference signal Tl(t) was chosen
to be a bandlimited white noise signal in the fre­
quency domain of interest (100Hz-10kHz).

Results of applying the algorithm presented in sec­
tion 4 are shown in a couple of figures. Figure 3
shows the result of the estimated coprime factors N,
ÎJ at step 2 of the algorithm. This is the high-order
estimate, being the result of a number of iterations
over steps 1-3 as mentioned before. Order of the
models is 24. The results are compared with non­
parametrie speetral estimates of the corresponding
plant factors.

Figure 4 shows the final result, estimated lew-order
coprime factors, with model order 10. In Figure
5 it is checked whether the finally obtained esti­
mates N(ON),D(ON) indeed are normalized. To
this end we have plotted the frequency response
of NT(z -I, ON)N(z, ON)+ DT(z-l, ON )D(z, êN) and
the same response of the high order (unnormalized)
estimates.

Note that the control-relevant frequency region, i.e ,
the area of the cross-over frequency, is very well
represented in both normalized coprime factors. I.e .
the dynamics that is related to this frequency region
is relatively easy to be identified from these factors.

Conclusions

In this paper it is shown that it is possible to
identify (almost) normalized coprime plant factors
based on closed loop experiments. A general frame­
work is given for closed loop identification of co­
prime factorizations, and it is shown that the free­
dom that is present in generating appropriate sig­
nals for identification can be exploited to obtain (al­
most) normalized coprime plant factors from closed
loop data. The resulting multi-step algorithm is il­
lustrated with results that are obtained from closed
loop experiments on an open loop unstable mechan­
ical servo system.
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Fig. 5:

b: Estimated plant
model Ivb- l
(solid line) and
speetral estimate
(dashed line).

co-

Bode magnitude plots of high order model
(step 2).
a: Identified

prime plant fac­
tors
Iv , b of 24th or­
der model (solid
line) , and spec­
tral estimates of
the same factors
(dashed line) .

Fig . 3:

Proof of Proposition 3.l.

(a) =? (b) . By writing [G~~o] = [ ~o] (I +
CGotl and substituting a right coprime factoriza­
tion (N,D) for Go, and a left coprime factoriza­
tion (D e, Ne) for C we get, after some manipulation,
that

[ G~~o ] = [ ~ ] (DeD + NeNt
l
De (A.I)

d b'li f [ GOSOF-
1

] • • I t it h tan sta 1 ty 0 SoF- 1 IS equrva en Wl s a-

bility of [ ~ ] (D eD +NeNtl DeF-1. Premult ipli­

cation of the latter expression with the stable trans­
fer function (D eD + NeN) [X Y] with (X, Y)

Appendix

Lemma A.I Vidyasagar (1985). Consider ratio­
nal transfer funetions Go(z) with right coprime f ac­
torization (N, D) and C(z) with left coprime fac-

torization (De, Ne). Then T(Go, C) = [ ': ] (1 +
CGot l [C 1] is stabie if and only if DeD +NeN
is stable and stably invert ible. 0

b: Estimated plant
model
N(êN )D(êN ) -1

(solid line) and
speetral estimate
(dashed line).

10'

\ \
10 '

10°

10- 1

10-2

10J 10' 10' 10J 10'

Bode magnit ude plots of finallO-th order
model.
a: Identified co-

prime plant fac-
tors N(êN ) ,

D(ê N ) (solid
line), and spec ­
tral estimates of
the same factors
(dashed line).

Fig. 4:

10°

10 '
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right Bezout factors of (N, D) shows that DeF-1

is implied to be stabie. As aresult, DeF- 1 = W
with W any stabie transfer function.
Now stability of F and FC implies stability
of W- 1 [De Ne], which after postmultiplication

with the left Bezout factors of (D e, Ne) implies that
W- 1 is stable. This proves that F = W- 1 De with
W a stabie and stably invertible transfer function.
(b) :::} (a). Stability of F and FC is straightforward.
Stability of SoF- 1 and GOSOF-1 follows from (A.l),
using the fact that (D eD+NeNt 1 is stabie (lemma
A.l). 0
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Abstract. This paper discusses the control relevant parametrie identification of aservo
system present in a Compact Disc player. In this application an approximate closed
loop identification problem is solved in order to come up with a linear multivariable
discretè time model, suitable for control design. This identification problem is handled
by a recently introduced two stage method. It yields an expli cit and tunable expression
for the bias distribution of the model being estimated, clearly showing the dynamics of
the closed loop system in the (asymptotic) approximation criterion. This result will be
exploited to identify the model in a control relevant way by additional da ta filtering. The
recently introduced method in de Vries and Van den Hof (1993) for model uncertainty
quantification is used to construct an upper bound for the corresponding model error.

Keywords. compact disc player; closed loop identification; two stage method; control
relevant identification; model uncertainty.

1 Introduction

Compact Disc players use an optical decoding de­
vice to reproduce high quality audio from a dig­
itally coded signal, recorded as a spiral track on
a refiective disc, see also Bouwhuis et al. (1985) .
An increasing amount of equivalent optical devices
will he used in portable applications, having severe
shock disturbances. The track following proper­
ties of a CD player, operating in these conditions,
could be improved by designing an enhanced mul­
tivariable controller. The intention of this paper is
to estimate a (nominal) multivariable FDLTI (Fi­
nite Dimensional Linear Time Invariant) dynarni­
cal model, obtained from closed loop experiments,
which can be used for control design. Addition­
ally, the procedure presented in de Vries and Van
den Hof (1993) is used for a quantification of the re­
sulting model error by estimating a non -parametrie

IThis paper is presented at the 32nd IEEE Conference
on Decision and Control , San Antonio, TX, USA, December
15-17, 1993. Copyright of this paper remains with IEEE.

§The work of Raymond de CalIafon is sponsored by the
Dutch "Systerns and Control Theory Network" .

11

additive model uncertainty.

There is a growing interest in merging the prob­
lems of control design and identification. On the
one hand this is caused by the fact that from a ro­
bust control design point of view we require expres­
sions for model uncertainty that have to be used
in robust control design procedures. On the other
hand the (nominal) models used to design control
systems very often will have to be gathered by ex­
perimental methods.

Practically it is impossible to exactly character­
ize all phenomena that describe the dynamical be­
haviour of a physical system and the corresponding
models will necessarily be approxirnative. Further­
more, control design methods can get unmanage­
able if they are applied to models of high complex­
ity. Since the validity of any approximate model
hinges on its intended use, the identification pro­
cedure being applicd will be subjected to several
requirements, in order to provide estimated models
that are suitable for control design . These consider­
ations have resulted in the statement that the best
model for control design cannot be derived from



open loop experiments alone, Bitmead et al. (1990),
Schrama (1990).

A cont rol relevant identification requires that the
relevant dynamical behaviour of the system is esti­
mated while it operates in a closed loop configura­
t ion with the controller to be designed. Since the
cont roller obtained from the control design is (yet)
unknown , th is will generally lead to an iterative
scheme of identification and control design, using
th e cont roller of step i - 1 to estimate a model for
step i . This has led to study several different types
of it erative schemes of identification and control de­
sign , see Hakvoort et al. (1992), Lee et al. (1992),
Liu and Skelton (1990), Schrama (1992), Schrama
and Van den Hof (1992) , Zang et al. (1991).

In this paper we concentrate on one identifica­
tion step in such an iterative procedure. Within the
fram ework of prediction error identification (Ljung
(1987)) we wil! identify a multivariable control rel­
evant approximate model , employing a number of
recently introduced methods. An indirect (two­
stage) method (Van den Hof and Schrama (1993))
will be employed to perform the approximate closed
loop identification. The basi c advantage of th is ap­
proach is that an overall approximate identification
resul ts , in which the asymptotic bias distribution
of t he identified model becomes an explicit and
tunable expression that is ind ependent of the (un­
known) noise disturbance on th e data. Additional
data filtering is applied to tune the approximation
criterion to become a control relevant criterion.

The outline of this paper is as follows. First a
concise description of the Compact Disc piek-up
mechanism and the experimental set up is given in
section 2. Next some preliminary notation is dis­
cussed . In section 4 we pay attention to the specific
two-stage identification pro cedure, while in section
5 we discuss th e use of orthonorrnal basis functions
that are employed in th e first stage of the proce­
dure. Next, th e control relevan ee of the identifica­
tion approach is given attention and in section 6 we
will present the experimental results.

DC-motor
photo diodes

Fig. 1: Schematic view of CD mechanism

mounted in the bottorn of the OPU, yieldin g the
signals required for position error information of
the laser spot on th e Compact Disc, see also Draijer
et al. (1992).

Following the track on the Compact Disc involves
basically two control loops. First a radial con­
trol loop using a permanent magnet./ coil system
mounted on the radial arm, in order to position
the laser spot in the direction orthogonal to the
track. Secondly a focus control loop using an ob­
jective lens suspended by two parallel leaf spr ings
and a permanent magnet / coil system, with th e coil
mounted in the top of the OPU to focus th e laser
spot on the disco In the present configuration, bot h
the radial and focus control loops have been real­
ized by a SISO (Single Input Single Output) con­
troller, which consists of a lead -lag elem ent and
a proportional and integrating action. Th e closed
loop bandwidth is approximately 500 Hz, which is a
compromise between several confiicting factors , sec
Drai jer et al. (1992) and Steinbuch et al. (1992).

In figure 2 a block diagram of the two control
loops is shown. In here Pa(q) denotes the trans­
fer function of radial and focus actuator, Copu th e
OPU, C(q) the controller and Po(q) = -CopuPa(q).
The variabie q is the forward shift operator, yield­
ing x(t + 1) = qx(t).

L------1: C(q) ~I+- --.J

Fig. 2: Block diagram of th e Compact Disc mech­
amsm

The signals have th e following interpretation.
The spot position error ó(t), which is the difference
between the track position e(t) and actuator posi-

2 Compact Disc Mechanism

Th e CD mechanism consists of a turn table DC­
motor for th e rotation of th e Compact Disc and
a radi al arm in order to follow the track of the
disco Fur thermore, an OP U (Optical Piek-up Unit)
is moun ted on t he end of the balanced radial arm
to read the digitally coded signal, recorded on the
disco Schematically th e CD mechanism is given in
figure 1.

A diod e generates a laser beam that passes
through a series of opticallenses in the OPU to give
a spot on th e disc surface. The light refiected from
th e disc is measured on an array of photo diodes,
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tion x(t) in radial and focus direction, generates a
(disturbed) error signal y(t) via Copu. This error
signal y(t) is led into the controller C(q). and feeds
the system Pa(q) with the input u(t). The signal
v(t) reflects the disturbance on the error signal y(t) .

The absolute track position e(t) and actuator po­
sition x(t) cannot be measured directly and used for
identification. Only the error signal y(t) and the in­
put u(t) are available. Therefore an additional and
known reference signal r(t), uncorrelated with the
additive noise v(t) will be injected into the control
loops, as illustrated in figure 2.

3 Preliminaries

Given figure 2, the system Po(q) will be described
by the following FDLTI data generating system S
throughout this paper.

4 Two Stage Method

The major problem arising from an approximate
identification using closed loop experiments, is the
correlation of the additive noise with the input of
the system, see also figure 2. Most important in
i~enti~cation for control design is to estimate Po(q)
given In (1). Furthermore, an explicit expression
of the approximation of Po(q) is needed, to tune
the bias distribution of the model P( q, PN) being
estimated in a feedback relevant way. The method
to handle the closed loop situation in this paper, is
based on the two stage identification method given
in Van den Hof and Schrama (1993). The two steps
are recapitulated in the following.

The external reference signal r(t) given in (3) is
uncorrelated with the additive noise v(t) acting on
the closed loop system. By using an OE model
structure, similar as in (5)

S: y(t) .= Po(q)u(t) + Ho(q)e(t)
u(t) = r(t) + C(q)y(t)

(1 ) u(t) = S(q, a)r(t) + e(t) (7)

M : y(t) = P(q, p)u(t) +e(t), p E DM (5)

where e(t) is the one step ahead prediction error.
The parameter p will be estimated by employing a
least squares criterion, see also Ljung (1987),

where Q is a symmetrie weighting matrix, ZN re­
flects the observed data of length N and L(q) is an
additional filter on the prediction error e( t, p).

In (1) the disturbance v(t) + Copue(t) is described
by a filtered white noise signal Ho(q)e(t). Using the
input sensitivity So(q) and output sensitivity Wo(q)
of the closed loop system

(10)

y(t) = P(q, p)ûr(t) + e(t) (9)

and the least squares criterion given in (6) to es­
timate a, it is possible to identify the input sensi­
tivity So(q) in an open loop way. In th is step we
take L(q) = 1. This is the first step in the two
stage identification strategy. It is even possible to
consistently estimate So(q), provided a sufficiently
high model order has been selected.

Given the estimate S(q, ON) of the input sensi­
t~vity So(q), a noise free input signal ûr(t) can be
sirnulated from the observations of the reference sig­
nal r(t).

ûr(t) = S(q,oN)r(t) (8)

which in the second step of the procedure is em­
ployed, again using an OE model structure

A * . 1 11f I[ ( ' .PN -t P = argm)n 411" -1f Po e'W) - P(e'W,p))'

.So(éW) + p(éW,p)[So(eiw) _ S(e iw,a*))1 2

•

·<I>r(w) IL(eiwWdw, . w.p. 1 as N -t 00

and the least squares criterion given in (6) to esti­
mate the parameter PN in P(q,PN) .

AresuIt for the asymptotic bias distribution of
the estimate P(q, PN) in the SISO case is given in
the following theorem (Van den Hof and Schrama
(1993)):

Theorem 4.1 Consider the two-stage identifica­
tion discussed above, resulting in a parameter es­
timate PN. Then, under weak conditions,

(2)

So(q)r(t) +C(q)Wo(q)Ho(q)e(t) (3)
Po(q)So(q)r(t) + Wo(q)Ho(q)e(t) (4)

So(q) = [J - C(q)PO(q))-1
Wo(q) = [J - Po(q)C(q))-1

u(t) =

y(t)

we can rewrite (1) into the following equations.

P = argmin VN(p, ZN), p E DM
p

1 N-I

VN(p,ZN) = 2N Ltr{eT(t,p)Qei(t,p)} (6)
1=0

ei(t,p) = L(q)e(t,p)

Throughout this paper we will consider model
sets M that are parametrized in an OE (Output
Error) structure, Ljung (1987) . For a general in­
put/output system with input u and output y this
model structure is reflected by the equation:

13



n

é( t, a) = u(t ) - L Lk(a )Vk(q)r(t - 1) (14)
k=O

as presented in Heuberger (1990) and Heuberger
et al. (1992) . This mode! st ructure is given by:

where {Lk(a)h=l , ..,n is a sequence of expansion co­
efficients of the parametrized mode! of the sensitiv­
ity function S(q, a ) with respect to t he basis func­
tions {Vk (z )h =l, ...oo- It is bas ed on th e fact that
any stable, strictly proper FDLTI system S(z) has. .
a umque expansion

J

(15)
00

S( z) =L i,Vk(z)
k=O

In the case Vk ( z ) = z- k, this model st ructure
matches a Finite Impulse Representation (FIR),
while in that case L k represent the impulse response
coefficients of the model.

By choosing appropriate basis fun ctions Vk(z),
the convergence rate of a seri es expansion as in (15)
can become very fast, which means that a very ac­
curate model can be identified by only in cor porat­
ing a restricted number of coefficients Lk ( a).

In Heuberger (1990), Heuberger et al. (1992) it
is shown how dynamical systems themselves can in­
duce orthonorma! basis functions Vk(z), poin tin g to
an iterative scheme of identifying expansion coeffi­
cients and rebuilding basis functions. In our ap­
plication we have iteratively constructed such basis
functions that were found from the estimated model
in the previous iteration step. For more det ails the
reader is referred to the references .

and

1 j'" . T .p* = argmin- tr{L( e-1W) QL(e1W).
P 47r _".

.t!:.P(eiw ,p)So(eiw)cf> r(w). (12)

·So(e-iWf t!:.P(e-iw, pf} dw

Clearl y, (12) is an explicit and tunable expression
for the bias distribution of the asymptotic model
P(q, p.). In this expression the prediction error fil­
ter L(q), the input spectrum cf>r(w) and the weight­
ing matrix Q can been seen as design variables, see
also Hakvoort et al. (1992) and Wah!berg and Ljung
(1986). Therefore, we define the design variables 'De
to be:

'De ~({L(q),cf>r(W),Q}. (13)

Th e usage of the design variables 1Je will be scruti­
nized in section 6.

a* = argminJ..-j '" ISo( eiw) - S(eiW,aWcf>r(w)dw
Q 47r _".

(11 )
uihere L(q) denotes the filter on the prediction error
é( t), used in the second step and cf>r(w) denotes the
(auto)spectrum of the reference signal r(t).

The frequ ency representation (10) in theorem 4.1
shows the influence of a model error in the esti­
mated sensitivity function on the final result of the
identification. If in the first st ep of the procedure a
very accurate (high order) model of the sensitivity
function is identified, then the second term in the
int egrand expression in (10) will vanish. For the
multivariable case, this will result in the following
expression, where t!:.P( eiw, p) is used to denote the
difference Po(eiw) _ P( eiw, p).

5 Linear Regression using Ortho­
normal Basis Funetions

In the first step of the identification procedure we
necd an ou tput error type algori thm in ord er to
ar rive at the results as presentcd in theorem 4.1.
Morcover the identified sensit ivity S(q, ON) has to
be very accur ate, which asks for high mode! ord ers
to be app!ied. Since OE model st ru ct ures in gen­
era l require non-linear op timization a!gori thms to
solve the least squares identification prob! em given
in (6), high mode! ord ers ar e very unattractive from
a computat iona! point of view. Moreover the oe­
currence of local minima in the optimization may
heavily influence the parameter estimate that is ob­
tained .

In our procedure we will apply a linear regression
identification that also has an output error struc­
ture, and that exp!oits the recent!y obtained re­
sult s on systern-based orthonormal basis functions

6 Control Relevant Identification

6.1 Finding the right weight

The validity of any approximate model hin ges on its
intended use and therefore the iden tification proce­
dure being ap p!ied will be subjected to several re­
quirements to est imate a model suitable for control
design. Since th e "quality" of a mo del actually is
dependent on the cont roller th at is designed on the
basis of the model, this future controller actually
should be in corporated in a cont rol relevant identi­
fication criterion.

Since the controller obtained from the control de­
sign is (yet) unknown, a minimization of the model
error using the curreni feedback, provided by the
present controller, is generally used to est imate a
model for subsequent control design. In th e liter­
ature a number of many techniques can be found
to perform such an identification, see for example
Bitmead et al. (1990), Hakvoort et al. (1992), Liu
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and Skelton (1990), Schrama (1992). In th is pa­
per a 2-norm minimization will be used, see (6),
which is related to a LQG control paradigm, see
also Hakvoort et al. (1992), Zang et al. (1991).

The (input) sensitivity So(q) given in (2) is found
to be of considerable importance in posing perfor­
mance requirements of the closed loop system. The
sensitivity, based on the (nominal) model P(q, PN)
being estimated will be denoted as

S(q, PN) = [I - C(q)P(q, PN)r l (16)

Clearly, the difference between the sensitivities
So(q) and S(q,PN) refiects a feedback-relevant mis­
match, caused by the difference between the nom i­
nal model P(q,PN) and the system Po(q). Cons ider­
ing any norm or distance function 11·11 and applying
thc triangle inequality to IISo(q) - S(q,.oN)11 yields:

IISo(q)11 < IIS(q,PN)1I + II So(q) - S(q,PN)1I (17)

IISo(q)1I > IIIS(q,PN)II-IISo(q) - S(q,PN)1I1 (18)

From (17) and (18) we see that by posing the fol­
lowing requirement

6.2 Prefiltering

The weighted minimization of IlPo(q) - P(q,p)lIz
given in (21) can be accomplished during the identi­
fication, by modifying the design variables 7)e given
in (13) . The prediction error filter L(q), the sym­
metric weighting matrix Q and the spectrum ~r

can be exploited to 'shape' the model P(q, PN) be­
ing estimated in the approximate identification. To
achieve a minimization of the closed loop perfor­
mance criterion given in (21) the design variables
have to be chosen as follows.

Proposition 6.1 Given a 'consistent estimate of
the input sensitivity So(q) = [1 - C(q)PO(q)t l used
to simulate the noise [ree input ûr(t) given in (8),
then with the choice of the design »ariobles,

{

L(q,p) = [T - C(q)P(q,p)]-IC(q)
D; = ~r(W) = clI

Q = czI

where Cl, Cz are arbitrarilq chosen real constants,
the least squares criterion given in (6) will converge
to the closed loop performance criterion defined in
(21), under weak conditions as N -+ 00.

similar performances of the controller C(q) applied
to the model P(q,PN) and the system Po(q) can
bc derived, see also (Schrama (1992)). Thcrefore,
minimizing the difference IISo(q) - S(q, p)1I on the
basis of measurement data can be seen as a control
relevant identification. By rewriting the difference
between So(q) and S(q, .oN), omitting the use of the
forward shift operator q for ease of notation, we may
write

From (20) it can been seen that minimizing the
difference between So(q) and S(q,PN) is equal to a
weighted norm applied to [Po(q) - P(q, p)], where
So(q) is used as input weighting and S(q,p)C(q)
as an output weighting. By replacing the norm
operator I1 . 11 in (20) by the Hrnorm, see (Ma­
ciejowski (1989), pp. 99), the difference term in (20)
matches the following closed loop performance cri­
terion Je( .\ )

Je ( .\ ) ~f 4~1:tr{[S(e-iw, p)C(e-iW)f·

.[S(eiw, p)C(eiW)][Po(eiW) _ P(eiw, p)].

·So(eiW)So(e-iwf[Po(e-iW) - P(ciw, p)V } dw
(21)

The way this minimization will be carried out for
the identification of the Compact Disc piek-up
mechanism, is discussed in the following sect ion.

11[1- Cpor l
- [1- CP(p)tlll =

11[1 - CP(p)]-IC [Po - P(p)] [I - CPo]-11l
(20)
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A proof of proposition 6.1 can be found in
Hakvoort et al. (1992), since basically an equiv­
alent closed loop performance criterion is used in
this paper. The choice of the design variables given
in ~roposition 6.1 can also be seen directly, by com­
panng a constant Cl Cz times the closed loop perfor­
mance criterion defined in (21) with the equivalent
~requ~ncy ?omain representation of the least square
identification algorithm given in (12).

Clearly, the consistent estimate of the input sen­
~itivity .used. to simulate the noise free input signal
ur(t), given in (8) can be astrong requirement. An
approximate identification of So(q) can lead to a
biased closed loop performance criterion, see theo­
rem 4.1. As stated before, linear regression models
using system based orthonormal functions are used
to model the input sensitivity and can be used to
substantially reduce this effect.

Furthermore, the following notes on proposi­
tion 6.1 should be given.

• Firstly, it should be noted that the input
weighting with the 'real' sensitivity So(q) can
only be achieved when performing closed loop
experiments. Note that this weighting factor
is already present in the asymptotic identifica­
tion criterion (12).

• Instead of L(q,p) = [I - C(q)P(q,p) ]C(q)-1
given in proposition 6.1, a fixed filter will gen­
erally be used to filter the prediction error,



7.3 Towards a low order model
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Figure 3 presents the amplitude plots of the
speetral estimate S(w) and the parametrie model
S( eiw,aN)' The input sensitivity has been esti­
mated reasonably well, which has been emphas ized
by comparing a part of the simulation of the input
ûr(t) and the actual input u(t) measured in closed
loop, given in figure 4. This data is t aken from a
data set , not used for identification. Furthermore,
it can been seen from figure 4 that the amount of
noise on the input u(t) in closed loop is relat ively
smal!.

This section discusses the second step of t he two
stage identification algorithm, where an app roxi­
mate identification will be performed, using the re­
constructed input ûr(t) and output y(t ). For the
sake of completeness it should be mentioned that
the input ûr(t) cannot be used directly. This is

7.2 Estimate of sensitivity funetion

Fig . 3: Amplitude of spe etral estimate S(w) (-)
and parametrie model S(eiw,aN) (- -)

I Delft University Multivariabl e Syst em Identifi cation

As mentioned in section 5, a linear regression
scheme based on orthonormal fun ctions has been
used. Firstly, a relatively rough (low orde r) est i­
mate is computed by a multivariable Outpu t Er­
ror minimization using th e DUMSI1-package. Sec­
ondly, an iterative scheme using th e model from
step i-I for constructing a set of or thonormal func­
tions Vk(z) used in step i will be utilized . The re­
sults of this identification procedure can be found in
figure 3 and 4. The model S( q, aN) is constructed
by estimating 4 coefficients L k ( 0:) based on an 12­
th order model inducing the basis functions. This
results in a model with state space dim ension 48.

<ÎJr(W)-l<ÎJru(W), det{<ÎJr(w)} :t 0 (22)

<ÎJru(W)-l<ÎJry(W), det{<ÎJru(w)} :t O. (23)

7 Application to the CD Player

as to avoid very complicatedly parametrized
nonlinear optimization problems. An iterative
scheme using the model P(q,PN) from step
i - I, for constructing a filter L(q,PN) used
in step i to filter th e prediction error can be
used to overcome this problem. The control
relevant model P(q, PN) and the matching fil­
ter L(q, PN) will be found when the iterative
scheme converges.

The est imates of th e spectra in (22) and (23) have
been carried out by using 100 averages over 409600
time samples. The results will be used only as a
(additional) validation tooi for the parametri e mod­
els S(q,aN) and P(q,PN) being estimated , which is
based only on 2000 time samples.

• Fin ally it should be noted that the iterative
scheme mentioned above, is performed in a
SISO configuration . In this way the filtering
of the prediction error ê(t ) can be replaced by
filtering the input and output of the system to
be identified.

7.1 Data acquisition

Measurements of th e CD mechani sm have been
obtained from an experimental set up of a Com­
pact Disc player at Philips' Research Laboratori es.
This experiment al set up is used to gather time se­
quences of r(t ), u(t ) and y(t), see figure 2, in radi al
and focus control loops simult aneously. Mat ching
software is used to control the sample frequency,
anti aliasing filter , data st orage and input genera­
tion.

Th e signals have been sampled at 25 kHz and
th e reference signal r( t) injected in the closed loop
was chosen to be a white noise signal, to fulfil the
choice of the second design variabie <f>r(w) given
in proposition 6.1. The white noise reference sig­
nal was chosen to be bandlimited in the frequency
domain of interest (100 Hz - 10 kHz). A 5t h or­
der Butterworth filter , with a cut off frequency at
9.5 kHz was used to reduce the effect s of aliasing.

The two-stage identification procedure previ­
ously discussed is applied to this experimental data.
Fur th ermore, a non param etrie est imate of the in­
put sensit ivity So(w) and the syste m Po(w) is ob­
tained by a spectral analysis (Priestly (1981)) and
given by
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Fig. 5: Amplit ude of speetral est imate P(w) (-)
and parametrie mo del P(eiw , PN) (- -)

can be found in figure 5 and 6.

Figure 5 presents the amplit ude Bode plots of the
speetral est imate P(w), see (23), an d t he model
P(eiw

, PN) being est imated. It can be seen from
this figure th at there is some parasiti c dynamics in
the radial t ransfer function Po,u (eiw ) , around 0.9,
1.7, 4 and 6 kHz. Some of these parasiti c dynami cs
only have a sm all cont ribut ion in th e open loop be­
haviour of th e system and th erefore should not have
to be est imated. On the other hand, in th e closcd
loop behaviour of th e system these parasitic dy­
namics play an significant role . This is illustrated
in figure 3, where one can recognize peaks in th e
sensitivity function. Clearly, this discussion illus­
trates the use of a control relevant identification
scheme. A part of the simulations, based on closed
loop data that has not been used for identification,
has been depicted in figure 6. It illustrates that the
model P(eiw

, PN) prediets the closed loop data very
weil.

Given the nominal model P(q,PN), th e proce­
dure presented in de Vries and Van den Hof (1993)
can be used to quantify an additive model error.
Using a partly periodic input signal ûr(t) and addi­
tional information about the decay rate of th e im­
pulse response of th e system under consideration ,
an additive model error can be estimated using an
Empirical Transfer Function Estimate, see de Vries
and Van den Hof (1993) for further details. Th e re­
sults of this pro cedure, applied to the radial transfer
function only, can be found in figure 7.

In figure 7 a part of the Nyquist contour of
CU(q)P ll(q,PN) is depicted , based on th e given
controller C 11 (q) of th e radial servo loop and th e
nominal mod el Pu (q,PN) of the radial transfer
function being estimated. Furthermore, the addi-

0.01l 0.012 0.012

u

0.008 0.009

ö200S 0.008 0.009 0.009 0.01 0.0\1 0.01l 0.012 0.012

[sec]

Fig. 4: Measured inpu t u(t) (-) and simulatcd in­
put ûr ( t) (- -) of radial and fo cus loop

causcd by the fact that the radial and focus actu­
ators act like doubl e integrators in the frequency
domain of interest.

Th e properties of th e prediction error methods,
like the results given in proposition 6.1, are valid
only for a stabie prediction error mapping, see
Ljung (1987), Van den Hof and Schrama (1993).
Hence, identifying a double integrator will in­
evitably lead to undesirable results. In order to
omit the identification of th e (known) double inte­
grator, the input ûr(t) will be put through a zero
order hold equivalent of a continues time double
integrator. In this way the remaining dynamics of
the system Po(q) has to be identified only.

As mentioned before, the iterative scheme of fil­
tering and identification, discuss ed in section 6.2, is
performed on the radial PO,Il(q) and focus PO,22 ( q)
transfer functions in a SISO configuration . In this
way filtering of the prediction error e(t) now can be
replaccd by filtering of input ûr(t) and output y(t)
of the system to be identified.

Finally, the filters LIl(q) and L22(q) arising from
the iterative scheme mentioned above , are used to
est imate a multivariablc Output Error model , us­
ing the DUMSI-package. This multivariable model
has a 16th order (withou t the double integrators)
and is parametrized using a pseudo canonical (ob­
servability) form (Ljung (1987) , pp . 119-123) , with
st ructure indices (7,9). It should be mentioned that
th e multivariable model being estimated now, will
not be optimal in the sense of th e closed loop cri­
terion given in (21) , since th e choice of the filter
L(q,p) does not exact ly meet the requirements of
proposition 6.1. However , the results of this con­
trol relevant scheme can he quite illuminating. The
results of th e multivariable model being estimated
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F ig. 6: Measured output y( t ) (-) and simulate d
output y(t) (- -) of ra dial and focus loop

tive error bounds on the nominal model are char­
acterized by circles in the com plex plane for sev­
era l freq uency points. From figure 7 it can also be
seen that t he addi ti ve mod el error has been kept
small in the closed loop frequency domain of inter­
est (a roun d the bandwid th ).

8 Conclusions

In this paper a control relevant parametrie iden ­
tification scheme is applied to a Compact Disc
servo system, using the weIl known Prediction Er­
ror mcthods, wherein the problcms of approximate
and closed loop identificat ion have been merged.
This is done by using a two stage ident ificat ion al­
gorithm , wherein a simulation of the input signal
is used to estimate the syste m . The two stage al­
gorithm requires an accurate est imate of the input
sensitivity of the closed loop system. This can be
achieved by employing a linear regression scheme
using system based orthonormal functions. The re­
sulting expression for th e bias distribution of th e
model being estimated , is t uned in a control rele ­
vant way by choosing appropriate design variables.
Using closed loop time domain observations of a
Com pact Disc piek-up mechanism, this has led to a
mul ti variable discrete t ime model that can be used
for desig ning an enh anced cont roller .
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Consistent parameter bounding identification for lin­
early parametrized model sets
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Abstract. In parameter bounding identification, a time-domain bound on the noise sig­
nal is the basic prior that determines the resulting feasible parameter set. One of the
properties of this approach is that no consistency occurs if the noise bound is chosen
conservative.
By introducing alternative bounds on the noise signal, it is shown that parameter bound­
ing identification methods result that under fairly general conditions exhibit the property
of consistency, i.e . asymptotically in the number of data samples the feasible parameter
set converges to the true parameter.
As alternative prior, a bound on the cross -covarianee between the noise and some in­
strumental (input) signal is introduced. The noise bound is represented by a small
number of linear inequalities , which can be employed in parameter bounding by linear
programming. It is shown that consistency is achieved even when the bound is chosen
conservative. Additionally a procedure is presented to estimate the cross-covarianee
bound from data.
Similar consistency results are shown for another type of noise prior: a bound on the
discrete Fourier transform of the noise , in combination with sinusoidal excitation.

Keywords . systern identification, discrete time systems, linear programming, conver­
gence analysis, probability

1 Introduction

The literature on set membership, bounded error
or parameter bounding identification is quite exten­
sive by now. See Walter and Piet-Lahanier (1990)
and Milanese and Vicino (1991) for overviews on
this topic. The idea is to calculate a parameter set
of minimal size using measurement data and eer­
tain deterministic bounds on the noise . To clarify
the discussion consider the discrete-time linear re­
gres sion model

y(t) = 4>T(t)B + e(t), t = 1, ... , N,

where y(t) is the measured output at time t, 4>(t)
the n x 1 regression vector, B the n x 1 parame­
ter vector, e(t) the equation error or residual and
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N the number of samples. This linear regression
model can describe a large class of systems, includ­
ing multi input single output and nonlinear sys­
tems. The observations are assumed to be gener­
ated by

y(t) = 4>T(t)Bo+ eo(t), t = 1, ... , N, (1)

with {eo(t)} an unknown stochastic noise process.
It is emphasized that {eo(t)} is not assumed to be
white noise or uncorrelated to the regression vector
{4>(t)} . Hence the data may be generated in closed
loop and the regression vector may contain samples
of the output signal {y(t)}. Basically {eo(t)} may
also account for undermodelling, however in this
paper undermodelling will not be considered .

In parameter bounding identification the param-



et(t) ::; e(t) ::; eu(t), t = 1, ... , N, (2)

see e.g. Walter and Piet-Lahanier (1990). The fea­
sible parameter set is then defined as

eter vector (J is bounded on the basis of certain
bounds on {e(t)} . The most common procedure
is to bound the amplitude of the residuals in the
time domain,

eN= {(J Iet(t) ::; y(t) - <jJT(t)(J ::; eu(t),

t=l, ... ,N}.
Next an orthotopic outer bounding parameter set
can be constructed by calculating

the parameter bounding identification such that a
similar consistency property is obtained in the pres ­
ence of noise. This is achieved by introducing alter­
native noise bounds, which have a stochastic inter­
pretation. A basic motivation for using the noise
bounds (2) is that for small data sets, N small,
stochastic assumptions on the noise may not be
justifiable, However if large data sets are available
stochastic noise assumptions often can be justified,
in which case the noise characterization (2) is overly
pessimistic.

Stochastics have already been introduced into
parameter bounding identification by Fogel and
Huang (1982), where basical1y a stochastic inter­
pretation is given for the noise bounds (2). In Veres
and Norton (1989) the situation is considered that
the noise has a bounded auto-covariance, or cross­
covariance with a specified signal, but only for the
purpose of model structure selection. Fogel (1979)
considers bounds on the energy of the noise , but
this neither leads to consistency.

In this paper a cross-covarianee bound on the
noise is introduced into parameter bounding iden­
tification as an alternative for the standard time­
domain bound on the noise (2). The sample covari­
ance between the residuals and some given signal is
bounded. Typically this signal is chosen such that
it is correlated to the input signal, but uncorrelated
to the noise process. In an open loop experimental
situation the (filtered) input signal meets the spec­
ifications. In closed loop operation some external
reference signal can be taken. The cross-covarianee
noise bounds can be represented by a small number
of linear inequalities, which can be used to calculate
an outer bounding parameter set by means of linear
programming, similar to (3). Sufficient conditions
are derived which make the feasible parameter re­
gion converge to the parameter vector (Jo. These
conditions are very general, basically only persis­
tence of excitation is required, and it is not requir-id
that the specified bounds are tight. A stochastic in­
terpretation is given of the cross-covariance bounds
on the noise. Also a procedure is presented to esti­
mate correct bounds from measurement data.

Similar consistency results appear obtainable
with other types of noise bounds, which also
give rise to linear constraints usable in parame­
ter bounding identification with linear program­
ming techniques. A frequency-domain bound on
the noise is introduced into parameter bounding
identification. More specifical1y the amplitude of
the discrete Fourier transform of the residuals, the
square-root of its periodogram, is bounded for a set
of specified frequencies. This bound is also utilized

(3)(J (l ) . (J (J(u) (J
k = mln k, k = max k,

OE0 N OE0 N

for k = 1, . . . , n, which requires solving 2n linear
programming problems with n unknowns subject to
2N linear inequality constraints, see Milanese and
Belforte (1982) for details. If {eo(t)} also satisfies
the residual bounds (2), then the parameter vector
(Jo is guaranteed to be in the identified set.

Fogel and Huang (1982) and Veres and Norton
(1991) have shown that under certain conditions
the outer bounding parameter set converges to (Jo if
N ~ 00, provided the noise {eo(t)} is at sufficiently
many time instants arbitrarily close to the specified
noise bounds, without exceeding them. However it
seems impossible to meet this requirement in many
practical situations. In practice the noise bounds
have to be chosen conservative in order to guarantee
their correctness . Therefore in general there is no
consistency in parameter bounding identification.
A similar situation is encountered in the field of ro­
bust identification in Hoe, see e.g. Helmicki et al.
(1991) and Gu and Khargonekar (1992) . There de­
terministic bounds on the noise are assumed, and
basically only consistency is established under the
condition that the noise level tends to zero . This
highlights the demerit of only using the bounds (2).
The explanation for this lack of consistency in the
presence of noise is that the noise is assumed to
be able to take a worst-case realization within the
noise bounds, i.e, heavily correlated with the input
signal.

For prediction error type of identification proce­
dures it is known that if the number of data samples
tends to infinity the parameter estimate converges
to the true parameter vector (Jo under fairly general
conditions, also for nonzero noise, see e.g . Ljung
(1987). This is due to the fact that stochastic or
averaging properties are present in this identifica­
tion setting. The objective of this paper is to adjust
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(5)

in frequency-domain identification procedures, see
Lamaire et al. (1991) and De Vries and Van den
Hof (1992). As parameter bounding identification
adopts a time-domain setting, the bound requires
a translation into linear constraints in the time do­
main, whieh is presented in this paper. A stoehastie
arialysis of the noise bound is presented, as well as
suffieient con diti ons for consistency.

Finally similar results appear obtainable for a
time-domain bound on the noise in combination
with measurement averaging and periodic excita­
tion. However, due to space limitations this will not
be discussed in this paper. The interested reader is
referred to Hakvoort and Van den Hof (1993).

The outline of the paper is as follows. In Sec­
tion 2 the cross -covarianee bound on the noise
is elaborated and consisteney results are derived.
In Seetion 3 it is diseussed how to estimate noise
bounds from data in a statistically reliable way. In
Section 4 the frequency-domain bound on the noise
is considered. In Section 5 a simulation example is
shown. Finally in Section 6 conclusions are drawn.

This paper is a version of Hakvoort et al. (1993).
Due to spaee limitations all proofs are omitted.
These ean be found in Hakvoort and Van den Hof
(1993).

2 Cross-Covariance Constraints
on the Noise

First the cross-covarianee constraints on the noise
are introduced into parameter bounding identifiea­
tion, Consider the following linear eonstraints,

1 N
CI(p) ~ 1"iT:E rp(t)e(t) ~ c,,(p), P = 1, ... , s,

yN 1=1
(4)

yielding the feasible parameter set,

~ c..(p), p = 1, ... , s} ,
where CI(p) and c,,(p) are speeified bounds, and
{rp(t)} is some speeified signal, typieally equal to
a delayed and/or filtered signal that is eorrelated
to the regression vector {4>(t)} but uneorrelated to
the noise process {e o(t)}, as explained later. The
constraints (4) restriet the set of accepted residu­
als, and therefore the feasible parameter set. As
the constraints in (5) are linear in the parameter
vector B they ean easily be included in the linear
programming problems (3).
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Of course it is desirabie to specify the bounds
CI(p) and c..(p) on the sample eovariance of the
residuals with the signals {r p ( t)} sueh that they are
satisfied by the true noise process {e o(t)} . Anal­
ogously to the noise bounds (2) it is possible to
eonsider the bounds (4) as being entirely determin­
istic, which then does not require the noise being
looked upon as a stochastic process. However it
appears that a nice probabilistic interpretation of
the bounds (4) exists if the noise proeess { eo(t)}
has some stochastic properties, which ean often be
justified in practical situations. In fact (4) then
boils down to the assumption that the noise pro ­
eess {e o(t)} is uncorrelated to the signals {rp(t)}.
For the analysis some technical assumptions on the
signals {e o(t)}, {rp(t)} and {4>(t)} are needed. The
assumptions about {e o(t)} are:

Assumption 2.1 The noise process {e o(t)} is sta­
tionary, satisfying eo(t) = Ho(q)wo(t) for some sta­
bie Ho(q), and where {wo(t)} is a sequ ence of in­
dependent random variables with zero mean values,
variances Ào, and bounded fourth moments.

The assumptions about {rp(t)} are:

Assumption 2.2 Each signal {rp(t)} is quasi­
stationary, i. e. its auto-covariance function

ezisis VT • Moreover {rp(t)} satisfies

where {rp(t)} is a bounded deterministic signal,
{Rp(t,q), t = 1,2, ...} is a uniformly stable family
of filters, and {rp(t)} is a sequence of independent
random variables with zero mean values, vanances
Àp,l' and bounded fourth moments.

The assumptions about {4>(t)} are:

Assumption 2.3 Each signal {4>k(t)}, this is el­
ement k of vector 4>(t), is quasi-stationary and it
satisfies

where {~k(t)} is a bounded deterministic signal,
{Sk( t, q), t = 1,2, ...} is a uniformly stabie family
of filters, and {~k(t)} is a sequence of independent
random variables with zero mean values, variances
/Lk,l, and bounded fourth moments.

And the assumptions about joint properties of
{rp(t)} and {4>k(t)} are:



Assumption 2.4 For each pand k the signals
{rp(t)} and {</Jk(t)} are jointly quasi-stationary,
i. e. they are both quasi-stationary, and the cross­
covariance function

exists. Moreover the signal [~~~~] has covan­

ances Vp,k,1 and bounded fourth moments.

Using these assumptions a stochastic interpretation
of the constraints (4) can be established. In this in­
terpretation the notion of uncorre1ation is strength­
ened to independence.

Theorem 2.5 Suppose th at {e o(t)} and {rp(t)}
are independent and that they satisJy the assump­
tions 2.1 and 2.2 respectively. Denote

A~ := E ( ~ f, r p(t)eo(t)) 2

yN 1=1

and

{rp(t)} will generally be known exactly, the st atis­
tics of the noise process {eo(t)} have to be est i­
mated from data. How to estimate these stat istics
is the subject of Section 3. Note that the parts (ii)
and (iii) of Theorem 2.5 have been stated in Ljung
(1987, Pro 16T.1) without proof.

The covariance bound (4) is especia1ly usefu l if
{rp(t)} is a signal that is corre1ated to the regr es­
sion vector sequence {</J(t)} , but uncorre1ated to the
noise {eo(t)}. This follows from the following con­
sistency result.

Theorem 2.6 Suppose that the signal {eo(t )}
satisfies the constraints (4) [or giv en signals
{rp(t)}, p = 1, ... , s, and given and finit e CI(p) an d
cu(p). Suppose that {rp(t)} and {</Jk(t)} sa tisfy the
assumptions 2.2, 2.3 and 2.4. IJ th e matrix

R = [Rrl ~l (0) ... Rrl ~n(O)]

Rr."" (0) Rr."'n(O)

has Juli column rank, th en th e feasible param eter
regzon (5) conv erges to th e true parameter vector
80 ,

lim max 18- 80 1= O.
N-ooOE0N

r = - oo

Then

T = - N + 1, ... , N - 1.

This theorem thus provides a consistency resu1t for
bounded error identification without requiring tight
error bounds. If the values cu(p) and CI(p ) in (4) are
chosen too large, convergence will still t ake place.
The cross-covarianee noise bounds possess a certain
averaging property which is not present in st an­
dard parameter bounding identification with tim e­
domain noise bounds.

Though the bounds may be chosen conservative,
they are required to be correct for the convergence
resu1t to hold. Theorem 2.5 shows that the bounds
in (4) can be chosen such that they will be correct
with any prespecified probability. For this theo­
rem to be applicable it is necessary that the sign r-ls
{rp(t)} are independent of the noise {eo(t)}. T he
other conditions of Theorem 2.6 are not very re­
strictive. Genera1ly the matrix R will have full col­
umn rank provided the signals {rp(t)} have been
chosen suitably, i.e. corre1ated with the regression
vector {</J( t)}. If identification takes place in open
loop the (filtered and/or de1ayed) input signal is
a suitable choice. If identification takes place in
closed loop a (fi1tered and/or de1ayed) external ref­
erence signal has the desired properties. Moreover
a necessary condition for the matrix R to have
full column rank is that the identification experi­
ment was sufficiently informative. Note that no as­
sumptions on the distribution or colour of the noise

On the one hand the bound (4) is a hard or deter­
ministic bound, on the ot her hand a probabilistic
interpret ation has been given in the above theo­
rem. Note that due to the normalization factor
-iN in (iii) the asymptotic distribution is indepen­
dent of N . For example asymptotica1ly in N a
0.9995 probability region is obtained by choosing
Cu(T) = -CI(T) = 3.5[A;. The theorem also states
that Ap can be evaluated by considering the sec­
ond order statistics of {rp(t)} and {eo(t)} sepa­
rate1y. The second order statistics of the signals

(iii) ~ f,rp(t)eo(t)~ N(O, Ap ) ,

yN 1=1

where N(O, Ap ) denotes the normal distribu­
tion with mean 0 and variance Apo

00

(ii) Ap = L Rrp(T)Reo(T),

N - l

(i) A~ = L
r =-N+l
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{eo(t)} have been made. However for Theorem 2.5
to be applicable it has to be stationary and inde­
pendent of the signal {Tp(t)}.

Remark 2.7 Noie that the use of cross-covariance
bounds is closely related to the instrumental vari­
able identification method, see Söderström and Sto­
ica (1989, eh. 8) . Infact the signals {Tp(t)} can be
regarded as instrumental variables. Also noie the
close connection of the consistency result of The­
orem 2.6 to consistency for instrumental variable
identification techniques, see Ljung (1987, eh. 8).
In the present parameter bounding identification
setting as uiell as ihe instrumental variable iden­
tification setting, consistency has been shown un ­
der fairly general conditions. For example in both
cases ihere is still consistency if the input signal is
correlaied to the noise process (closed loop identi­
fication), or in case the true system has an output
error struciure whereas the model is parametrized

as a linear regression.

3 Estimating the Cross­
Covariance Bounds from Data

In bounded error identification an a priori specifi­
cation of noise bounds is required. In case time­
domain noise constraints (2) are used the bounds
e,(t) and eu(t) need to be specified. In case cross­
covariance noise constraints (4) are used the bounds
c,(p) and cu(p) need to be specified. lt may be possi­
bie that these bounds are known a priori, e.g. from
physical laws . However it is not at all imaginary
that this is not the case, and that measurement
data have to be used to establish the noise bounds .
Unfortunately, in the parameter bounding litera­
ture very little attention is paid to the problem of
estimating the noise bounds from data.

In this section the problem is considered of esti­
mating appropriate cross-covarianee bounds from
data. Theorem 2.5 shows that this boils down to
estimating AN which is related to the second order
noise statisti~;. If knowledge of the noise statis­
tics is not available from physical contemplations
about the process, measurements have to be used
to estimate these. This is a valid procedure if the
noise is stationary, i.e. the statistical properties do
not change in time. In that case any measurement
sequence may be used to estimate the noise statis­
tics. The estimated statistics will then remain to
hold for the measurement sequence used in the pa­
rameter bounding identification procedure.

Notice that if an exact value for A~ is not obain­
able, an upper bound is still of use, If A~ is overes-
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timated, the resulting noise bounds c,(p) and c,,(p)
are conservative but correct (with a certain speci­
fied probability), and the resulting feasible param­
eter region will be correct, i.e. will contain the true
parameter vector. Even if the noise bounds are
chosen conservative, the consistency result given in
Theorem 2.6 remains valid.

Suppose that there is available a measurement se­
quence generated by (1). As mentioned above this
need not be the same measurement sequence as the
one used in the parameter bounding identification
procedure, it may be an independent data set. In
this section it is assurned that the regression process
{</>(t)} is uncorrelated to the noise process {eo (t)} .
This implies that measurements have to take place
in open loop and that the regression vector may
only contain filtered and/or delayed samples of the
input signal, as the output signal is disturbed by
noise. This does not necessarily imply a restric­
tion to FIR identification. Also identification with
Laguerre polynomials (Wahlberg, 1991), and iden­
tification with generalized orthonormal polynomi­
als (Heuberger and Bosgra, 1990; Heuberger et al.,
1992) fit in this setting. Let there be available a
nominal model iJ, which has been obtained inde­
pendently of the given data set, but for example by
physical modelling or identification based on an ­
ot her dataset . The prediction or output error ê(t)
for this nominal model iJ is given by

ê(t) := y(t) - </>T(t)iJ = 'l/;(t) + eo(t), (6)

with
'l/;(t) := </>T(t)(Bo - iJ).

The idea is to use this prediction error in order
to estimate the second order statistics of the noise
process. First some technical assumptions are made
with respect to the signal 'l/;(t).

Assumption 3.1 The signal {'l/;(t)} zs quasi­
stationary and it satisfies

'l/;(t) = 1fi(t) +P(t, q)~(t),

uihere {1fi( t)} is a bounded deterministic signal,
{P(t, q), t = 1,2, ...} is a uniformly stable fam­
ily of filters, and {~(t)} is a sequence of indepen­
dent random variables with zero mean values, vari­
ances /Lil and bounded fourth moments. Moreover
the auto-covariance function of the signal {'l/;( t)} is
exponentially decaying, i. e. R",(r) < MpT, Vr, for
certain finite Mand p < 1.

Next denote

. 1 N-ITI
R~(r) := N -Irl ~ ê(r)ê(t + Ir\),



and consider the following estimate for A~ ,

(7)

In the special case that the sys tem had not been
excited, implying cjJ(t ) to he equal to zero, the sig­
nal 7/J (t ) vanishes , and ê(t ) equals eo(t), yielding
an asymptotically unbiased estimate for the noise
statistics.

. . w(N)
lim w(N) = 00, lim - N = O. (9)

N-oo N-co

(8)
for some constants 0 < f < 1 and 0 < w(N) < N,
such that

where cw ( 7) is a window-function, similar to the
ones used in speet ral analysis, see Ljung (1987,
Oh. 6). In the analysis use will be made of the
so-called Tukey-window (Brillinger, 1981, p. 55),
given by

Remark 3.5 It is desirabie to introduce as little
conservatism as possible when establishing the noise
bounds CI(p) and cu(p), in order to avoid that un­
necessarily large parameter sets are identified in the
parameter bounding id ent ifi cation procedure. Part
(ii) of Th eorem 3.2 shows that asymptoticaIly the
estimate Ar;: upp er bounds Ar;:. A s m entioned only
in the special case that ê(t) equals eo(t) the esii­
mate is unbiased, yielding m in im al conservatism.
However th ere is another specia l situation where it
is possible to derive a non-conservative estimate of
the noise statistics, with a procedure different from
th e on e described above. This is th e case if a re­
peated experi me nt has been performed, i. e. if

Remark 3.4 Th e most severe restri ction in As­
sumption 3.1 is that Rt/J(7) is exponentially decay­
ing. This m eans that 7/J (t ), and hence ê(t), may
not contain undecaying deterministic competienis
such as sinusoids. If they are present in the predie­
tion error, they can be det ected and remo ved from
the signal, e.g. by taking the DFT of the predie­
tion error, removing the peak- valu es, and taking
the inverse DFT of the remaining part. Notice that
asymptotically this will not infiuence the contribu­
tion of {e o(t)} to { ê(t)}.

Remark 3.3 FOT finit e N the estim ate A~ has a
nonzero varianee as uiell. In fact it is a kind of
speetral estimaie, for which it has been shown in
Ljung (1987, p. 160) that the variance is asymptot­

ically lin early proportional to w~) , which tends io
zero. Hence the variance becom es n egligible for N
large enough .

cjJ(t +T) =cjJ(t), t=l, .. . ,T,

o~ 171~ fw(N)

fw(N) < 171< w(N)

171 ~ w(N)
{

I ,

t + t cos (1: f ( wlr~) - f)) ,
0,

Notice that the quantities R;.' (7) appearing in
p

the estimate A~ are assumed to be known pre­
cisely. This is arealistic situation, as the signals
{Tp(t)} are generally user-determined. These sig­
nals may be deterministic, and completely known,
or stochastic, with known second order statistics,
or mixed deterministic-stochastic, with given auto­
covariance func tion. The following theorem states
that t he given estimate A~ asymptotically over­
hounds A~ .

Theorem 3.2 Consider A~ as given in part (i) of

Th eorem 2.5, and th e estimate A~ defined in (7)
with the window specified by (8) and (9) . Sup­
pose that { eo(t)} sat isfi es assumption 2.1, {Tp(t)}
assumption 2.2, and {7/J( t)} assumption 3.1. More­
over suppose th at th e regression process {cjJ( t)} is
uncorrelated to { eo(t)} , and that the estim ate IJ
used in (6) has been established in dependen tly of
the noise process { eo(t)}. Then,

with probability 1.

00

(ii) L: Rr p ( 7)Rt/J (7) ~ 0,
T= - CX)

for some period time T. If the regression vector
only contains (filt ered) samples of the input, this is
realiz ed by applying a periodic inpu t signal. N ow
consider the signal

€(t) := (y(t +T) - y(t))/Vi, t = 1, . .. , T,

Hence, asymptotica1ly correct cross -covarianee
bounds CI(p) and cu(p) can be established as the
estimated varianee A~ is overbiased. The conser­

vatism decreases if the nominal model iJ he comes
a more accurate description of the true system 00 •

which with (1) can be written as

€(t) = (cjJ(t+T)-cjJ(t))Oo/Vi+(eo(t +T) - eo(t)) / Vi

= (eo(t + T) - eo(t))/Vi.
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(10)

The signal e(t) actually appears to have second or­
der statistics identical io thos e of the noise process
eo(t) (in the asymptotic case T --+ 00). Also if the
regression process is not perfectly periodic, e.g. due
to different initial conditions, the given signal e(t)
can still be used to estim ate the second order no ise
statistics of eo(t). Using an argument similar to the
one used in Th eorem 3.2 it can be shown that the
estimate Á: will then be overbiased, yielding correct
bounds C/(p) and cu(p).

4 Frequency-Domain Constraints
on the Noise

It appears that consistency results in parameter
bounding identification, similar to those of Theo­
rem 2.6, can be obtained with another type of noise
constraint. This concerns a frequency-domain
bound on the noise. Consider the function E(wj)
defined by

() 1::" () - iw.tE Wj := - - L..Je t e J,
vN t=l

which for Wj = 2rrj/N, i = 1, ... , N, is the discrete
Fourier transform of the sequence {e(1), ... , e( N)}.
With some abuse of terminology E(wj) will be
called the discrete Fourier transform of the signal
{e(t)} , no matter what Wj is, and keeping in mind
that it is dependent on N. By bounding its ampli­
tude, the square root of the so-called periodogram,
the residuals are bounded in the frequency domain.
Consider the constraints,

IE(Wj)1 ~ f(wj), Wj E [O,rr], j = 1, ... ,1,

for some specified bounds f(wj). This type of noise
constraint is also used in Lamaire et al. (1991) and
De Vries and Van den Hof (1992) in a frequency­
domain identification setting. Substituting e(t) =
y(t) - cjJT(t)() gives the feasible parameter set,

eN= {() 11~~(y(t) - cjJT(t)B) e-iW;I\ ~ f(w j),

Wj E [0, rr], i = 1, .. . , 1, } .

If parameter ou ter bounding by linear programming
is carried out , linear constraints are required. How­
ever, the cons traints given above are nonlinear due
to the fact that the DFT is a complex quantity. For­
tunately it appears possible to approximate each
nonlinear constraint by a number of linear con­
straints. Consider the following linear constraints,

1 N
ft(Wj,ak ') ::::: fîT L e(t)cos(Wjt - akI)::::: fu(Wj,ak ')'

yN 1=1
(11)
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Wj E [O, rr], j = 1, ... ,1, ak' E [O, rr] , k' = 1, ... ,m,

yie1ding the feasible parameter set ,

eN= { BI ft(Wj , akI) ::;

1 N
::; lîT L cos(Wjt - ak' )(y(t) - cjJT(t)B) ::;

vN 1=1

fu(Wj, akl), Wj E [O, rr] , j = 1, ... ,1,

ak' E [0, rr], k' = 1, ... , m } , ( 12)

where fl(Wj, akI) and fu(Wj, akI) are specified
bounds, Wj specified frequencies and ak' specified
phase shifts. As the constraints in (12) are linear in
the parameter vector () they can easily be included
in linear programming problems like the ones in (3).

The re1ation of the constraints (11) to the am­
plitude of the DFT of {e(t)} is investigated. This
amplitude can be written as

\
_1 t e(t)e-iw;t! =
vN t=l

(
. 1 N . )

max Re e"" lîT L e(t) e- ,wjl
aE(O,2ll"] V N 1=1

1 N .
max - L e(t )Re (e- 'W;I+a) =

aE [O,2ll"] vN 1=1

1 N
max lîT L e(t) cos(Wjt - a) ,

a E[O,2ll"] y N 1=1

which shows that the bound (11) approximates the
bound on [E(Wj)l. The approximation improves if
more phase shifts aki are used. This is formalized
in the next proposition.

Proposition 4.1 Let E(wj) be defined by (10) and
ak' be given byakl = rrk'/m, kJ = 1, ... , m , then

mk')-X I~~e(t)cos(Wjt-akl) l ::; IE (wj )l::;

m')-X I ~t e(t ) cos(Wjt - akl)1
< k V N t=l

COS(2:.)

Hence this proposition states that (11 ) bound s the
amplitude of the residuals {e(t )} in the frequenc y
domain. This apparently boils down to excluding
the residuals to contain sinusoids with the specified
frequencies Wj, i = 1, ... ,1. For Wj = 0 (11) is a
bound on the mean value of the residuals.

The frequency-domain bounds on the noise are
especially useful if the system is excited by sinu­
soids. This follows from the following consistency
result.



Consider the data generating system

y(t) = O~I)U(t) + O~2)u(t - 1) + O~3)U(t - 2) + eo(t),

(1) (2) (3)00 = 2, 00 = 1, 00 = 0.6,

with the noise process given by

iI>eo(Wj) = L Reo(r)e-iTWj,
T=-OO

and X2(n) denoies the chi-squared distribution with
n deqrees of freedom.

Proposition 4.4 Suppose that {eo(t)} satisfies as­

sumption 2.1. Let E o(Wj) be the DFT of {eo(t)},

defined analogously to (10), ihen

IEo(wjW~ { ~iI>eo(Wj)~2(2), Wj E (0,71") ,
iI>eo(Wj)X (1), Wj = 0,71",

uihere iI>eo(Wj) denoies the auto-spectrum ofthe pro­
cess {eo(t)}, defined by

00

5 Example

eo(t) = n(t) +0.8n(t -1) +0.2n(t - 2)+O.ln(t - 3),

where {n(t)} is a white noise process uniformly dis­
tributed between -0.25 and 0.25. The input signa!
{u(t)} is chosen to be

(t)={O, t~O,
u sin(~) + sin(W-), t = 1, ... ,N = 800.

The fol1owing parameter bounding identification
procedures have been carried out.

Proof: See Brillinger (1981, Theorem 5.2.6). D

Again note that the bound (11) is a hard or deter­
ministic bound, which however enables a probabilis­
tic interpretation. For example asymptotical1y in
N a 0.999 probability region is obtained by choos-

ing fu(Wj,akl) = - f l(Wj, a kl ) = cJiI>eo(Wj) , k' =
1, ... , m, with c = 2.63 if Wj 7= 0,71" and c = 3.29 if
Wj = 0,71".

Remark 4.5 The information required to establish
the frequency-domain bounds on the noise consists

ofiI>eo(wj), see Proposition 4.4. Analogously to th e

procedure of Section 3 it is possible to use the pre­
diction error io (conservatively) estimate the noise
spectrum. With the definitions and assumptions of
Section 3 it follows that

iI>ê(Wj) = iI>",(Wj) + iI>eo(Wj) 2: iI>eo(Wj),

uihere the latter inequality follows from the fact that
an auto-spectrum is nonnegative. The spectrum of

the prediction error can be estimated with standerd
techniques [or speetral estimation, see Brillinger
(1981).

Re ('ltn(wL))

lm ('ltn(wd)

Re ('lt 1 ( wL))

lm ('lt 1 ( wd )
'lt=

If the matrix

lim max 10- Ooi = 0.
N- oo OE0N

Theorem 4.2 Suppose that the signal {eo(t)} sat­

isfies the constraints (11) [or given and finite

fl(Wj,akl) and fu(Wj,akl), j = 1, ... ,t, ak' =

d'/m, k' = 1, ... ,m 2: 2. Suppose that {<lJk(t)}
satisfies assumption 2.3. Denote [or each j and k,

.T, ( _) ._ li 1 ~EA. ( ) -iwjl
':t!k wJ .- N!?"oo N ~ 'l'k te.

= { H~in(<IJ) - icos(<IJ)), Wj E (0,71"),
asm(<IJ), W = 0,71".

Hence the consistency result of Theerem 4.2 will
only hold if the system has been ezcited by a sum of

at least n/2 sinusoids. This type of excitation has

also been exploiied by De Vries and Van den Hof

(1992) and Bayard (1992).

It is desirable to specify the bounds h(Wj, akI)
and fu( Wj, akI) such that they are satisfied by the
true noise process {eo(t)}. The bounds (11) may be
regarded as entire1y deterministic, which does not
require any stochastic assumptions about the noise.
However analogously to the bounds (4) a nice prob­
abilistic interpretation exists in case the noise has
some stochastic properties. In the fol1owing propo­
sition probabilistic properties of the periodogram of
the noise are evaluated.

Again this is a consistency result for bounded error
identification without requiring tight error bounds.
If the values h(Wj, akI) and fu( Wj, akI) are chosen
too large, convergence will still take place under the
conditions given.

Remark 4.3 In general 'ltk(Wj) is unequal to zero

if {<IJk (t)} contains a sinusoid with frequency Wj. A

sinusoid s( t) = a sin( Wjt + <IJ) namely has the well­
knourn property that its periodogram is unbounded,

as the following relation holds,

has full column rank, th en the [easible parameter
region (12) converges to the irue parameter vector

00 ,
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1. Parameter bounding with bounds on the am­
plitude of the noise as in (2). As ·leo(t)/ ::;
0.25(1 + 0.8 + 0.2 + 0.1) = 0.525, the bounds
have been chosen eu(t) = -el(t) = 0.525, \ft.
Altogether 6 linear programming problems had
to be solved each with 3 unknowns subject to
1600 inequality constraints.

2. Parameter bounding with bounds on the cross­
covariance of the noise as in (4). The sig­
nals {Tp(t)} have been chosen Tp(t) = u(t +
T p ) , T p = 1- p, p = 1, . . . ,8, which with Theo­
rem 2.5 yields Ap = 0.0388, p = 1, ... ,8. The

bounds cu(p) = - CI(p ) = 3j"A;, p = 1, ... ,8
have been chosen, hence each bound is satis­
fied with probability 0.997. Altogether 6 lin­
ear programming problems had to be solved
each with 3 unknowns and 16 constraints. Ac­
cording to the rule of Bonferroni (Manoukian,
1986) the resulting parameter region is cor­
rect with a probability larger than or equal to
1 - 8(1 - 0.997) = 0.98.

3. Parameter bounding with bounds on the peri­
odogram of the noise as in (11). The frequen­
cies Wl = 7f /4 and W2 = 7f/2 were selected, and
ak' = 7fk'/m, k' = 1, ... ,4. Straighforward
calculations show that 4>eo(wd = 0.2473 and
4> eo ( W 2 ) = 0.1534. The bounds fu(Wj,ak l ) =
-ft(Wj,akl) = 2.146/4>eo(wj ), j = 1,2, k' =
1, ... ,4 have been chosen, which corresponds
to a 0.99 confidence interval for each frequency
seperately. Hence 6 linear programming prob­
lems with each 3 unknowns subject to 16 con­
straints had to be solved. The resulting param­
eter region is correct with probability larger
than or equal to 1 - 2(1 - 0.99) = 0.98.

The resulting upper and lower bounds on the pa­
rameters are shown in Table 1. It is concluded

0(1) Olu) 0(1) O~u) oil ) Olu)
1 1 2 2 3 3

Pr.1 1.890 2.117 0.862 1.127 0.468 0.707

Pr.2 1.964 2.044 0.963 1.046 0.557 0.637

Pr.3 1.954 2.048 0.981 1.028 0.554 0.648

Table 1: Results parameter bounding identifica­
tion.

that for the first and third parameter the tight­
est bounds are obtained with the cross -covarianee
bounds on the noise, for the second parameter this
is the case with the frequency-domain bounds on
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the noise. The parameter uncertainty intervals esti­
mated with cross-covarianee noise constraints , pro­
cedure 2, are a factor 3 smaller than the ones es­
timated with time-domain noise constraints, pro­
cedure 1. The uncertainty interval for the second
parameter estimated with the frequency-domain
noise constraints, procedure 3, is even a factor 5.7
smaller than the corresponding interval for proce­
dure 1. The new parameter bounding identification
methods 2 and 3 appear to outperform the stan­
dard parameter bounding identification pr ocedure
1. Much smaller parameter uncertainty intervals
are estimated with these new methods com pared
to the result of identification with bounds on the
amplitude of the noise in the time domain.

Remark 5.1 FOT simplicity exact knowledge of th e
second order noise statistics has been used io es­
tablish th e bounds on th e noise. The procedure of
Section 3 may be used to estim ate these statistics.
In particuier the method indicated in R emark 3.5 is
applicable as th e input is periodic.

6 Conclusions

Valuable alternatives have been presented for time­
domain bounds on the noise in parameter bounding
identification by linear programming. Especially
cross-covarianee bounds on the noise are powerful
as consistency has been proven for an arbitrary per­
sistently exciting input signal. Frequency-domain
bounds on the noise are powerful if the input sig­
nal contains sinusoids, in which case consistency
has been proven as well. In both cases the number
of constraints does not increase with an increasing
number of measurements, hence the identification
problem remains tractable for large N. The ex­
ample showed a considerable reduction of parame­
ter uncertainty in case the new types of noise con­
straints are utilized.

A stochastic analysis has been presented of the
new types of noise bounds, The basic assumptions
needed to justify this analysis are that the number
of samples is large enough, and that the noise is sta­
tionary, i.e. its stochastic properties do not change
in time. The analysis showed that the bounds for
the noise can be specified such that they are cor­
rect with a certain probability. This means that a
parameter set estimate is calculated which contains
the true parameter vector with a certain probabil­
ity. It is emphasized that the probability density
function of the noise is arbitrary and need not be
known. Only knowledge of the second order statis­
tics of the noise process is required. A procedure



has been presented to estimate these statistics from
data.

In Hak voor t (1992, 1993a, 1993b) bounded error
identification with linear programming techniques
is appli ed to identification in i l and Hoc. The alter­
na tive noise bounds presented here can be fruitfully
applied in those settings. In those papers also the
problem of undermodelling js considered.
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Frequency domain curve fitting with maximum am­
plitude criterion and guaranteed stability t
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Abstract. The problem is considered of fitting a stable rational transfer function to com­
plex frequency response data minimizing a weighted maximum amplitude criterion. A
solution for this problem is provided in both discrete and continuous time by parametriz­
ing the transfer function and solving a nonlinear constrained optimization problem. The
denominator is parametrized as a product of first and second order polynomials. By
adding some linear constraints on the denominator parameters to the nonlinear pro­
gramming problem the poles of the curve fit model are restricted to the stability region
in the complex plane, i.e. the uni t disc or the left half plane. To provide an initial es­
timate for the nonlinear optimization problem an iterative procedure is proposed where
in each ste p a linear programming problem ha s to be solved.

Keywords. curve fitting , frequency domain, l CX)- norm , stability, linear and nonlinear
programming

1 Introduetion

The problem is considered of fitting a discrete or
continuous time stabie rational transfer function of
a specified order to a set of complex frequency re­
sponse data. In literature reasonable attention has
been paid to curve fit problems, however without
restricting the model set to the set of stable models.
Levy (1959) introduced a curve fit problem with a
sum of squares (l 2) criterion function and provided
a solution for it. Sanathanan and Koerner (1963)
proposed an iterative weighting in order to improve
on the estimate. The asymptotic behaviour of this
and other iterative linear schemes has been inves­
tigated by Whitfield (1987). Payne (1970) already
noticed that if high order models are used in the
curve fit procedure, the resulting estimate tends to
be unstable.

Alternative criteria (other than l2) are used in

IThis paper has also been presented at the 2nd European
Control Conference, Groningen, The Netherlands, June 28
- July 1, 1993 .
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Spanos (1991) and Sidman et al. (1991). In th e
first paper an iteration of weighted least squares
problems is used to solve an unweighted least max­
imum amplitude (lCX») optimization problem. In the
latter paper the l 2-criterion is adjusted such that it
is well suited for logarithmica11y spaeed frequency
response data.

In the present paper a weighted l CX)-criterion is
considered. An advantage of an l CX)-criterion com­
pared to an l 2-criterion is that in the l CX) -case
each frequency is basica11y equa11y important. T he
frequency distribution (linearly or logarithmica11y,
etc.) does not infl.uence the resulting estimate as
much as it does in the l2-case. Moreover the
weighting allows for an easy and effective shaping of
the model error. A final motivation for a maximum
amplitude criterion is that in many applications , for
example robust control design, it is desirable that
the maximum (weighted) distance between system
and model is minimal, in order to have maximum
robustness.

The l CX)-optimization problem is solved by trans-



forming it in to a smooth nonlinear constrained op­
timization problem, which is a different approach
from the one followed by Spanos (1991). The
transfer function is guaranteed to be stable by
parametrizing the denominator as a product of first
and second order polynomials and adding certain
linear constraints on the denominator parameters
to the optimization problem. In fact in the discrete
time case a bound can be specified for the ampli­
tude of the t ransfer function poles. In the contin­
uous time case a bound can be specified for the
real part of the poles . The nonlinear programming
problem can be solved using standard software, but
requires the specification of a good initial estimate.
A procedure is presented to arrive at such an initial
estimate. It involves a Sanathanan-Koern er itera­
t ion in i oo-setting, where in each step one linear
pr ogramming problem has to be solved .

A complet ely differ ent approach for frequency do­
main identification is taken in the field of identifi­
cation in H oo , see e.g . Gu and Khargonekar (1992).
There the primary int erest is in finding a stable
transfer function with some wors t-case optimality
properties using frequency response data. For that
purpose standard curve fit procedures do not apply
as they do not guaran tee stability of the resulting
estimate. However the algorithms for identification
in Hoo generally do not restriet the model order,
extremely high order nominal models may result.
The present curve fit procedure seems to be an at­
tractive alternative as both stability is guaranteed
and the model order is user-defined. Also note that
the maximum amplitude criterion is closely related
to the H oo-norm.

The outline of the paper is as follows . In Sec­
tion 2 the curve fit problem is formulated and a so­
lution is derived in the form of a nonlinear program­
ming problem. In Section 3 a procedure is derived
to provide an initial esti mate for the nonlinear pro­
gramming problem. Section 4 discussed some prac­
tical implementation aspects of the linear and non­
linear programming problems involved. Section 5
contains a simulation example which shows the ap­
plicability of the curve fit procedure. Finally in
Section 6 conclusions are drawn.

The present paper only treats the SISO case. Ex­
tensions of the curve fit procedure to the MIMO
case are presented in Hakvoort and Van den Hof
(1993).

2 The Curve Fit Procedure

Con sider complex-valued frequency response data
G(Wj), j = 1, ... ,1 and a positive real-valued fre-
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quency dependent weight W(Wj), j = 1, ... , l. The
objective is to find a stable rational transfer func­
tion G(ç) in a certain model set M that opti mally
describes the frequency response data in a weighted
i oo-sense,

G(ç) = arg jnin max I(G(Wj) - G'(ç(Wj))) W(Wj)l·
G' EMJ=I ,...,1

(1)
Following the notation in Bayard (1992) the com ­

plex variable ç is used to present the continuous
and discrete time case in a unified way. Hence ç
can be thought of as the Laplace operator 8 or the
z-transform operator z. And ç(w) represents the
evaluation of the complex variable ç as a function
of frequency, hence ç(w) = iw, ç(w) = eiw resp ec­
tively.

For M the model set is chosen consisting of all
rational transfer functions with numerator and de­
nominator of specified degrees and the roots of the
denominator in some a priori specified (stability)
region R in the complex plane.

M: G'(Ç) = ~i:j, n(ç) = Ënkçk,

d-l

d(Ç) = çd+ L dke, Çd,k ER, k = 1, .. . , d,
k=O

where Çd,k, k = 1, . .. , d, are the roots of the polyno­
mial d(Ç), i.e . all solutions to the equation d(Ç) = O.
In the discrete time case the region R is defin ed by
R = R p with

R p = { Çd,k s.t . lçd,kl ~ p, k = 1, ... , d} ,

which corresponds to an upper bound p on the am­
plitude of the poles of the transfer function. In
the continuous time case this region is defin ed by
R = R; with

'R; = {Çd,k s.t. Re (Çd,k) ~ T , k = 1, ... , d} ,

which corresponds to an upper bound T on the real
part of the poles of the transfer function. Here p
and T are user-defined constants. The choic e p = 1
corresponds to stability in the discrete time case.
The choice T = 0 corresponds to stability in the
continuous time case.

Now the objective (1) can be written as

G~~ j~:':,11 (G(Wj) - G'(ç(Wj))) W(Wj) !

min hoo s.t,
hoc,G' EM

I(G(Wj ) - ê'(ç(wj))) W(Wj)l :::; hoo, j = 1, ... , 1

min h~ s.t.
h oc,n(e),d(e)



I(
G(WO) - n(ç(Wj))) W( 0) 1

2

2 .] d(ç(wj}) W] ~ hoo, J = I, ... .l;

Çd,k E 'R, k = 1, ... , d

min h~ s.t ,
hoo ,n (~ ) ,d (~ )

W 2 (Wj ) IG(wj )d(ç(wj )) - n(Ç(wj)) 12 ~ h~ ld(ç(wj)W,

j = 1, ... , I , Çd,k E 'R, k = 1, ... , d. (2)

In order to cope with the region n for the roots of
the denominator po1ynomial in a computational1y
attractive way an alternative parametrization is in­
troduced for the denominator by representing the
po1ynomia1 as a product of first and second order
po1ynomials.

{
rr (e + akt. + bk) , d even

d(t,) = k=l (d-l)/2

(t. + e) .g (e + akt. + bk) , d odd

(3)
whe re t he parameters ak, bk and e are real-valued.
Then t he fol1owing Lemma gives necessary and suf­
ficient conditi ons for t he 1ocation of the roots of
d(t,) by means of simp1e linear constraints on the

parameters.

Lemma 2.1 Let t.d,k, k = 1, ... , d, be the TOOts of
d(t,) , i.e. all solutions to d(t,) = 0, then fOT any

P ~ 0, r E IR,

'ik
'ik
'ik
d odd

(ii) Re (t.d,k) ::; r, 'i k {:>

{

bk +akT +r 2 ~ 0, 'i k .

ak ~ - 2r , 'i k
c ~ - r , d odd

Proof: (i) First notice that t.+ e = 0 has a so1ution
lt.I::; P if and on1y if lel::; p, Next consider a
second order term e+ at. + b.

(=» Assume e+at.+ b = 0 has so1utions t.b t.2
which satisfy 16,21 ::; p.
Case 1 a2

- 4b 2: 0 => t.l,2

-~ ± J(~f - b. Hence lt.l,21 s p =>

~ + V(~f - b ::; p => 2p - lal ~
v a2 - 4b => 4p2 - 4plal + a2

~ a2 -

4b => p2+ b ~ pial . A1soG::; (~f ::;
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(p - J(~r -brEJ
~ a2

- 4b ::; 0 => t.l ,2 = - ~ ±

i Jb - ( ~f · Hence lt.l,21 ::; p => (~r +
b _ ( ~) 2 ::;

p2 => 1b ::; p21· And 1p2 + b - la lp 1~ p2 +

(~r - Ial p = (p - ~rl ~ 0 I·
({:::) Assume that b ::; p2, p2+ b 2: lal p.

Case 1 a2
- 4b ~ O. Using t he fact t hat

-b ::; p2 - [alp and p - El > P'-b > 0
2 - 2p - ,

this givesEl~+J(~r -b::; ~+

J( ~r + p2 - lal p 7' ~ +J(p - ~r =

~+ p-~=0'

~ a
2

- 4b ::; 0 => B =

J(~r + b- ür = VbEl
(ii) First notice that t. + e = 0 has a so1ut ion

Re(t.) ::; r if and only if Re(c) = e ~ -r .
Next consider a second order term e +at. +b.

(=» Assume e + at. + b = 0 has so1utions
t.b 6, which satisfy Re (6 ,2) ::; r .
~ a 2

- 4b ~ 0 => Re(6,2) = - ~ ±

J(~r -b::; r => - ~ + J(~r -b::; r =>

r + ~ 2: J(~r - b => r
2 + ar + (ir ~

(ir-b=>I r
2 + ar + b ~ 0 I· A1so r +i 2:

J( ~) 2 - b ~ 0 => Ia 2: - 2TI·

Case 2 a2
- 4b ::; 0 => Re(t.12) = _!!. <, 2 -

r => Ia ~ - 2r I· And 1b + ar + r 2 1 ~

(~) 2 + ar + r
2 = ( ~ + r) 212: 0 I.

({:::) Assume that b+ ar + r 2 2: 0, a ~ - 2r .
Case 1 a2

- 4b ~ O. Using the fact that
-b ::; ar + r 2 and i + r ~ 0, this yie1ds

Re (t.l ,2) ::; - ~ + J(~r -b ::; -~ +

J(~r + ar + r
2 = - ~ + J( ~ + Tr =



o

Note that the first part of the Lemma has a
straightforward application in restricting the roots
of the denominator to the region R p by means of
simp1e linear parameter constraints. The second
part of the Lemma can obvious1y be applied in re­
stricting the roots of the denominator to the region
R; by means of simple linear parameter constraints .
T he conditions given in Lemma 2.1 are necessary
and sufficient condit ions, which implies that any
polynomial d(Ç) wit h roo t s in the specified regions
in the com plex plane can be parametrized in such a
way that the para meter cons traints of Lemma 2.1
are satisfied .

T he optimization prob1em (1) has been trans­
1ated into a smooth non linear constrained opti­
mization pr oblem (2) extended with some linear
constrain ts in order to restriet t he location of the
root s of the denominator polynomial (Lemma 2.1).
T his nonlinear optimization problem can be tack1ed
by app1ying standard software for nonlinear con­
strained optimization. In Section 4 some aspects of
the practical implementation will be discussed.

3 The Initial Estimate

In the previous Section the frequency domain curve
fitting problem with maximum absolute value ob­
jective function and guaranteed stability of the re­
su1ting model has been translated into a nonlin­
car constrained optimization problem. Such a non ­
linear opt imizat ion problem can generally only be
solved satisfactorily if a good initial estimate is
avai1ab1e. Here an iterative procedure is proposed
using linear programming techniques to arrive at
such an initial estimate. The following model struc­
ture is considered,

' 1 n(Ç)
M : G (Ç)= d(ç) ,

n d-l

n(Ç) = L nkç\ d(ç) = çd+ L dkç\
k=O k=O

hence stability of the initial estimate is not re­
quired. For some positive, real valued weight
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W(Wj) the following optimization problem is con­
sidered,

min max I(G(wj )d(ç(wj )) - n(ç(wj ))) W(Wj) l,
n(el,d(el ]= 1•. .. ,1

(4)
or equivalent1y,

min hoo s.t.
h oo ,n(e),d(el

I(G(Wj)d(ç(Wj)) - n(ç(wj))) W(Wj) 1::; (5)

::; hoo , j = 1, . .. , l.

Before continuing first an auxiliary Lemma is pre­
sented.

Lemma 3 .1 Consider the function fm'( x ) : lD ~
IR, defined by

fm'(x) = , max , Re (Cm'.k'X) ,
k =l ,... ,m

'th - 21r;iri k ' - 1 2 I > 3 hwz Cm' ,k' - e , - " . . . ,m _ I W ere
Re (.) denot es the real part of " then

• f m'(x)
(1) fm'(X) ::; lx i::; () '

cos ;,

(ii) lim f m'(x) = Ixi-
m'-+oo

Proof: For any x and any Cm' ,k' with ICm'.k,j = 1,
Re(cm',k'x) ::; ICm' ,k,x l ::; ICm ',k' I/xl = lxi, which
proves the left-hand inequality of (i) . Further for
any x there exist an integer l' and 6 E [_ 2é... 2é...)

m" Tn'

such that x = Ixle(2< '+6li, yielding

Re (Cm' ,k'X) = Re (e27l";irilxle(27l"~' +6l i)

= lx/Re (e(27l"~+6l i) = lx icos (271"~ +6).

Ir k' = k* is chosen such that k* + [' = n'm ' for
some integer n', this gives

Re (Cm' .k'X) = lxi cos(271"n' + 6) = lxi cos(5) ~

~ lXi cos (71"/m') {::} lxi::; Re(c("k'
x

) ,
cos ; , )

which proves the right-hand inequality of part (i).
Finally part (ii) immediately follows from part (i)
for mi ~ 00 . 0

Moreover it is easy to show that the bounds in (i)
are tight in the sense that there exists an x such
that the lower bound becomes equality, and there is
an x such that the upper bound becomes equality.
The Lemma in fact says that the amplitude of a



complex number can be calculated approximately
by checking a number of different direetions in the
complex plane.

Using the Cm' ,k' defined in Lemma 3.1 the opti­
mization problem (5) can be approximated by the
optimization problem

min hoo s.t.
hoo,n(e),d(e)

j = 1, ... , 1, k' = 1, ... ,m',

which is equivalent to the linear programming prob­
lem

min hoo s.t ,
hoo,nJc ,dk

W(Wj) Re (Cm"kIG(Wj)çd(Wj)) +
d-l

+ :E dkW(wj)Re (Cm/,kIG(Wj)e(Wj)) + (6)
k= O

- f nkW(Wj) Re (Cm/ ,kle(Wj)) - hoo ::; 0,
k= O

j = 1, ... ,1, k' = 1, ... ,m'.

The following Theorem quantifies the accuracy of

the approximation.

Theorem 3.2 Denote the optimal solution of (4)
by h'ex" n'(Ç), d'(Ç) and the optimal solution of (6)
by h':.a, nl/(ç), dl/(Ç), then

(' ) hl/ <1 00 _

max I(G(wj)d'(ç(wj)) - n'(ç(wj))) W(Wj)! ::;
) =1, ... ,1

max I(G(wj)dl/(ç(Wj)) - nl/(ç(wj)))W(Wj)1 ::;
)=1 ,.. .,1

h'/x,
cos (;,) ,

(
ii) li nl/(Ç) n'(Ç)

m,2?oo dl/(Ç) = d'(Ç)'

Proof: The second inequality in part (i) anses
from the definition of n'(Ç), d'(Ç). Next it is no­
ticed that the optimal solution to problem (6) has

the property
hl/ =

00

.max fm' ((G(wj)dl/(ç(wj)) - nl/(ç(wj)))W(Wj)) ,
)=1 ,... ,1

which yields the third inequality by applying
Lemma 3.1. Finally optimality of of nl/(Ç), dl/(Ç)
implies that for some j',
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which yields the first inequality of part (i) by again
applying Lemma 3.1. For m' -) 00 the right -hand
side in (i) converges to the left-hand side, which
proves part (ii). 0

The optimization problem (6) can be solved exaetl y
using standard linear programming software avail ­
able. See Luenberger (1984) for an extensive treat­
ment of the linear programming problem and algo­
rithms to solve it. According to Theorem 3.2 the
solution to the optimization problem (6) is an ar ­
bitrarily good approximation to problem (4) for mi

sufficiently large.
Now to obtain a good initial estimate for the non­

linear programming problem (1) an iteration is pro­
posed analogously to the Sanathanan-Koerner iter­
ation for f.2- curve fitting (Sanathanan and Koerner,
1963). In each iteration the weight W(Wj) is chosen
such that

where tiprev(ç) denotes the denominator that re­
sulted in the previous iteration. The idea is that
the optimization problem (4) more and more re­
sembles the nonlinear problem (1). It is emphasized
that on the one hand convergence of the iterative
procedure is not guaranteed and on the ot her hand
if it converges the ultimate outcome will generally
not be equal to the optimal result of the non -linear
problem (1). However Sanathanan and Koerner re­
ported good results obtained with this iteration in
an f.2- set t ing and the simulation in Section 5 show
that the procedure also works adequately in the i oo ­

setting adopted here, i.e . the resulting model is in
general a suitable initial estimate for the nonlin­
ear optimization problem. Finally it is mentioned
that the initial estimate need not be stable, as no
constraints of the kind of those in Lemma 2.1 are
imposed on the denominator.

4 Implementation Aspects

The curve fit problem (1) appears solvable by us­
ing linear and nonlinear programming routines. In
praetice things like numerical accuracy play an im­
portant role. Therefore some modifications to the
programming problems (2) and (6) may be neces­
sary to get well-conditioned optimization problems.

From equation (2) it is apparent that in the con­
tinuous time case, ç(Wj) = iwj, the expressions on
the left- and right-hand side can be very large
if Wj > 1. This may cause numerical problems.
The problem is dealt with by introducing a sealing



factor. A proper sealing is achieved by multiply­
ing all constraints corresponding to Wj > 1 in the
continuous time case with the factor j2(Wj) where
f(wj) = w;max(n,d). Hence one such constraint is

given by

j2(Wj)W2(Wj) IG(wj)d(ç(wj)) - n(ç(wj))12 :s

< h~f2(Wj)ld(ç(wj)W·

Analogously the constraints in the linear program­
ming problem (6) need to be scaled. In the con­
tinuous time case for Wj > 1 all terms appearing
in these constraints should be multiplied with the
factor f(wj) as given above. In the discrete time
case and in the continuous time case for frequencies
smaller than or equal to 1 no sealing is required.

A slight improvement of the nonlinear program­
ming problem (2) is obtained by replacing h~ by a
new parameter hoo ,2 ' A consequence of this is that
the objective function becomes linear, which is in
general preferable to a nonlinear objective function.

For the simulation in Section 5 the sequential
quadratic programming method implemented in
the FORTRAN NAG-library has been used, see
Gill et al. (1981) for details about this method.
This method requires the first partial derivatives
of the nonlinear constraints to the unknowns. To
compute these the fact can be used that for any
complex-valued function y(Xl, ... , x n ) of the real
variables Xl, ••• , X n the first (partial) derivative of
the squared magnitude is given by

,oy (, oy )'=y-+ y-
OXk OXk

(
, )OY(XJ,""Xn ) )

=2Re Y(XI, ... ,X n OXk '

where y' is the complex conjugate of y and Re (y)
is the real part of y. Then the first partial deriva­
tives of the constraints in (2) to the parameters
hoo ,2 , nk, ak, bk and c can straightforwardly be
computed. The results can be found in Hakvoort
and Van den Hof (1993).

It has already been noted that the initial esti­
mate resulting from the linear programming prob­
lem need not have all its poles in the specified region
R: If such a model is found it will not be a feasible
solution to the nonlinear programming problem. It
may then be advisable to first change the poles of
the initial model, for example by mirroring, in order
to ensure feasibility of the initial estimate, which
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will generally improve the performance of the non­
linear optimization algorithm.

Finally it is noticed that the parametrization (3)
is not unique as there is freedom in the ordering
of the second order terms. It depends on the spe­
cific nonlinear programming routine that is used if
this nonuniqueness in the solution space will cause
trouble. The routine applied for the simulation in
Section 5 has no difficulties with it. If a routine
is used that has difficulties with the nonunique­
ness, uniqueness may be enforced by specifying ad ­
ditional constraints which correspond to ordering
the second order terms uniquely. These constraints
may for example be the following linear constraints,

al > a2 > ... > a p , p = d/2 or p = (d - 1)/2,

yielding a unique parametrization, which however
excludes the possibility of identical a-parameters in
two second order polynomials.

5 Example

For the simulation example consider the 5th order
discrete time SISO system given by

G(z) = 0.8z5 - 0.9z4 +0.24z3 +0.52z2
- 0.9z +0.4 ,

z5 - 2.47z4 + 2.89z3 - 1.98z2 +0.83z - 0.18

from which noisy frequency response rneasure­
ments G(Wj) have been taken at 100 frequencies
logarithmically distributed between 10-1.5 and tt ,

At each frequency the noise was the sum of a real
and imaginary part which were realizations of in­
dependent gaussian stochastic processes with zero
mean and varianee 0.1. The weighting W(Wj) was
chosen to be equal to IW(eiwj)l, with W(z) =
(z - OA)/(z - 0.7).

Third order models have been estimated. The
initial estimate has been calculated using the pro­
cedure of Section 3 with m' = 4. The iteration was
started with dp re v ( q) set to 1 and was stopped whcn
the maximum parameter change in both numerator
and denominator was smaller than 0.1. Altogether
6 iterations were sufficient to reach the final result.
The transfer function of the initial estimate is given
by

à .. (z) _ 0.821z3
- 0.914z2 + 0.216z - 0.0723

irut - Z3 _ 2.30z2 + 2.04z - 0.709 '

which happens to be stable. After this the nonlin­
ear problem was solved with p = 1. The result is
given by

ê(z) = 0.865z
3

- OA78z
2 + 0.345z - 0.199,

Z3 - 1.53z2 + 0.968z - 0.125



6 Conclusions

Fig. 2: Amplitude Bode diagram weighted fit error
(G(Wj) - G(eiwj)) W(eiwj)
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A procedure has been developed to fit a discrete or
continuous time rational transfer function to a set
of frequency response data minimizing a weighted
l oa-criterion. The procedure consists of two steps.
First an initial estimate is calculated using linear
programming techniques. Then the optimal model
is estimated by solving a smooth nonlinear con­
strained optimization problem. An important fea­
ture of the present curve fit procedure is that the

Fig. 1:

which is also stable, as expected. In Fig. 1 a
Nyquist diagram is shown of the noisy frequency re­
sponse data, the fit of the initialestimate and the fit
of the ultimate l oa-optimal model. In Fig . 2 an am­
plitude Bode diagram is presented of the frequency
dependent weighted fit error for the optimal model.
The maximum error is achieved 7 times. From this
plot it is very clear that the optimization objective
has been to minimize the maximum amplitude over
all frequencies.
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Abstract. A least squares identification method is studied that estimates a finite num­
ber of expansion coefficients in th e seri es expansion of a transfer fun ction, where th e
expansion is in terms of recently introduced generalized basis fun ctions . The basis fun c­
tions are orthogonal in 'H2 and generalize th e pulse, Laguerre and Kautz bases. One of
their important properties is that when chosen properly they can substantially increase
the speed of convergence of the series expansion. This leads to accurate approximate
models with only few coefficients to be estimated. Explicit bounds are deri ved for the
bias and vari anee errors that occur in th e paramet er estimates as weIl as in the resul ting
transfer function est imat es.

Keywords. System identification, orthogonal basis funetions , FIR modeis , linear regres­
sion, modelling errors, system approximation.

1 Introduction

The use of orthogonal basis funetions in modelling
and identification of dynamical systems has a long
history. Recently, renewed attention has been given
to the problem of chosing basis funetions that are
in some sense suitable for accurately modelling a
given dynamical system. The use of Laguerre func ­
tions (King et al., 1979; Nurges and Yaaksoo, 1981;
Nurges, 1987; Wahlberg, 1991) shows the ability
to choose a scalar design variable in a range that
matches the dominating (first order) dynamics of
the process to be modelled. An optimal choice of
this design variabie is given attention in Fu and
Dumont (1993). For moderately damped systems,
Kautz funetions have been introduced, whi ch actu­
ally are basis functions based on second order dy­
namics, see e.g. Kautz (1954), Wahlberg (1990,
1994).
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Recently a generalized set of orthonormal basis
funetions has been developed that is generated by
inner (all pass) transfer funetions of any precho­
sen order, Heuberger and Bosgra (1990), Heuberger
(1991), Heuberger et al. (1992 , 1993). This type of
basis funetions generalizes the Laguerre and Kautz­
type bases, which actually occur as special cases
when choosing first order and second order inner
functions. Given any inner transfer funetion (with
any set of eigenvalues) , an orthonormal basis for
the signal space f 2 (and similarly for the operator
space 'H2 ) can be construeted.

Using basis funetions that contain dynamics can
have important advantages in identification and
approximation problems. It has been shown in
Heuberger et al. (1992) , that if the dynamics of
the basis generating system and the dynamics of
the system to be modelled approach each other ,
th e convergence rate of a series expansion of the



00

Go(z) = Z-l L Lo(k)lIk(z) (3)
k=O

n-l

é(l, O) = y(t) - L L(k ,OWk(q)u(t - 1) (4)
k=O

Given data {u(t),y(t)h=O,...,N that is taken from ex­
perimen ts on this system, a model wil! be identified
usin g a model structure

(7)

(9)

00

G(q) = q-l L L(k) lIk(q)
k=O

00

2 Gener a li zed orthonormal basis
funetio n s

The basic result from Heuberger et al. (1992) con­
cerning generalized basis fun ctions is refiect ed in
the fol!owing proposition,

Proposition 2 .1 Lel Gb(z) be a scalar inn er [unc­
tion with McMillan degree nb > 0, having a minimal
balanced realizat ion (A, B , C, D) .
Denote

lIk(z) := z(z I - A)-lBG~ ( z) (6)

Then ih e sequence of scalar rational funclions
{eTlIk(é W

) } i=l .... ,nb;k=O... .oo f orms an orthonormal
basis for the set 112 of al! stabie rational funclions
that are squ ared integrabie on the unit circle. 0

As aresuIt , for an y such lik(z), any strictly proper
tran sfer function G(z) E 112 has a uniqu e series
expansion

(A,B ,C,D) = (a,~,~,-a) .

Th e Kautz funclion s (Kauiz, 1954; Wahlberg,
1990,1994), can be shown to be generated by a
second order inn er [unci ion , see Heuberger et al.
(1992).

where °vanes over some appropri ate param eter
space.

~ (l-az)k
lIk(z) = vl-a-z(z_a)k+1 (8)

that originat e from ih e inn er funclion Gb(z) =
1 - az
---, with som e real-valued a, lal < 1, and bal­
z-a

anced realization

with L(k) E IR1 x n b.

Remark 2 .2 Noi e that for specific choices of
Gb(z) wel! known classical basis funclions can be
generated, sucli as the pulse funclions lIk(z) = z-k
which originat e from Gb(z ) = Z - l, and ih e Laguerre
funclions

lIk(z) = L </>k(e)z-i
i=O

then {eT</>k(e)}i=l ....,nb;k=O....,oo is an orthonormal ba­
sis for the sign al space l'2[0,00 ).

This orthonormal basis for 112 also induces a
similar basis for t he signal space e2 [o, 00) of
squared summabIe sequences, through inv erse z­
transformation to the signal-domain. Let

(1)

(2)v(t) = Ho(q)eo(t)

y(t) = Go(q)u(t ) + v(t )

with eo a un it varianee. zero mean white noise pro­
cess, and Ho a stable rational transfer function.
When given a sequence of orthonormal basis func ­
tions {lIk( z)h=o,....oo s we wil! accordingly write:

with é( t ,0) referring to the one-step-ahead predic­
tion error of the model given by parameter °(see
Ljung, 1987). The estimated parameter is deter­
min ed by the least squares method:

• 1 N

ON = argmin- "" c( t, O)2 (5)
oN ~

t=l

with Go(z) = L::~l go(k)q-k a scalar, stabIe and
st rict ly proper linear , time-invariant dis crete-time
system ; y(t) and u(t) scalar-valued output and in­
put signal; v a zero-mean stat ionary stochastic pro­
cess with rational speetral density, and q-l the de­
lay operator. We wil! write v(t) as

system becomes very fast . Needless to say that the
identification of expansion coefficients in a seri es ex­
pansion benefits very much from a fast convergence
rate; the number of coefficients to be determined to
accurately model the system becomes smal!er .
In th is paper , we wil! focus on the properties of the
identification scheme that estimates expansion co­
efficients in such series expansions, by using simple
(least squares) linear regression algorithms. In a
sto elrasti c framework, similar to Ljung (1987), we
wil! derive expressions for bias and varianee errors
that affect the (asymptotic) parameter and transfer
function estimates.

Con cerning notation, a transfer function is cal!ed
inn er if it is stabIe and it additional!y satisfies
GT(Z - I)G(Z) = 1. l'2[0 ,00) is t he space of squared
sum mabIe seque nces on t he time-in terval Zn[O, 00).
112 is t he I-l ilbert space of st ab Ie linear systems,
that are squared in tegr abl e on the unit cir cle. c5( t)
is the Kr on ecker del ta fun ction , i.e. c5( t ) = 1, t = 0;
c5(l) = 0, t i= O.

We conside r the fol!owin g probl em se t-up .
Let there be a data gen erating system:
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00

00

X(k) := I: oPk(t)XT(t) (10)
1=0

In terms of the sequence of expansion coefficients,
this can also be written as

(17)y(t) = [G(z)Im]u(t)

Then

00
with

G(..\) := I:g(k)N(..\)k. (16)
k=O

Proof: See Appendix. 0

Proposition 3.2 Consider a scalar transfer [unc­
tion G E 112 re!ating m-dimensional input and out­
put signals y, u E f~, according to I

The interpretation of this proposition is that the
Hambo-transforrn of any system G can be obtained
by a simple variable-transfomation on the original
transfer funetion, where the variabie transforma­
tion concerned is given by z-l = N(..\).
Note that this result generalizes the situation of
a corresponding Laguerre transformation, where it

h . bI forrnati ..\ +aconcerns t e varia e-trans orrnation z = --
1 + a..\

(see also Wahlberg, 1991). However due to the fact
that the McMillan degree of the inner function gen­
erating the basis in this generalized case is nb ~ 1,
the Hambo-transformed system decription G in­
creases in input/output-dimension to G E 1l;bx nb.

Note that G is scalar. N(..\) is an nb x nb ratio­
nal transfer function matrix of order 1 (since D is
scalar).
The previous Proposition considers scalar f 2 signals
and scalar systems. There exists a straightforward
extension of these results to a particularly struc­
tured multivariable system that will appear to be
fruitful in the sequel of this paper.

(11)

(12)Y(..\) = G(..\)û(..\) .

x(..\):= I:X(k)..\-k
k=O

We will refer to x(..\) as the H ambo- transform of the
signal x(t). Note that x E f~, and x(..\) E 1l;bx m

.

Now con sider a scalar system y(t) = G(q)u(t) with
G E 112 with U, y signals in f 2 . Then there exists
a Harnbo-transforrned system G(..\) E 1l;bx nb such
that

3 Orthogonal transformations of
signals and systems

The orthonormal basis for f 2/1l2 induces a transfor­
mation of signals and systems to an "orthogonal"
domain. Next to the intrinsic importance of signal
and systems analysis in th is transforrn-dornain (for
some of these results see Heuberger (1991)), we can
fruitfully use these transformations in the analysis
of statistical properties of the identified models, as
weIl as in the derivation of bias and varianee error
bounds.

Let {Vk (z)h=o....oo be an orthonormal basis, as de­
fined in the previous seetion, and let {oPk(t)h=o....oo

be as defined in (9), then for any signal x(t) E f~

th ere exists a unique transformation

and we denote the corresponding ..\-transform of
X(k) as:

N(..\) := A + B(..\l - D)-lC (14)

where the shift operator q operates on the sequence
index k. The construetion of th is transformed sys­
tem is given in the following proposition.

Proposition 3.1 Consider a scalar system G E
112 re!ating input and output signals according to
y(t) = G(q)u(t) with u, y E f 2 , with G(z)
E:og(k)z-k.
Consider an orthonormal basis {Vk(z)h=o....oo as
defined in the previous section, generated by a scalar
inner transfer funclion Gb(Z) with input-balanced
realization (A, B, C, D).
Denote:

o

(18)

o

Y(..\) = G(..\)ü(..\)

with G(..\) as defin ed in (16).

Y(..\) = [YI(..\) I ... I Ym(..\)l =

= G(..\)[Ûl(..\) I ... I üm ( ..\) ] = G(..\)ü(..\).

One of the results that we will need in the analysis
of least squares related block Toeplitz matrices is
formulated in the fol1owing Proposition.

ISince G(z) is scalar we allow the notation G(z)Im l which
more formally should he denoted as G(z) 0 Im .

Proof: For m = 1 the result is shown in Proposi­
tion 3.1. If we write the relation between y and
u componentwise, i.e. yj(t) = G(z)Uj(t) it Iol­
lows from the mentioned Proposition that Yj(..\) =
G(..\)Üj(..\), where Yj, Üj E IRnb X 1

( ..\ ) . It follows di­
rectly that

(13)

(15)y(..\) = G(..\)ü(..\)

Y(k) = G(q)U(k) for all k

Then
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Proposition 3.3 Consid er a scalar inner transfer
funcl ion Gb(z) generating an orthogonal basis as
discussed before. Then

Then
hv(t) = H(q)8(t)

and consequently with Proposition 3.1

(21)

(19)
(22)

Proof: It can simply be verified that for all k,
Gb(q)(f>k(t) = ~k+l(t). With Proposition 3.1 it foll­
lows that ~k+l(.'\) = äb('\)~k('\)'
Since for each k, ~k(,\) = 2::~0 Inb8(t - k),\-t, it
follows that for all k,

(20)

Since this holds for all k it follows that Gb (,\ )

I nb,\ - l. 0

Similarly, let w(t) = Pwv(q)v(t) with Pwv a stabJe
scalar transfer funct ion, then

(23)

wit h hw , h; E f 2 , the impulse responses of stabie
speetra l factors of cf>w(w), cf>v(w), respectively.
Simi larly to Lemma 3.4 we can now formulate some
properties of stochastic processes .

The basis generating inner function transforms to
a sirnple shift in the Hambo-domain.
The following lemma relates quadratic signal prop­
erties to properties of the transformed signais.

Lemma 4.1 Let w, z be m-dimensional sta­
tionary stochastie processes, satisfying w(t) =
2::~=0 hw(k)e(t - k) and z(t) = 2::;;':0 hz(k)e(t - k),
with e a scalar-valued unit varianee white noise pro­
cess. Then

Proof: This Lemma is a direct consequence of the
fact that due to the fact that the basis is orthonor­
ma l, it induces a transformation that is an isomor­
phism. 0

Lemma 3.4 Let Xj, Xl E f~ and eonsider a
Hambo-transform induced by an orthonormal ba­
sis Vk(z) generated by an inner funclion Gb( z) with
MClvlilland degree nb ~ 1. Then

ËW(t)ZT(t) =

2~1:h~(e-iw)PZv( e-iw)Pwv(eiw)hv( eiW)dw .

with Pwv, Pzv E 1i2 , and v(t) = 2::;;':0 hv(k) e(t ­
k), with e a scalar-valued unit varianee white noise
process. Then

w(t) = Pwv(q)Imv(t) (25)

z(t) = Pzv(q)Imv(t), (26)

Lemma 4. 2 Let w, z, and v bem -dimensional sta­
tionary stoehastie processes, satisfying

The previous two lemma's can simply be shown
to hold also in the case of quasi-stationary sig­
naIs. To th is end we al ready used the operator
Ë := limN--+oo -Ft 2::;:~1 E, where E stands for ex­
pectation .

0000

L Xj(t)xf(t)
t=O

The transformation that is discussed in th is section
refers to fTsignals and the corresponding transfor­
mation of systems actually concerns the transfor­
mation of the fTbehaviour of a dynamical system.
Ilowever, th is same orthogonal basis for f 2 can also
be employed to induce a transformation of (quasi­
) stationary stochastic processes to an orthogonal
domain.

4 Orthogonal transformations and
stochastic processes

Let v be a scalar valued stochastic process or quasi­
stationary signal (Ljung, 1987), having a rational
speetral densit y cf> v(w) . Let Hv(eiw) be a stabie
speetral factor of cf>v(w), and let hv(k ) be its f 2 im­
pulse response, satisfying Hv(z ) = 2::;;':0hv(k )z- k.

5 Identification with linear regres­
sion models

As mentioned in the int rodu ct ion, we will consider
a least squa res identification scheme applied to the
model structure

n-l

€(t, O) = y(t ) - q-l L L(k)Vk(q)u(t), (27)
k=O
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where we will assume that the input signal u(t) is
a reaiization of some stationary stochastic process,
and we will denote

Lemma 6.1 The block- Toeplitz matrix R(n) de­
fined in (33) is the covariance matrix relaied to the
speetral density function

(28) ~ () h-T (-iW)h- (iw)
'Pro w = ro e ro e ,

We will further denote

and consequently

e:(t, ()) = y(t) _1/JT(t)B.

(29)

(30)

(31)

Proof: The matrix R(n) has a block -Toeplitz
structure with the (j, f) block-elernent given by
ËXj(t)xf(t). Since Xj(t) = Ct(q)Inb . xo(t) it fol­
lows with Lemma 4.2 that

Following Ljung (1987) under weak conditions the
parameter estimate ON(n) (5) will converge with
probability 1 to the asymptotic estimate

with

()*(n) = R(n)-l F(n) (32)

With Proposition 3.3 it follows that

with <I>ro(w ) := h;o(e- iw)hro(eiw), and this proves
th e resuit. 0

F(n) = Ë1/J(t)y(t) (33)

For the analysis of bias and varianee errors of this
identification scheme, we will further use the fol­
iowing notation:

Lemma 6.2 Let Hu be a stable speetral factor of
the speetral density function <I> u(w). Th en

leading to the following alternative description of
the data generating system:

y(t) = 1/JT(t)Bo +1/J;(t)Be +v(t), (34)
Go(eiw) = DT(eiw)Oo +D; (eiw)Oe . (35)

Go(z)

00

Oe

1/Je( t)

Dn( eiw)

De(eiw
)

00

= Z-l L Lo(k)Vk(Z)
k=O

[Lo(O) .. · Lo(n - l)]T

[Lo(n) Lo(n + 1) ··.f
[x~(t) X~+I(t) . . .f

._ e-iw(Vl(eiw) Vt(eiw) . . . V!-.l (eiw)]T

._ e-iw(V,:(eiw) Vn~l (eiw) .. .f

Proof: Since xo(t) = q-lVo(q)u(t) we can write
hro(t) = q- 1Vo(q)Hu(q)8(t). Since Hu is scalar,
we ean write hro(t) = Hu(q)q-

1Vo(q)8(t) =
Hu(q)hvo(t), with hvo(t) the impuise response of the
transfer function q-IVo(q) .
Applying Proposition 3.1 now shows hro = Huhv =_ _ 0

Hu. The latter equality follows from hvo = Inb, as
the impulse response of q-lVo(q) exactly matches
the first nb basis functions in the Hambo-domain.

o

Remark 6.3 Noie that in Wahlberg (1991) [or
the (first order) Laguerre case, the correspanding
Toeplitz matrix is the eauarianee matrix related io
the speetral density

This implies that in that case a variable transfor­
mation

We will further assume that the input signal u has
a rationai speetral density function <I>u(w), with a
stable speetral factor Hu (eiw).

6 Asymptotic analysis of bias and
varianee errors

6.1 Introduction

First we will present a couple of results concerning
the properties of the block- Toeplitz matrix R(n) .
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eiw+ a
<I> u ( . \).

1 + ae'W

eiw+ a
eiw -+ --.,.-

1 + aéw

is involved, or equivalently

(38)

(39)

(40)



consequent ly

IG(eiW1 ,0*) - Go(eiW1) 1~

~ 11V0(eiW1)11 00 [1100 - 0*111 + 1I 0elhl ~

11V0(eiW1)11 00 hlnbn ess ~u~w:ut} 11Oe11 2+1I0elh} , (44)
ess m W uW

C or ollary 6 .7 Consider th e identification se tup as

discussed in th e previous seetion.
If Hu is an inner transfer [unciion, th en for any
ualue of n , e: = 00 and th e transfer funetion error
bounds become

(a) IG(éW1,o*) - Go( eiW1) 1~ IlYó(eiW1)1I 00 1l 0ell l!
[or each WI;

IIG(z,o*) - Go(z)II1l2 ~

< 1100 - O*II ~ + 1I0ell~ ,

< {I + ess ~upw ~u(w) }1I 0elk
ess inf., ~u (w )

The proof is added in the Appendix. 0

Note that th is lat ter bound on the bias in th e t rans­
fer funetion est imate as well as the previously de­
rived bound , are dependent on the basis funetions
chosen.
Not e that the fact or 1I0ell ~ is determined by the
convergence rate of the series expansion of Go in
th e general ized basis. T he closer the dyn amics of
th e system Go will be to the dynamics of the inner
t ransfer function Gb, t he faster the conve rgence ratc
will beo Upper bounds for the convergence rate in
terms of th e eigenvalues of Go and Gb are derived
in Heuberger et al. (1992).

The results in (43), (45) show that we achieve con­
sist ency of the parameter and t ransfer funct ion esti­
mates as n -+ 00 provided that the input spectrum
is bounded away from 0 and 1I0ell 2-+ 0 for n -+ 00 .

The latter condition is guaran teed if Go E 'H2 •

For the FIR case, corresponding with Gb(z) = Z- I,

we know that und er spe cific experiment al condi ­
tions also the finite number of exp ansion coefficients
can be estimated consistently, irr especti ve of the
tail , This situation can also be formulated for th e
generalized case.

where 11 Vo(eiW1)11 00 is the loo-induced operator norm
of the matrix Yó(eiW1) E C n bx 1 , i.e. th e maximum
absolute value over th e e1ements in Vo(eiW1).
Part (b ). The 'H2-norm of the model error is
bounded by:

Proposition 6.6 Consider the identification se/­
up as discuseed in the preoious seclion. Then
Part (a) . For all WI E IR,

o

W

inf ~u(w) ~ Àj (R(n)) ~ es s sup ~u(w) .
W

ess

Proof: See Appendix.

110*-00 IkSIl R(nt l 11 2·11 Ë[1jJ (t )1jJ; (t )l Il 2 ·lIoeIl 2,
(42)

where for a (mat rix) operator T , IITII2 refers to th e
induced operator 2-norm. For simplicity of notation
wc have skipped the dependenee of 0* (and 00 ) on
n. This leads to the following resul t.

Proposition 6 ..5 Consider th e identification set­
up as discuss ed in th e preuious seetion . Then

(D , C, E, A) = (-a,~,~, a).

The Proof of the Proposition is added in the Ap­
pendix.
For the bias in the transfer funet ion estimate the
corresponding result is as follows.

This directly leads to th e variabie transformation

(40) .

6 .2 Asymptotic bias error

We will analyse upp er bounds for the asymptotic
bias errors 0* - 00 and IG(eiw,O*) - Go(eiW)I .
Combining equat ions (32),(33) and (34) shows that

No te that in this Laçuerre case we can write
1 - az

which can be realized by
z - a

the mini m al baleneed realizat ion (A , E, C, D)
(a ,~,~, -a ) .
In th e setting of this paper, th e variabie transfor­
mation involved is given by e- iw -+ N(é W

) , while
N has a minimal baleneed realization

Th e following Proposition bounds the eigenvalues
of the Toeplitz matrix R(n).

Proposition 6.4 Let the Toeplit z matrix R(n) de­
fin ed in (33) have eigenvalues Àj(R(n)) . Then

(a) For all n , the eigen valu es of R(n) are bounded
by
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(b) IIG(z, (J*) - GO(Z)I\ 1i2 ~ lI(Jell~.

Proof: Under the given condition it can simply be
verified that lII xo(w) = cInb' This implies that the
block-Toeplitz matrix R(n) = I , and that for all
n 2 1, R12 (n) = O. Employing this relation in the
proofs of Propositions 6.5, 6.6 shows the results. 0

Note that a special case of the situation of an inner
Hu is obtained if the input signal u is uncorrelated
(white noise) . In that situation Hu = 1 and conse­
quently h; = I n b, being inner.

Proof: The proof follows along similar lines as fo!­
lowed in the proofs of Lemma's 6.1 and 6.2. 0

From th e asymptoti c covariance of the parameter
estimate, we can derive the expression for the t rans­
fer function estimate:

~
A. A . IT '

-cov(G(e'Wl) , G(e'W2)) -+ -On (e'Wl )QnOn(e-iW2)
n n

(49)
as N -+ 00, while cov(·, ·) refers to the cross­
covarianee matrix in the joint asymptotic distribu­
tion of

- - T -iw - iw1II.(w) := H. (e )H.( e), (47)

Now we have the ingr edients for formulating an ex­
pression for th e asymptotic covariance (n -+ 00,
N -+ 00) of the est imate d transfer functions.

Theorem 6.9 Assume the speetral density lIIu (w)
to be bounded away from zero and sufJiciently
smooth.
Then [or N -+ 00 and n -+ 00:

The proof is added in the Appendix.

Theorem 6.9 gives a closed form expression for the
asymptotic covariance. Note that it implies th at
the varianee of the transfer function estimate for a
specific Wl is given by

which is the noise to input signa! ratio weighted
with an additional weighting factor that is -le­
termined by the basis functions. This additiona!
weighting, which is not present in the case of FIR
estimation again genera!izes the weighting that is
also present in the case of Laguerre basis functions ,
see Wahlberg (1991). Since the frequency Iunction
Vo(eiw) has a !ow pass character, it ensures that
the varianee will have a roll-off at high frequencies.
This is un!ike the case of FIR estimation, wher e the
absolute varianee generally increases with increas­
ing frequency.
The ro!e of Vo in this varianee expression clearly
shows that there is a design variab!e involved that
can be chosen a!so from a point of view of vari­
ance reduetion. In that case Vo has to be chosen(48)

Lemma 6.8 The speetral density function related
lo the block Toeplitz matrix P(n) = Ë1,b(t)1,bT(t) is
given by

6.3 Asymptotic varianee error

For an analysis of the asymptotic varianee of the
est imate d transfer function, we can generalize the
results as obtained for the case of Laguerre func­
tions in Wahlberg (1991).
From classical analysis of prediction error identifi­
cation methods, Ljung (1987), we know that under
fairly weak condit ions

where N (O , Qn) denote s a Gaussian distribution
with zero mean and covariance matrix Qn' For out­
put erro r iden ti fication schemes, as applied in th is
pap er , the asy mptotic covariance matrix satisfies:

where H. is a stabie speetral factor of the spectrum
of s,
Thi s notation implies that lIIxo(w) = 4>u(w) .
In our evaluation of the asymptotic covariance ma­
trix Qn' this brings us to the following resu!t for
th e block-Toep!itz matrix P(n) = Ë1,b(t)1,bT(t).

o;= [ËljJ(t )ljJT(t)t1[Ë1,b(t)1,bT(t)][ËljJ(t) ljJT(t)t1

(46)
with 1,b(t ) = 2::0 ho(i)ljJ(t + i), and ho(i) the im­
pul se response of the corresponding transfer func­
tion Ho .
Note that according to Lemma 6.1, R(n) =
ËljJ (t )ljJT(t ) is a finite part of an infinite covari­
ance block-Toeplitz matrix with spectra! density
lIIxo(w) = H"[(e-iw)HukW

) .

For ease of notation we will introduce the following
transformed spectrum for any (quasi-stationary)
stochastic process s(t) :
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00

with the matrix Ak E IRknbxknb given by

Y(k) =L <Pk(t)U(t - I) (A.3)
1=0

o
o
o
o

B C A

o
A 0

B G A
BDG BG

(A.2)
Using this in the expression for Y( k) shows th at

The resul t of the theorem also shows that - in
genera l - the transfer functi on est imates will be
asympt ot ically uncorrelated. An except ion has to
be made for thoses frequencies Wl =J W2 for which
holds that Gb(eiw1) = Gb(é''2) . This situation will
occur in the situation that n b > 1, where it becomes
possib le that the covariance of the two est imates
becomes unequal to zero .

in such away that it reduces th e effect of the noise
(<I>v(w)) in those frequ ency regions where the noise
is dominating.

Conclusions

In th is paper we have analysed some asymptot ic
properties of linear estirnation schemes that iden­
tify a finite number of expansion coefficients in a
series expansion of a linear stabIe transfer function,
employing recently developed generalized orthoge­
nal basis funct ions. These basis functions general­
ize th e well known pulse, Laguerre and Kautz basis
functions and are shown to provide flexible design
variables , that when properly chosen provide fast
convergence of the series expansion. In an identifi­
cat ion context this implies that only few coefficients
have to be estimated to obtain accurate estimates,
while simple linear regression schemes can be used .
Both bias and varianee errors are analysed and er­
ror bounds are established.
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As aresuIt , for each k,

Y(k) = AU(k) + B CU(k - 1) + BDCU(k - 2) +
+ ...+ BDk-1GU(O).

This immediately shows that

jj(À) = [A +B(À - Dt1G]it(À) , (AA)

leading to G(À) = [A + B(À - D)-lG].
Putting several time delay transfer functions in cas­
cade, it f?llows straightforwardly that G(z) = z- k
leads to G(À) = N(À)k, which proves the result. 0

P roof of Proposition 6.4.
Part (a).

Denote the vector fl(n ) := [fl6 flr ... fl~_I] T , p; E
IRnb. Then

Appendix

Proof of Proposition 3.1.

Let us consider th e situa t ion for G(z) = Z - l .

In th is sit uation y(t) = u(t - 1) . Consequently
Y(k ):= 2:;':0 <Pk(t)y(t) = 2:;':0 <Pk(t )u(t - 1). From
Heub erger et al. (1992), we now that for each k E Z:

(A.6)

(A.5)
n - l n- l

fl(nf R(n)fl (n) = L L ILr Cklfll
k=O l =O

Il(n f R(n )fl(n) = 2
1
7r1:7]T(eiW)<I>u(w)7] (e- iW)dw,

(A.7)

Ckl = 2~1:Vk( eiwWt(e- iW)<I>u(w)dw .

Denot ing 7]T(eiw) := 2:~:~ flfVk( eiw), it follows
that

with

(A.1)
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(A.8)

(A.IO)

while the orthonormality of the basis functions im­
plies that

1 1- T " T- TJ (e,w)r,(e-'W)dw = Jl(n) Jl(n).27f __

Since
ess inf., lI>u(w) . Jl(nfJl(n) ~ Jl(n)TR(n)Jl(n) ~
~ esssUPw lI>u(w) . Jl(nfJl(n), it follows that

essinf lI>u(w) ~ IIR(n)112 ~ ess sup lI>u(w) . (A.9)
W W

The latter equation can be verified by realizing
that, since R(n) is symmetrie, 'there exists Q(n)
satisfying R(n) = Q(n)Q(nf leading to

ess inf lI>u(w) s IIQ(n)lI~ ~ ess sup lI>u(w).
w . W

Part (b).
The Hermitian form T; := JlT(n)R(n)Jl(n) can be
written as

through uni tary transformation preserving the
norm , i.e. vT(n)v(n) = JlT(n)Jl(n). Consequently

Jl(nfR(n)Jl(n) < max .x~n),
pT(n)jl(n) - i

which is known to be bounded by ess supw lI>u(w).
Since th e Hermitian form Tn is related to the
Tocplitz form (A.7), Theorem 5.2.1 in Grenander
and Szegö (1958) directly leads to the result that

lim max.x( n) = esssup ll>u(w).
. I

n-oo 1 w

Proof of Proposition 6.5.
Wi th Proposition 6.4(a) it follows that
II R(nt l l12~ (ess inf., lI>u(W))-l.
For const ruet ing a bound on the seeond term on
th e right hand side of (42) , we first consider the
following notation.
Denote R12(n) := Ë[tP(t) tP;(t)]j then we can write

which is an infinite block-Toeplitz matrix, of which
R(n) is a finite part .
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IIR12 (n)1I2 < III i . ; 0 ]1I211Rlb ll [ Onb7 °O ] 112,

< IIRII 2. (A .II)

As aresuIt

which
by Proposition 6.4(b) is equal to esssuPw lI>u(w).
This proves the result . 0

Proof of Proposition 6.6.
Writing

G(eiw,O*)_Go(eiw) = [nT( eiw) n;(eiw)] [ ()*;. 00
]

(A.12)
it follows that for eaeh Wl:

IG(eiW1, 0*) _ Go(eiW1)1 ~

~ 11 [ nT (eiW1
) n~ (eiW1

) ] Ih . 11 [ 0* ;. 00
] Ih,

where I1 . Ih refers to the induced el matrix norm
and the Rl- norm, respectively. It follows from the
fact that Gb is inner that

IG(eiW1 ,0*) - Go(eiW1)1 ~

< IlVoT(eiw 1 )Ih ·11 [ 0* ;. 00
] Ih ,

= 11 Vcr (eiW1)Ih . [110* - Oolh + 1I 0elh]'
11V0(eiW1 )lI oo ' [110* - Oolh + 1I 0elh]·(A.I3)

Part (a) of the Proposition now follows by substi­
tuting the error bound obtained in Proposition 6.5,
and using the inequality 110* - 00 111 ~ ylnbnllO* ­
00112'

Because of the orthonornality of the basi s functions
on the unit circ1e, it follows that

[
0* - 00 ]IIG(z, 0*) - Go(z)II1i2 = I1 Oe 11 2,

whieh together with Proposition 6.5 proves the re­
sult of (b) . 0

Proof of Theorem 6.9.
Using (49), and substituting nn(eiw) shows that

.!.n~(eiW1)Qnnn(e- iW2) =
n

.!.[Vcr(e iW1) V;T(eiw1) . .. V';'" 1 (eiW1)] . Qn'
n

.[Vl (e- iW2) v;T(e- iW2 ) • • • Vn-z:.. l (e- iW2)f.



whcre

References

Y. Fu and G.A . Dumont (1993). An optimum t ime
scale for disc rete Laguerre network. IEEE Trans.
A utom . Conirol, A C-38, pp. 934-938.

G.C. Goo dwin, M. Gevers and D.Q. Mayne (1991).
Bias and varianee distribution in transfer Iunc­
tion estimati on. Preprint s 9th IFA C/IFORS
Symp. Id entification and S yst . Param. Estim.,
July 1991, Budapest , Hungary, pp . 952-957.

U. Grenander and G. Szegö (1958) . Toeplitz Forms
and Their Applications. Univ. Californ ia Press,
Berkeley, 1958.

KJ. Harman and B. Wahlberg (1989) . Convergence
rates for inverse Toeplitz matrix farms. J. Multiv.
Analysis, 31, no. 1, pp . 127-135.

P.S.C. Heuberger and O.H. Bosgra (1990) . Approx­
imate system identification using system based
orthonormal functions. Proc. 29th IEEE Conf.
Decision and Control. pp. 1086-1092.

P.S.C. Heuberger (1991 ). On A pproxim ate S ys­
tem Identification with Syst em Based Orih onor­
mal Funetions. Dr. Disser tation , Delft Unive r­
sity of Technology, The Netherlands, 1991.

P.S.C. Heuberger, P.M.J. Van den Hof and O.H .
Bosgra (1992). A G'eneralized Orthonormal B a­
sis for Linear Dynamical Syst em s. Report N-404,
Mech. Eng. Systems and Control Group, Delft
Univ. Techn . Abbreviated version in Proc. 32n d
IEEE Conf. Decision and Conirol, 1993.

W .H. Kautz (1954). Transient syn thesis in the ti me
domain. IRE Trans . Circ. Th eory , C T-1, 29-39.

L. Ljung and Z.D. Yuan (1985). Asymptoti c prop­
erties of black-box identification of transfer func­
tions . IEEE Trans . A uiom. Control. A C-30, pp .
514-530.

L. Ljung (1987). System Ident ifi cation - Theory [or
th e User. P ren ti ce Hall, Englewood Cliffs, NJ.

Y. Nurges (1987). Laguerre models in problems of
approximation and idcntification of discrete sys­
tems. A uto m . and Remote Contr., 48,346-352.

Y. Nurges and Y. Yaaksoo (1981) . Laguerre state
equations for a mult ivariable discrete system.
Autom. and R emote Contr., 42, 1601-1603 .

B. Wahlberg (1990) . On the Use of Orthogonalized
Exponentials in Syst em Id eat ijication: Re port
LiTH-ISY-1099, Dept. Electr. Eng., Linköping
University, Sweden.

B. Wahlberg (1991). Systcm identification us-
ing Laguerre models. IEEE Trans . Automat.
Conir., AC-36, 551-562 .

B. Wahlberg (1994). System identification using
Kautz modeIs . To be published in IEEE Trans.
A utom. Control.

o

(A.18)

(A.16)

(A.15)

if Wt -I W2,

if Wt = W2'

which proves the result .

~[1 G'b(eiw1) . G'b'-t(eiW1)]Sn'
n

.[1 G'b(e-iw2) . G'b'-1(e-iw2)f

~f!~(eiWl )Qnf!n(e-iW2) =
n

= ~[1 é'" . eiw,(n- t )]Sn[1 e- iW2 • e-iw2(n-t)]T.
n

llowever note that in (A .16) thi s sp ectrum has to be
evaluatc d under the var iabIe transformation (A.15).
Consider the variabIe transformtion (A.15) applied
to Jiv(eiw). Note that

~ ([l G'b(eiw1) .. . G'b'-t (eiW1)] ® Vl(eiw1))Qn'
n

([1 G'b(e-iW2) ... G'b'-t(e- iW2 )] ® VoT( e-iW2))T,

the latter equality following from Proposition 3.l.
As aresult, the expression in (A .16) becomes

whcre S(w) is the speetral density related to the
Toeplitz matrix Sn in th e limit as n -t 00.

It can be verified that

Thc convergence result of Harman and Wahlberg
(1989) and Ljung and Yuan (1985) now show that
for n -t 00, this expression converges to

Employing this transformation in the derived ex­
pression for the covariance matrix provides:

Since G'b is an inner function wc can consider the
variable transformation

Note tha t th is latter expression can be written as

and this equals
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non-linearly parametrized state space models
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Abstract. When a model is to be determined by use of system identification where the
model parametrization is non-canonical, existence of a unique model (i.e. unique param­
eter values) not only depends on the excitation properties of the input signal but also
on the model parametrization. The latter is referred to as structural identifiability of a
model parametrization. In this paper a method is proposed to investigate local structural
identifiability of high order state space models with non-linear parametrizations. The
method is based on rank evaluation of an information matrix. A gradient computation
algorithm, based on a dynamic programming formulation and normally used in an iden­
tification framework, enables computation of an analytical expression for the information
matrix.

Keywords. system identification, identifiability, state space model structures, gradient
computation

1 Introduetion

The issue addressed in this paper concerns identi­
fiability of linear, time invariant model structures
where the parametrization is based on, for example,
physical a priori knowledge of the process. Since in
this case the model parametrization is determined
by physicallaws, where the (yet unknown) parame­
ters have physical interpretations, the parametriza­
tion usually has a non-canonical form. Whereas a
canonical parametrization establishes a one-to-one
relation between the input-output behaviour of the
model and the parameters, this relation is not triv­
ial in case of a non-canonical form. Now if a mo­
del is to be determined using system identification,
the existence of a unique model (i.e. unique values
of the parameters) is imperative for the following
reasons. Firstly, if different parameter values cor­
respond to the same input-output behaviour , the
model parametrization is not capable of providing a
unique description of the process. Secondly, a non­
canonical model parametrization might result in an
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ill-posed identification problem. For these reasons
investigation of the relation between input-output
behaviour of the model and uniqueness of the cor­
responding parameter values is a necessary exercise
before the actual parameter estimation procedure
is carried out. The problem of investigating this
relation is referred to as structural identifiability of
a model parametrization and is the subject of this
paper.

In literature the topic of structural identifiabil­
ity has received an extensive amount of attention.
Bellman and Áström (1970) stated the concept;
the subject has been thoroughly studied in the
field of biological and biochemical modelling (Ru­
binow and Winzer, 1971; Cobelli, Lepschy and Ro­
manin Jacur, 1978; Norton, 1980; Godfrey, 1983).
State space model parametrizations are analysed
by Glover and Willems (1974), Grewal and Glover
(1976) and Walter (1981). The problem has been
treated in a stochastic framework by Rothenberg
(1971) and Tse (1973) . Structural identifiability of
models in terms of differential-algebraic expressions



Now definition 2.1 together with lemma 2.2 lead
to the following proposition (see also Grewal and
Glover, 1976, and Norton, 1980).

Definition 2.1 A model siructure (1) is said to be
locally identifiabie from the transfer Junetion at the
point fJ E e ij there exists E > 0 such that the
Jol/owing conditions

12. c((}I)(zI A((}l))-lb((}l) = c((}2)(zI
A((}2))-1 b( (}2)

[or all z E lD\{,\(A((}I)),À(A((}2))} where À(.)
indicates ihe eigenvalues oJ a matrix

oimply that (}l = (}2 '

Lemma 2.2 Let n be an open set in IRn and J :
n -t IRm be a k-times continuously differentiable
map with k ~ 1. Then ij 8J( x )/ 8x has constant
rank r in a neighbourhood oJ x, J is locally injeetive
at x ij and only ij r = n.

In words, in a neighbourhood of {) there are no
two models with distinct parameters which have the
same transfer function.

In definition 2.1 equality of the transfer func­
tions is related to equality of the parameters. To
mould this in a mathematical framework the follow­
ing lemma on injective maps is presented (Glover
and Willems, 1974):

where x(k) E IRn
, u(k) E IR, y(k) E IR and

() E e c IRq. There is no direct feedthrough d((}).
The elements of A((}), b((}), c((}) are supposed to be
algebraic functions of the elements of ().
For a definition of local structural identifiability
we adopt the formulation by Glover and Willems
(1974):

has been investigated by Ljung and Glad (1991).
We focus on the case that a priori knowledge of

a process is available in the form of a large num­
ber of first order difference equations, where the
coefficients are expressed in terms of physically in­
terpretable parameters (e.g. volumes, masses, etc.).
This leads to formulation of a linear, time invariant
high order state space model where the model pa­
rameters usually are non-linear expressions of the
physical parameters.

Investigation of local structural identifiability us­
ing existing techniques has its limitations . Since
methods proposed in the field of biological model­
ling (Godfrey, 1983; Norton, 1980) are based on
compartmental models, they can only be applied
to this specific type of parametrization. Meth­
ods based on non-linearly parametrized state space
models either require analytical expressions for par­
tial derivatives of e.g. Markov parameters (to be
calculated by hand) (Grewal and Glover, 1976) or
they lead to calculation of matrices with dimensions
equal to the square of the model order (Glover and
Willems, 1974).

In this paper a method is proposed for analy­
sis of local structural identifiability of non-linearly
parametrized, high order state space model repre­
sentations formulated in discrete time. The method
is based on rank evaluation of the information ma­
trix as formulated by Rothenberg (1971) and Tse
(1973). A problem in their work still is the cornpu­
tation of the information matrix. It will be shown
that use of an algorithm for gradient computation,
based on a dynamic programming formulation and
normally used in an identification framework, en­
ables calculation of an analytical expression for the
information matrix. The calculation requires ana­
lytical expressions for the partial derivatives of the
state space matrices with respect to the argument
parameters and shows very limited complexity.

Firstly we will briefiy review the local structural
identifiability problem. Next the computational as­
pects of local structural analysis based on gradient
computation are elaborated in section IIl.

2 Loca1 struetura1 identifiability:
mathematica1 formu1ation

Proposition 2.3 Gonsider the map S
IRq -t IR2n defined by:

e c

We con sider a linear, time invariant single-input,
single-output discrete time state space model struc­
ture, parametrized in ():

x(k + 1)
y(k)

A((})x(k) + b((})u(k)

c((})x( k) (1)

S(O) := [h(1, (}) h(2,O) ... h(2n, (})r (2)

where h( k, 0) = c((})Ak
-

l ((})b(()) (k = 1,2, ... , 2n)
are the first 2n Markou parameters o] the model.
Then the model (1) is locally structural identifiabie
in () = Oa ij rank(8S/80) = q in 0 = OQ. 0
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0=00

(3)

BS(B)I =
BB 0=00

So analysis of local structural identifiability of (1)
amounts to evaluation of the rank of

ah(1) ah(1) ah( l)
aOI a02 oe,

ah(2 )
a01

3.1 Gradient computation in identification

Consider the fol1owing identification problem.
Let there be given a linear, time invari­

ant system that generates input-output data

{u(k) ,y(k)h=I, ..,N, determined by

1 N
VN( O) = - L>2(k,0). (6)

2 k= l

Minimizing VN ( 0) over 0 E e generaily will result
in a non-linear optimization procedure, for which it
may be important to have available an ex pression
for the gradient aVN(O) /ao.

In Van Zee and Bosgra (1982) an algorithm
has been proposed that, based on measurements
{u(k),y(k)h=I , .. ,N and analytic expressions for the
partial derivatives a~r A(0), a~r b(0) and a~r c(0) with
respect to Br (r = 1, ... , q), generates the gr ad ient
BVN(B)/BBr for aprechosen value of B.

This algorithm that is based on adynamie pro­
gramming formulation , is characterized by the fol­
lowing relations .

Given a~r A(B), a~r b(B) and a~r c(B), then

aVN(O ) N-I a
aOr = EaOr Hk(x(k), ). k+ 1l B) (7)

a a
wh ere aOr Hk = - ê(k, B)aOrc( B)

T a a
+ ).k+l [aBr A(B)x(k) + aBr b(B)u(k)]

(8)
and).k = ).k+IA(B ) - ê(k)c(B), ).~ = O. (9)

Proposition 3.1 Consider a parametrized model
struciure (5), and any 00 E e. Let a data gen­
erating system (A(Bo),b(Bo),c(Bo)) qeneraie input­
output data with u(k) being a pulse signal, i.e.

ahead prediction error, (Ljung, 1987 ). T he cor­
responding least squares iden tification cri terion is
given by!

3.2 Rephrasing the identifiability problem

For a given valu e of 0, {).kh=o,...,N-I is cal culated
from the data by running backwards over t he ti me­
interval (starting at k = N - 1), while the partial
derivative a~r H k is constructed by running for wards
over the data. A fuil elucidation of the dynamic
programming formulation is presented in appendix
A.

Now we raise the qu estion whet her we ca n em­
ploy the same dynamic programming mechanism
as present in this gradient algorithm of Van Zee
and Bosgra (1982) in order to obtain information
ab out (the rank of) the Jacobi matrix (3) of a
parametrized model structure (A(B) , b(0),c(B)).

To this end the foilowing Proposition will be
fruitful.

(5)

(4)

A(O)x(k) + b(O)u(k)

y(k) - c(O)x(k)

= Aoz(k) + bou(k)
coz(k) + e(k)

z(k + 1)
y(k)

x(k + 1)
ê(k,O)

3 Struetural identifiability analysis
using gradient computation

In t his section t he relation between rank evaluation
of (3) and gradi ent comput at ion in an identification
framework is est ablished . Next it is shown how this
relation enables calculation of the rank of (3) using
aspecific algorithm for gradient computation.

where state z(k) E IRn
, input u(k) E IR, out­

put y(k) E IR and {e(k)} a sequence of inde­
pendent, identically distributed random variables
(white noise) with unit variance.

When identifying a model on the basis of mea­
surement data obtained from this data generating
system, we con sider a state space model structure

with dimensions 2n X q.
It is obvious that calculation of (3) is a non­

trivial, if not impossible exercise in case of a high or­
der, complex model parametrization. Nevertheless
it is possible to perform structural analysis by rank
evaluation using aspe cific algorithm for computa­
tion of the gradient of aquadratic loss-function;
in t his algorithm ex plicit use is made of analytical
expres sion s for the partial deri vatives of A(0), b(0)
and c(0) with respect to Or (r = 1, .. . ,q). This wil1
be shown in t he next sec tion .

where A(0),b(0), c(0) is a parametrized state space
model with 0 E e c IRq and ê(k,O) the one-step-

1For reasons that will become dear later on, we will not
consider a factor tr in VN (B).
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u(k) = 1, k = 0, u(k) = 0, k f=. °and let e(k , B)
be a white noise with unit varianee. Then

E ( OV~~(B)) (oV~~(B)) T
0=0 0

(
OS(B)) T oS(B) (10)

oB oB
0=0 0

with V2n(B) and a~~o) as defined in (6),(3).

Proof: In the case of a pulse-shaped input signal
with amplitude 1 the prediction er ror is exp ressed
as

ah(l) ah(2) ah(2n)
a01 eo, ao,

ah(l)
a02

x

ah(l) 811(2n)
ee, eo,

ah(l) ~ ah(l)
ao, a02 eo,

ah(2 )
ao,

Now consider the information matrix (Ljung, 1987)
where (13) is substituted and E denotes the expec­
tation operator:

é(k,B) = y(k) - h(k,B) (11)

where h(k, B) represents the k-th Markov parame­
ter of the model: h(k ,B) = c(B)A(B)k-Ib(B). Then
VN(B) becomes

VN(B) = ~ E(Y(k) - h(k, B)? (12)
2 k=1

and the gradient oVN(B) / oB can be expressed as

E oVN (O~v) T
oe oe

0=00

E ~ (k B )Oh(k,Bo)~ (I B ) (Oh(l,Bo)) T
LJ e , 0 oB LJ e , 0 oB
k=1 /=1

~~ oh(k,Bo)E (k B) (I B) (Oh(l,B o))1'
LJ LJ oB é, 0 e , 0 oB
k= I/= 1

(14)

oVN(B) = _ ~ (k B)oh(k,B)
ee LJ é, oB '

k =1

o

(18)

(17)

k (
OS(B)) I =ran oB

0=00

k ((
OS(B)) T OS(B))

ran oB oB
0=00

= ( OS(B )) T oS(B)
oe ee

0=00

Using the result of proposition 3.1 and the fact that

enables us to rephrase the problem of local struc­
tural identifiability in terms of rank evaluation of
(3) as rank evaluation of the information matrix
under the experimental conditions as specified in
proposition 3.1.

In the next subsection it is shown that, using
the expression for t he gradient according to the dy­
namic programming formulation (7), (8), (9) an d
with complete knowledg e of the experimental con­
ditions, it is possible to find an analytical expression
for the information matrix only requiring analytice l
expressions for ;oA( B), ;ob(B) an d ;oc(B).

(15)
(16)

(13)

1 k = I

o k f=.l

Since é(k,Ba) = e(k), i.e.

Eé (k, Bo)é(l , Ba)

and setting N = 2n , we get the fol1owing resu1t:

E oV2n (OV2n) T =:E oh(k,Bo) (Oh(k,Bo)) T
ee oe k=1 ee oe

0=00
ah(k)ah(k) ah(k)ah(k)
ee, ee, eo, a02

ah(k)ah(k)
a02 ee,

2n
=2:

k=1

3.3 An analytical expression for the infor­
mation matrix

If we consider the gradient expressions (7), (8) and
(9) and the experimental conditions as specifi ed in
proposition 3.1,

1. u(k ) is a pulse-signal with amplitude 1: u(O) =

1 and u(k ) = 0 for k = 1, ,2nj

2. x(k ) = Ak-I b for k = 1, , 2nj

3. e(k) is a standard white noise, i.e. E e(i)e(j) =
1 if i = i an d 0 if i f=. i,
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2. the extended observability matrix Wa is de­
fined as

o

Although the analytical expression (24) seems quite
e1aborate, the calculation is straightforward. Note
that using the notation based on row- and column­
se1ection the (r, s )-element of the information ma-

Proposition 3.2 Under the conditions stateil in
proposition 3.1 and using the notational conven­
tions (20), (21), (22) and (23) the (r,s) -element
of the information matrix is expreseed as:

With these not at ional conven tions we st ate the fol­
lowing result:

(22)

3. for i ~ j, Ec(i,j) E IR2n- l xi-i+1 is defined as
the matrix that selects the i-th up to the j-th
column of a matrix with 2n - 1 columns by

post-multiplication:

lO(i- l)x(j- i+l) ]

Ec ( i, j) := I (j- i+l)x(j-i+l)

0(2n- l- i) x(j-i+l)

where i , j = 1, .. . , 2n-1. OpXT denotes the (p x
r) O-matrix; I pxp denotes the (p x p) identity

matrix;

4. for i ~ j, Ea(i, j) E IRi - i+1 x2n- 1 is defined
as the matrix that se1ects the i-th up to the
j-th row of a matrix with 2n - 1 rows by pre­
multiplication :

Ea(i,j) := [O(j-i+l )X(i-l)

I(j-i+l) x(j-i+l) 0(j-i+l) x(2n-l-i)] (23)

where i.i = 1, ... ,2n -1.

[
TWa := C

we arrive at the fol1owing expression for 8~Ö:O) (see
appendix B):

aV2n(B) = - E(2n _ 1)~A2n-2b
aBT aBT

2n-1 . ab- L E(2n - i)cA2n- 1-._
i=1 aBT

_ 2:f:2 E(k)~Ak-Ib
k=1 aBT

2n-2 2n- k- 1 aA
~ ~ (2 ") A 2n-k-l-i Ak- 1b

- L, L,En -tC 88 '
k=1 i=1 T

(19)

The information matrix is calculated e1ement-wise
by multiplying (19) with a similar expression for
8cYo'.n and taking the expectation. As a consequence
of the third experimental condition the terms of
this product containing E E(i)E(j) where i =f. j will
disappear. The exact e1aboration is quite technical
and is presented in appendix B. Here we only state
the result.

Before we do so, some notational conventions are

introduced:

1. the extended control1ability matrix Wc is de­
fined as
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The prediction error E:( k) can then be expressed as:

then the parameter vector B is found as the mini­
mizing argument of

(27)

(28)

(29)

Ax(k) + bu(k)
-c:î:(k) + y(k)

Ax(k) + bu(k)
cx(k)

x(k + 1)

iJ(k)

x(k +1)
E:(k)

1 N-I

V;(x(i), B) == - L E: 2(k) (30)
2 k=i

in which E:(k, B) is the prediction error y(k) - iJ( k).
A one-step ahead prediction iJ(k) is obtained as:

Dynamic programming formulation is based on def­
inition of a partial criterion function:

(25)

trix contains the fol1owing expressions:

for i = T,S.

Computation of the partial derivatives of the
state space matrices (A( B), b(B), c(B)) with respect
to Bi (i = 1, ... , q) for B = Bo is done by hand and
the extended control1ability and observability ma­
trices are calculated straightforwardly. The expres­
sion (24) therefore states an attractive formulation
from a computational point of view, since the main
computation effort consists of calculation of sum­
marized matrix products of reasonable dimensions.
Another feature is that the expressions (25) state a
very nice intuitive result, since parameter identifi­
ability is expressed in terms of controllability and
observability properties of the model and the sen­
sitivity of the state space matrices with respect to
the elements of the argument parameter vector B.

4 Conclusions

When a unique linear, time invariant model is to be
determined using system identification techniques
and the model parametrization is based on physi­
cal a priori knowledge of the process , there is no
guarantee that a unique model exists as aresult
of the model parametrization. Structural identifi­
ability should therefore be investigated before the
parameters are actually estimated.

In this paper a method is presented to analyse
local structural identifiability of SISO, non-linearly
parametrized state space models of high order. The
method implies rank evaluation of the information
matrix under specific experimental conditions. It is
shown that use of an algorithm for gradient compu­
tation, based on a dynamic programming formula­
tion as formulated by Van Zee and Bosgra (1982),
enables computation of an analytical expression for
the information matrix.

Appendix A

and derivation of the partial derivatives of
V;(x(i),B) to x(i) and Bon the given trajectory x(i),
where V;(x(i), B) is expressed as

V;(x(i),B) = ~€2(i) + V;+l(:î:(i +1),B). (31)

This leads to

8 ( A (") B) 1 8 2(' )
8x(i)V; x t, = 28x(i)€ t

8 A " 8:î:(i + 1)
+8:î:(i + 1)V;+l(X(t + 1),B) 8:î:(i)

8
-€(i)c(B) + 8:î:(i + 1)V;+l(:î:(i + 1), B)A(B)j

(32)

:B V;(x(i),B) =

18 2 ( , ) 8 ." 8x(i+1)
28B€ t + 8x(i + 1)V;+I(X(t + 1),B) 8B

+:BV;+I(X(i+1),B). (33)

Adopting the fol1owing notations:

Here the algorithm for gradient computation ac­
cording to the dynamic programming formulation
as formulated by Van Zee and Bosgra (1982) is
elucidated. Consider a SISO state space model,
parametrized in B,

>..T = 8~i) V;(:î:(i), B) (34)

1
Hi(:î:(i),>"i+I,B) = 2€2(i) +>..T+l[A:î:(i) +bu(i)]

(35)

x(k +1)
y(k)

A(B)x(k) + b(B)u(k)
c(B)x(k)+ e(k) (26)

calculation of the gradient go VN ( B) is carried out in
the fol1owing two steps.
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1. .À i+1 is computed for i = 0,1, ... , N - 1 from

.ÀT = .ÀT+I A(B) - é(i)c(B), .À~ = O. (36)

This implies a backward run on the error­
sequence é(i) j

2. :oHk is calculated for k = 0, .. ., N - 1 as

As stated in subsection 3.3 calculation of the in­
formation matrix (14) is carried out elem ent-wise;

lti I' aVo d aVomu lp ymg 7ft" an ~ expressed as (19) and
taking the expectation , where all terms containing
Eé( i)é(j) for i # j become 0 as a consequence of
condition 3, the (r,s)-element of (14) is foun d as
the sum of the following expressions:

Appendix B

The analytical expression of the information matrix
(14) as stated in proposition 3.2 is elaborated using
the results of the dynamic programming formula­
tion algorithm as described in appendix A. Nota­
tions used are adopted from appendix A and the
argument parameter B is left out for brevity.

First an explicit expression is derived for .ÀT
which follows from (9) in a straightforward way:

a . a
oBHk = -E:(t)oBc(B)+

.ÀT+l [:BA(B):i:(i) + :Bb(B)u(i)] (37)

where :eA(B), :eb(B) and :ec(O) are deter­
mined analytically.

The gradient aVr:t l is finally found as :

oVN(B) N-I a .
oB = L oOHk(x(k), .Àk+l,B). (38)

k=O

where 1= 1, ... , 2n - 1 and .ÀIn = O.
In the elaboration of expression (38) the following

experimental conditions are taken into account:

1. u(k) is a pulse-signal with amplitude 1: u(O) =

1 and u(k) = 0 for k = 1, ,2nj

2. x(k) = Ak- 1b for k = 1, ,2nj

3. e(k) is a standard white noise, i.e. E e(i)e(j) =
1 if i = j and 0 if i # j.

Substitution of the conditions 1, 2 and the explicit
expression for .ÀT in (38) gives expression (19):

oV2n = - é(2n _ 1)~A2n-2b
oe. oe.

2n- 1 ob- L é(2n - i)cA2n- 1
-
i_

•=1 oBr

_2't2é(k)~Ak-lb
k=l oBr

2n-22n-k-l aA- L L é(2n - i)cA2n-k-l-'aoAk-lb.
k=l .= 1 r

2'tl(cA2n-i-I~) (cA2n- i-I~) (40)
i= l oBr 00.

(cA2n-2~) (~A2n-2b) (41)oe; e«
2t2(cAk-2~) (~Ak-2b) (42)
k=1 oBr oB.

(cA2n-2~) (~A2n-2b) (43)oe, oe.

2't2(cAk-2~) (~Ak-2b) (44)
k=l 00. oBr

(~A2n-2 b) (~A2n-2b) (45)eo, 00.

2't2(~Ak-2b) (~Ak-2b) (46)
k=l oOr oB.
2n-2 2n-k-l ( . ob )L L cA2n-.- l _ X

k=l .=1 oOr

( CA2n- k- '- 1oA Ak-lb) (47)oe,
2n-22n-k-l ( . Ob)I: I: cA2n-.- l

_ X
k=l .=1 oB.•

( cA2n- k- '- 1oA Ak-Ib) (48)
oe.

2t2(~A2n-2b) (cA2n-k-2oA Ak- lb) (49)
k=1 oBr oB.

2n-2 { 2n- 2 ( OC )L L - A p- 1b X

1=1 p=l+l oBr

(CAP-I-l ~:. AI-Ib)} (50)

2't2(~A2n-2b) (CA2n- k- 2BA Ak- 1b) (51)
~I o~ o~

2n-2 { 2n-2 (a )L I: ~AP-lb X

1=1 p=l+l oBs

(CAP-I-l ~~Al-lb)} (52)

2n-22n-2 {2n-l-ma X(k,l) ( .oA )I: L L CA2n-k-l-'_Ak-lb
k=l 1=1 .=1 oBr

(39)
2n -1

\ T '" (2 ") A2n- I
-

i
1\1 = - L.J é n - t c

i=1
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x

cA 2n - I- 2

Splitting up (53) aeeording to this summation ex­
pression gives the following expression:

c

cA
cA 2

cA k - 1

cA k - I+1

cA 2n - k - 2

Similar expressions are found for (48) , the summa­
tion of expressions (49) and (50) and the summa­
tion of expressions (51) and (52). This results in
terms 5 up to 8 in (24).

Expression (53) requires more elaboration. The
two summation signs are rewritten as follows:

To gain a better insight in these expressions the
summations are reordered and rewritten in a matrix
notation as follows.

Expression (40) and the summations of (41) and
(42), (43) and (44), (45) and (46) give the first 4
terms of (24), using the notational conventions for
the extended controllability and extended observ­
ability matrix. Expression (47) ean be written as:

Using the notational conventions (20), (21) , (22)
and (23) this results in t he last two terms of (24).
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Application of estimated error bounds in robust con­
trol of a wind energy conversion system
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Abs t ract. In this paper a robust cont roller will be designed to reduce fatigue load in
variabie speed wind energy conversion system s. T he applied design methodology consist
of the following steps, which will be discussed in this paper. F irst a model has been
est imated using measured data. Based on this nom inal model a stabIe controller has
been designed such th at the rotor shaft to rque var iat ions, quantifying fat igue loading,
are minimized. Using a bound on the model error, estimated on t he measured data, it is
shown that the cont roller will at least robustly stabi lize the real system. Experimental
verificat ion of these results showed the same amount of reduction of rotor shaft torque
variat ions for the experimental closed loop, as for the designed closed loop.

Key words . est imated error bounds, control design & im plementation, wind tu rb ine sys­
tem.

1 Introduction

In t imes of growing environme ntal concern th e need
for clean and renewable energy sourees is increas­
ing. Wind power plants, be ing a renewable energy
source, have become an acceptable altern at ive for
elect rical energy generat ion by fossile or nuclear
power plants. In order to ma ke wind turbine sys­
tems economically more attractive they have to be
designed and controlled in a proper way. The design
of weil controlled flexible wind turbines seems to
be atlractive for commercial applications because
light er and less cost ly construction elements can
be uscd, a more efficient ene rgy conversion can be
achieved , and a longer lifetime can be obtained .

In this paper we will focus on t he role of control
system design. The purpose of acontrol system is
to increase the efficiency of ene rgy conversion and
red uce the dynami c loadin g, implying a longer life
t ime.

On a simulat ion level , a number of resul ts on con-
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trol design for variable speed wind turbines are
obtained . In Steinb uch (1989) a controller has
been designed to reduce the rotor"shaft torque for
a rigid wind turbine , using the Linear Quadratic
Output Feedback method (LQOFB, see Mäkilä
and Toivonen (1987)). Robustness of the controller
aga inst model uncert aint ies (sensor noise, actua­
tor dynamics, non-linearities) is checked using a
complex J1. arialysis (see Doyle (1982,1984)). In
Bongers and Dijkstra (1988, 1992) and Bongers and
Schrama (1991) LQ design methods, both LQG as
weil as LQOFB , are applied to flexibl e wind tur­
bines. In that work the controller requirements are
increased from not only rotor shaft torque redu c­
tion but also blade load reduction. At th e applica­
tion side little has been done. Although in Bongers
et al. (1989) experimental results are presented ,
rotor shaft torque reduction is not obtained , due to
limitations in the cont rol computer.

In this paper we will design a robust controller for
a lab oratory set-up of a wind t ur bine system (th e
IRFLET test-rig, see Engelen et al. (1993)) op­
erating in full load condit ions. The main control



object ive is the reduction of rotor shaft torque vari­
ations , even under the existence of model uncer ­
t ainties . In the des ign of mechanical components a
load factor, larger than one, multiplying the design
st resses is used to determine the admissible strain
of thc component . For th e transmission, the load
facto r is mainly determ ined by the damping of the
rnechanical resonance frequencies. Therefore it is
natural to apply an 'Hoo control design method, by
rcason ing that reduction of the 'Hoo-norm will in­
ereaso t he damping of thc reso nance frequencies.
Thereby a smaller load fact or allows a redu ction in
the const ruct ion costs .
In order to design a high performance cont roller a
model of the complete test-rig is necessary. In th is
model a ll dynamics of the test-rig in the frequ ency
range of interest have to be described qui te accu­
ratel)'. To th is end a model of the test-rig will be
derived out of the measured data usin g standard
system identification techniques .
Furthermore, besi des a norni nal mo de l, an upper
bound on the mode lling error for the est imated
t ransfer function is needed . This error bound will
be obtained from the measured data.

Facing the task to est imate an upper bound on
the mo de lling erro r arising in the IRFLET tes t- rig
models we find ourselves posing t he following qu es­
t ion: is it possibl e to spec ify a realist ic bound on
th e model un certain ty in a sit uat ion where und er­
mod ellin g seems inevitablc, and where colored noise
wit h an unknown distribution acts on th e syst em ?
T he cla ssical identifica tion lit erature, see e.g. th e
acco unts given by Lju ng (1987), Söderström
and Stoica (1989), Brillinger (198 1) and Priestley
(1981), does not pr ovide a sat isfacto ry answer to
the above quest ion . T hese met hods fall short in
two impor tant aspects:

Bias. In parametrie identi fi cat ion a bias error due
to undermodelling seems inevitable: the sys­
tem will in general be far too complex to be
modelled exactly. In speetral analysis a bias
error is introduced due to windowing. More­
over, the best resuJts are obtained in system
identification when the bias and varianee er­
rors are approximatc1y of the same size. Th is
implies that the bias error can be considerable,
and is as important as the varianee cont ribu­
t ion to the identifi cat ion er ror. However , th e
availa ble expressions for t he bias error ar e im­
plicit or require knowl edge of the t rue system.
In addition, these express ions are asymptot ic
in th e number of data points.
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Varianee. Reliable confidence intervals for the
varianee error of the estirnated transfer Iun c­
tion cannot be provided. The varianee expres­
sions are asymptoti c in both th e number of
data points, as weil as t he model order or the
inverse window width. Fur th ermore, t hey con­
t ain the unknown true spect rum of the noise.

Regarding th e recen t literature on model un cer­
tai nty est imat ion, see the Special Issue on System
Ident ification for Robust Con trol Design (1992) of
the IE EE Tr an sacti ons on Automatic Control, wc
have the following remarks. We are of the opinion
that in an amazingly la rge number of cases the noise
really is " noisy". Tb at is, t be noise can and should
be modelled as a stochast ic process. The unknown­
bu t-bounded noise ap proach, which has recentI)' be­
come popular in model uncertai nty estimation , will,
as a rul e, in t roduce cons iderable conservatism when
the noise is random. On the other hand, the bias
du e to undermodelli ng is by defin it ion a deterrnin­
istic quanti ty. Tbc combination of stochastic (aver­
aging) noise witb a determ inistic (worst case) bias
du e to undermodelli ng does howeve r not appeal' in
the lit erature on model uncertai nty estimation, al­
though this set t ing is quite common in the classi­
cal iden tifi cation liter ature, sec e.g. Lju ng (1987)
and Brillinger (1981). We will apply a model un­
cer tain ty es t imation procedure whi ch does employ
thi s combina t ion, and whi ch solves the problems
outlined above for th e class ica l iden ti fication tec h­
niques. A further discussion on these issues, and a
detailed description of t he proposed model uncer­
tainty est imation tcchniques, can be found in (De
Vries and Van de n Hof (1993), De Vries (1994)) .

This paper is organized as follows: The nomi.ial
modeling procedure will be des cribed in Sectien 2.
Secondly, based upon th is nominal model , a con­
troller has to be design ed such that the cont rolled
test- rig satisfies the cont rol obj ectives. As argued
before an 'Hoo control design method will be used ,
th is procedure is dis cussed in Section 3. The data
used to determine th e cont rol design model is also
used to estimate add it ive model error bounds. This
p roce dure is outlined in Section 4. Aftel' th e ver­
ificat ion t hat the controller will stabilize the true
systern , t he designed cont roller will be used on the
test-rig. In Secti on 5 th e expcrimental resu lt s are
given and compared wit h th e nom inal model pre­
dictions.
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De -machine flywheel

grid gear 1 gear2

Fig. 1: IRFLET test -rig (Engelen et al. (1993))

2 Wind Energy Conversion System condition has been chosen:

In Figs. (3,4,5) the transfer funet ions of th e indi­
vidual channels are shown. For each channel thc
empirical t ra nsfer funeti on est imate (ETFE, sec
Ljun g (1987)) and the est imated pa ramet rie model
is given . A diseussion on how t he par ametrie mod­
els have been obtained ean be found in Bongers
(1993) and Bongers et al. (1993).

The layout of th e wind energy conversion systcm
under considerat ion is given in Fig. 1. The con­
trol led DC-m achine on t he left part of Fig. 1 emu ­
latcs the rotor part of a smal! wind turbine. Thi s
enables exper iment at ions und er user definable con­
ditions .
Thc test-rig (F ig. 1) is schematical!y represented in
Fig. 2, including the input and output vari ables:

Ma.
Vw

P 19

ar
W. m

wind veloeity
field excitation volt age
delay angle rectifier

12
22
0.47

mi s
V
rad

Fig. 3: Transfer fun etions rotor shaft torque, (-)
parametrie 'model, (- -) ETFE
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Z 101

~
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îi. .s!i 10.1 îi. 101
!i I

10·' 100
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200 vw -o Mas 200

100 100

! ~

0 3
j j
e,

-100
c,

-100

-200 -200
10·' IO' 10·' IO'

Fig . 2: Wind turbine

Experimental results

vw Vw wind velocity [mis]
alf ar delay angl e rectifier [rad]
Mas Ma. rotor shaft torque [Nm]
Idc 19 direct current [ A ]
omg W. m generator speed [rpm]

In order to derive a mod el of this test-rig, stan­
dard system identification techniques (see Ljung
and Söderström (1983) , Ljung (1987)) are used on
mcasured data to ca\culate parametrie mod eIs.

Exp criments are carried out in one operating con­
dition of th e test-rig, where the following operating

lThe symbols in th e first column refer to th e lab els used
in the figures.

It ean be seen in th e figures (3,4,5) th at th ere exists
a close resemblance between th e parametrie modeIs
and the ETFE. This holds for both th e ampli tud e
as wel! as th e phase.
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plete load reduction and constant ene rgy produc­
tion. However it is possibl e to achieve load re­
duetion at the expe nse of small variat ions in the
amount of energy production. T his means that
in the control design a trade-off between the dif­
ferent control objectives is necessar y. In order to
achieve su ch a trade-off all design spec ificat ions are
weighted in one singl e criterion . A different t rade­
off will be achieved by changing the spec ific weights.
Consider for a moment th e feedback configuration
of Fig. 6:

alf . > Idc

~II
- : !~

I~ j i. ::

~~.

10-' 10° 10' IO'

100
Oil

! 0

I
· 100 -

vw -> Idc

vw -c-Idc

~~
- , \

f1
~!!~ J .

'. !rv

10-' 10" 10' IO'

100

~
3 0
j
0. - 100

10-1 100 10 1 102

frequ ency [Hz ]

10-1 100 10 1 102

Irequen cy [Hz]
W -----+

U -
P

1--------+ z
f----o y

Fig. 1: Transfer function s DC-current , (-) para­
metricmodel , (- -) ETFE

vw -o ome

\
.

"..
~

10" 100 10' 10' 10-' 100 10' IO'

C

Fig . 6: Feedback configurat ion

100

i o
j
Q. -100

v w-o-ome

10-' 100 10' 10'

frequency [Hz]

Oil

! 0
j
0. -100

alf -> omEI'

10-' 100 10' 10'
Irequen cy [Hz]

with

P wind turbine w

C contro ller z
11

y

exogenous inputs = Vw

controlled outputs = AIas

control inputs = o ,

mcasured outputs _ ( t, )
Wsm

Fig. 5: Transfer functi ons generator speed, (-)
parametrie model, (- -) E T F E

T he scheme of Fig . 6 can he written as:

3 Control design

In this section the applied control design method,
rogether with the specific choices to be made, will
he discussed. First let us rephrase the con trol ob­
jectives (in sequence of priority):

• small rotor shaft torque variations, even under
considerable measurem ent noise.

• th e feedback syste m has to be robust against
un certainties in th e wind turbine model.

• th e controller itself has to be stable, to make
th e implementation of th e controller accept­
abl e for future industrial users .

• sm all control effort.
• constant amount of produced e1ectrical energy,

in ord er to prevent off-design loads.

Th e control objectives ar e conflicting, for exarn­
ple it is impossible to ind epend ent ly achi eve com -

h P · . . d [Pll P12 ] • h Pw ere IS partitione as P
2 1

P
22

, wit ij

having the appropriate dimension s. The closed loop
transfer function from w to z will be writ te n as a
lower linear fractional transformati on on th e plant
and controller:

The 1i00 optimal cont ro! problem IS to find a
controller C, su ch that F/(P,C) IS stab Ie and
IIF/(P, C) 11 00 is minima!. Not e t hat IIF/(P, C) 11 00
is a scalar crite rion representing th e t rade-o ff of all
control specificati ons.
In Doyle et al. (1989) and Clover and Doyle (1988)
it is shown that two Riccati equa t ions need to be
so!ved, in order to ca lcula te th e cent ra ! cont roller.
The order of the cont roller equa ls the orde r of
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Fig. 7: Weighted wind turbine model

Outline of the approach

Fig. 8: Transfer funetions , (-) open loop , (- -)
designed closcd loop

(1)y(t) = Po(q)u(t) +v(t )

Because of the decisive role played by the assump ­
tions and prior information in model un cer tainty
estimation, we will start by listing the ones th at we
use. Next , we will short ly discuss th e main points
of the estimation procedure.

It is assumed that the plant, and the measurem ent
data that is obtained from this plant , allow a de­
scription

10' vw-c-Mas
200 vw-oMas

~
10' 100

u
~

~ Hl" "" 0
ö. j
5 10-' Co

-100

10-' -200
10-' 100 10' 10' 10-' 10' 10'

Irequency (Hz] frequency [Hz]

is, we want to find a description of the set of all
models which are not highly unlikely to have gen­
erated the measured data. More specifically, we will
provide error bounds which hold with a qua renteed
level of probability (probability bounded from be­
low). We give a short , conceptual, discussion of a
procedure to estimate realistic confiden ce inter vals
for the true transfer funetion from the measured
data; details can be found in De Vries (1994) . This
procedure subsequently will be used to spec ify con­
fidence inter vals for th e IRFLET test-tig.

4 Error bound Estimation

The aim of this seetion is to find arealistic refieetion
of th c uncertainty about th e model - as a descrip­
tion of the system - whi ch is present in the data,
considering the situation where the available data
about the system is incomplete and corrupt. That

the plan t, including the order of possible weight­

ing functions.
In orde r to design a cont rolle r for the test-tig , such
that the control objeeti ves are sat isfied , we need to
t ranslate the cont rol objcct ives to properties that
can be used in th e "Hoc-controller design . For this
purpose th e wind turbine model is extended with
weightings, exogenous inputs and cont rolled out­
pu ts to obtain a standard plant suited for th e con­

trol design , see Fig. 7.
All weighting funetion s Hf in Fig . 7 are design ed in
such a way that the controllers will satisfy th e ob­
jeetives. For example th e transfer funetion Wl --+ z\

is the weighted rotor shaft torque due to filtered
wind velocity disturbances. A more detailed dis­
cussion on the design of the weighting funetions can
be found in Bongers (1993,1993a) .
Based on this extended model, a controller has
been calculated using MATLAB MUSYN tool­
box (Balas et al. (1991)) , the controller has 37
states , The process computer constrains the max­
imum allowable size of th e controller to 25 states.
Using a standard Hankel norm reduetion technique
(see Glover (1984)) a 25th order cont roller has been

obtained .
As an example of the designed closed loop, in Fig. 8
th e rotor shaft torque reduetion is given. It can be
seen that t he first con trol objeetive has been met.
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00

with Po(k) the impu!se response of the plant. Using
th e system based orthonormal basis functions intro­
duced by Heuberger (1991) and Heuberger et al.
(1993) the transfer function can also be written as

wit h y(t ) the output signal, u(t ) a bounded de­
terministi c input signal , v( t ) an addit ive nois e , q
the shift operator, and Po the prop er t ransfer fun c­
tion of t he system, bein g scala r, fini te-dimen sion al ,
t ime-i nva riant and expo nent ia lly stabIe. In th e
closc d loop configurat ion of Fig. 6 only one con­
t rol input is used. Ther efore error bounds can be
ca lculated on the scalar subsys tems . The transfer
fun ction can be written as

k=O,I ," ',No -l

[D L o .. . Ln_JlT

[1 V!( eiWk) ... V~_l ( eiwk )]

21rk

where Pi(eiwk) is th e ETFE (see Ljung (1987))
over the i-th data segment, and

00

N o

This results in a set of transfer function estimates
Pi(eiw) of the systern Po(ciw)

The a priori inform ati on M , p, J( and T/ need not
be t ight in first inst an ee. These priors ean be itn­
proved using ih c measurement data, sce De Vries
(1994). The a pri ori informati on on ü P is given by
t he actuator constraints.
The procedure which we will apply to bound the
model uncertainty can be surnrnarized as follows .
A peri odic input signa! is applied to the system, so
that a repetition of ex pe riments is obtained . This
offers the pos sibility to mutually corn pa re t hc in­
formation arising from the differ ent data segments,
and consequently to formu! ate the st atist ics of t he
estimated transfer function. A stochas t ic se tt ing
for the noise will be used, whereas the err ors du e
to undermodelling and unknown initia! condit ions
will be considered to be deterministic.
More specifically, let the input signal contain r peri­
ods of length N o. A frequency dornain least squa res
estimate of a finite number of orthonormal ex pan­
sion coefficients L k is mad e over each peri od of t he
input signal

- 1 ~ 1- ' . 1
2

Bi = argmin-~ Pi(eJWk) - </J(eJwk) B i =1," ' , r
e N ok=l

(2)

(3)

00

Po(Z) = L Po(k) z-k
k=O

Po(z) = D + L LkVk(Z)
k=O

whcr e Lk E IRI x nb
, k = 0,1,"' ,00, are the 01' ­

thonormal expansion coefficients , and where the
sequence of rational functions Vk(Z) E IRnb XI(Z),
k = 0,1 , "' ,00, forms an orthonormal basis for
th e set 'H2 of all stabIe rational functions that are
squared integrable on the unit circle. Employing
system based orthonormal basis functions has the
important advantage that prior knowledge, which
may be inaccurate or approximate (e.g. resu!ting
from identification or physical modelling), can be
taken into account, so that a good low order ap­
proximatioti of the system can be obtained .
The output disturbance v(t) is represented as

v(t) = Ho(q)c(t) (4) i=1,oo' ,r

where c(t ) is a sequence of independent identically
di stributed random variables , of which all moments
ex ist, with zero mean values and varian ee 0";, and
where !Jo is a stabIe proper tran sfer fun ction .
We assume to have available t he followin g a pri or
information on th e past inp ut signa l and th e sys ­
tem.

Taking the average a ow gives the final estimatc

P (eiw) = ~ t Pi ( ciw)
i= 1

The varianee of t his fina l cstimate can be esti­
mated directl y from t he set of estimates Pi ( eiw),
1, = I," ', r

Assumption 4.1 We have as a priori informalion
that

1. th ere ez isis a finil e and known üP E IR, sucli
that lu(t )1:s ü P [or all t < 0

n, iliere exist finit e and knouni M , p E IR, with
p > 1, sueh that IPo(k)1 :s Alp-k, [or all k E
It\J .

Ill. ihere exist finiie and known K E IRI x nb
, T/ E

IR, with T/ < I, such that ILkl :s KT/k , for all
k~ E IN.

Due to t he peri odi city of t he input signa! the es­
timates Pi ( eiw) ar e , asy rnptot ically in t he period
length of the input signal , ind ependent and identi­
eally normally distribuied, wh ich enables us to for­
mulate a confidence interval for Po(eiw). In formu­
lating this confidence interval, we adopt th e follow­
ing notation

F",(n, d) = {P[x :s 0:] , x E F(n , d)}
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meaning that Fa(n, d) is the probability that a ran­
dom variabIe x , which is distributed as F(n, d), is
smaller than 0', where F(n, d) denotes th e F distri­
bu tion with n degrees of freedom in the numerator
and d degrees of freedom in the denominator.

• Although th e results are asy mptotic in the pe­
riod length of the input signal, simul ations dis­
play an excellent nonasymptoti c pe rforma nce.

Estimated bounds

Nyquisrplol with UnoertaintyBounds

1500

.....,.....1

100· 100

R<

·200

Nyquiet plet with Uncertainty Bcund e

·300-400

-500

........"_. 1._ .
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In figure 9 and 10 th e Nyquist plots of the esti ­
mated parametrie modeIs, using system based 0 1'­

thonormal basis fun ctions, and th e est imated erro r
bounds (at a .99 % confidence level) are given for
the transfer functions from ar to 19 and ar to w sm ,

respectively.

1500 j

Fig. 9: Nyquist plot of th e estimated transfer func­
tion alf -) idc, and th e err or bound.

Robust stability

Fig. 10: Nyquist plot of th e est imated t rans­
fer function alf -) omg, and the error
bound.

The above est imate d err or bounds can be repre­
sented by an additive un certainty model ~a arou nd
the estimated nominal wind turbine mod el P:

.§

Theorem 4.2 (De Vries (1994)) Let the input
signal be periodic with period No, and let r > 1.
Then, asymptotically in No, th ere holds [or all
wE [0 ,271" )

IRe{Po ( eiw) - P( ei w)} I
::; BI(w) + o'~ (a-; (Re{P(ei w)} ) + B2 (w)) ~
with probability ~ Fa(1 ,r - 1)

uiltere ihe bias terms BI (w) and B 2(w) can be
bounded with hard error bounds using the prior in­
format ion of Assumption 4·1.

T he error bound of Th eorem 4.2 consist of a hard
bound on the bias contributions (due to undermod­
elling and unknown initial condit ions) , and a con­
fidence int erval for the error due io the noise. In
establishing th e confidence interval due account is
taken of the fact that th e varianee is estimated.
Similarly, a confidence interval for the imaginary
par t of th e error can be est ablished. The probabil­
ity tha t Po ( ei w) is contained in the rectangle in the
complex plane which is obtained by combining the
two confidence intervaJs, now can be bounded from
below using th e inequality

P[ XI ::; a l , X2 ::; 0'2]

~ 1 - (1 - P[XI ::; ad) - (1 - P[X2 ::; 0'2])

Th e important features of the procedure are the
following:

• Reliable and tight error bounds can be ob­
tained , while using only minor a priori infor­
mation.

• Separat e error bounds for th e different sourees
of uncer tainty (undermodelling, noise, un­
known initial condit ions) are obtained. This
is important when the error bound is too large
for the int ended use of th e mod el (robust con­
t rol design ). The error sourees that provide
a maj or contribution to th e error bound can
be isolated , so that it is known how to effec­
t ively improve th e error bound. An explicit
bias-vari anee trade-off can he made, e.g. by
selecting th e model ord er.

• A control relevant model can be used to gen­
erale th e orthonormal basis functions, so that
th e model with respect to which the confidence
int erval is specified is suited for robust control
design.
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where tla :s: Wo - PI from t he previou s sections.
Neg lecting t he extern al signals w,z of Fig. 6 and
adding t he un cer tainty descripti on , th e feedback
config uration is drawn in Fig. 11.

Fig. 11: Additive uncertainty representation

According to the small gain theorem (sec Zames
(1963)), the closed loop of Fig. 11 is stable, pro­
vid ed :

Fig. 12: Stability result w.r.t. additive un cer t ain ty
(-) ä((l - C p)-I CI~[de) +ä( (1 - C p)-I C2~omg )

(- -) ö"((l- Cp)-I CI) Ö"(6lde)
(...) ü((1- Cp)-IC2) Ü( ~omg )

a- ((I - CP)-I C6. a ) < 1

Where a- denotes the maximum singular value. For
th e est imated (SIMO) model of t he wind turbine ,
th e plant can be decomposed as

It can be seen in Fi g. 12 that t he st ability condition
of (5) is fulfill ed. Therefore, given t he est imated
error bounds, the real system will be stabi lized by
t he controller.
Based on this result , we pr oceed by t he actua l im­
plementation of t he contro ller.

t he cont rolle r as

whil e the un certainty is

The t rans fer fun ction (I -CP)-I C can be re writ ten
as

[ (1 - C p )- IC I (1 - C P)-IC2 ]

T he close d loop remains stabIe provid ed:

Note that in this step conse rvat ivenes s can be in­
t roduce d . The est im a te d error bound , as measure
of th e perturbation, cont ains no phase information.
Therefore the following stability condit ion need to
be checked (without adding conservat ive ness to the
previous st ep):

a- ((1- CP)-lC1 ) a-(tllde)

+ a- ((1 - CP)-IC2) a-(tl omg) < 1 (5)

The graphical representat ion of the above stability
condition is given in Fig. 12. Bath PI, P2, a-(tl omg),
Ö"( tllde) are taken from Figs. (9 ,10) .

5 Controller implementation

In this section the pr edict ed resul t s of Sect ion 3 will
be verified with m easurem en ts on the test- rig. For
this purpose the contro lle r has been implemen ted
and used to control the test-ri g. The sarne wind
velo city signal as in Secti on 2 has been applied.
In Fig. 13 the ex perimentally determined closed
loop t ran sfer fun cti on s, us ing an ETFE, and the
predi ct ed close d loop transfer funct ions are given .
Co rnpared to Fig. 3 or Fig. 8 it can be seen that
t he m aximum amp litude of rotor shaft torque vari ­
a ti ons are reduced by a factor of 10 in the frequeucy
domain . For t he resonance frequency of the rotor
shaft , interpreted as a seco nd order system, the con­
troller increases th e damping from less than 0.05 to
more t han 0.5 . The figure a lso shows that the ot her
signais: DC-curren t and gene rator speed are behav­
ing well, the input used rem ains smal\.
It can he seen in Fig. 13 that the design model
shows some spikes , whi ch ar e absen t in th e ETFE.
The reason for this is the following: in each of
the individual estimated transfer fun ctions t he fre­
quency of the resonance is calculated . This fre­
quency differs slightly between the transfer fun c­
tions. However physically it is one phenomenon .
The designed controller acts on the reson an ce Ire-
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Fig. 13: Amplit ude par t of closed loop transfer
functions, (-) designed, (- -) ETFE

quency in the Vw -t Ma. t ransfer function, which
differs from the other transfer functions. Therefore
the spikes occur in t he designed transfer functions.

6 Conclusions

It has been shown that it is possible to calculate a
model of th e test-rig based on measured data.

Based on this model a stabie robust controlle r has
been des ign ed such that t he controlled model has
srnall rotor shaft torque variat ions, wit hout exces­
sive variat ions in DC-curren t , generato r speed or
delay angle.

Add itionally, uncert.a inty bo unds are ca lculated
with a 99% confidence inter val using t he measu red
data. Before im plemen ti ng the controller, the un­
certainty bounds are used 1,0 verify that th e con­
troller will st abili ze the sys tern, When th e con­
troller is applied 1,0 the test-rig it has been shown
that t he rotor shaft torque varia t ions are reduced
by a factor of 10. Th is shows that sufficient 1'0­

bu stness is obtained by th e controller , and t hat the
actua l performance is sat isfac tory.
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Abst ract . In this paper first results of controller design and implement ation applied to
the UN IW EX wind tu rbine syste m are presented. Identification experiments have been
designed such that all relevant dyn ami cs are excited. Ex peri ments on a real life wind
turbine have been carried out . Using prediction error methods experimental models with
Box-Je nkins struct ure have been identi fied. Experimental models have been compared
to physical models of the test turbine. Based on normalized coprime factorization of one
experimental model a controller has been designed such that it robustly stabilizes all
modeIs. The implemented controller has been evaluated by means of measurements on
the UNIWE X wind turbine and has proven to satisfy the design objective.

Keywords. Robust control, system identificat ion, wind power plants

1 Introduetion

The last few yea rs wind power plants have become
an acceptable alte rnative for c1ectrical ene rgy gen­
eration by fossile or nuclear power plants. In t imes
of growing env ironmental conscience a clean and
renewable energy souree deserves more attent ion.

In order to make wind turbine systems more cost­
effective they have to be designed and controlled in
a proper way. The design of weil controlled jlexi ­
bie wind turbines seems to be attractive for com­
mercial applications because lighter and less cost ly
construction elements can be used.

It is st raightforward t hat an accurate math emat­
ical dynamic model of the wind turbine system is
necessary to achieve a wind tur bine design that
meets these high req uirements. Math em at ical mod ­
els (such as presented Bongers et al. (1990) ) need
to be validated in practi ce. First resul ts associat ­
cd wit h this approach can be found in Bongers and
van Baars (1991) .

lThis research was suppo rted by t he C EC und er gra nt
J O UR-OllO and th e Nether lan ds agency for energy and en­
vironment un der gra nt 40 .35-001.10
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In this paper emphasis lies on control of the wind
turbine system. To be ab le to design an adequate
control system for exis t ing wind turb ines also a
dynamical mo del is needed. This model may be
obtained both by mathemat ical and experimental
modelling . T his paper is involved with the exper­
imental approach. Obviously experimental mod­
elling requ ires real life measurement data.

The procedure to be exp loited is as follows : 1­
dentification experiments are designed such that all
relevant dynamics are exc ited. Experiments on a
real life wind turbine are caried out. Using pre­
dict ion error methods, experimenta! models with
Box-J enkins structure are identified . Experimental
models are compared to the physical model of the
test turbine . Based on normalized coprime factor­
ization of one experimental mo del a controller will
be designed such that it robustly stabi lizes all mod­
els. The implemented cont roller wil! be evaluated
by means of measurements on the wind turbine.

The power of this procedure lies in the fact that
in pr inciple it is applicabl e to any wind turbine sys­
tem , and normal ope ration can proceed duri ng the
identifi cation experiment . As such the application



of thi s proc edure shows no serious pract ical draw­
backs and can be realized within a relatively short
time span.

A wind energy conversion syste m usually con­
sists of a rotor, which absorbs the energy pres ent in
the wind , a lransmiss ion 1,0 gear up th e rotatien­
al speed of the shaft, an eleclrical conversion sys­
tem which feeds the electrical power into the public
grid , and n control system 1,0 contro! the overall be­
haviour. The exp ect ed dynamic behaviour cons ists
of a mix of aerodynarnic phenomena, st ructural dy­
namics due 1,0 flexibilities in different construction
elements, and dynamics related 1,0 the e!ectrica! en­
ergy conversion. The amount of energy absorbed by
th e rotor depends on th e local wind speed as feit
by th e rotor blades and th c angl e of at tack. Wind
shear, wake of th e wind turbine and th e velocity of
thc blades determine th c local wind velocity.

Th e opera t ional region of a wind turbine syste m
can be devid ed into two parts: partiel load where
the wind spee d is below rat ed wind speed and power
out put is maxirnized , [ull load where wind speed
is above rated but below cut -out wind speed , and
power has 1,0 be limi ted 1,0 a fixed value. In addit ion
1,0 th is power control t he aim is also 1, 0 minimize
fatig ue loads, In combination with the expected
wind regime, th is characterist ic of ope ration and
control objectives determines the design crite ria for
a complete wind t urb ine systern.

An interestin g feature of wind energy conversion
is th at a stochast ic process, nam ely the wind speed,
del ermines th e point of operatien . The wind speed
simply det errnines th e ava ilabl e amount of encrgy
that can be converte d into electrical power. T he
wind can only be measured in a few points but is not
known over th e compl et e rotor plane, and even if it
were known it cannot be cont rolled. In other word­
s th e syste m is driven by noise, which makes wind
turbine systems essent ially different from most oth ­
er systems.

As a consequence it may not be expected that
operational condit ions of th e identification experi­
ment and cont roller evaluation are the same. This
motivates th e need for robusi cont roller design .

The procedure mentioned above is applied 1,0 th e
UNIWEX test facility situated in Stuttgart, Ger­
m any, The UNIWEX set up offers th e possibi li­
ty 1.0 emulate a wide range of (flexible) wind tur­
bine configurat ions without any hardware changes
(Müller (1989)) . This means, for exarnple, that the
roto r, which consists of hinged blades wit h comput­
er controlled hydraul ics, can be operated in such a
way t hat it behaves like a rotor wit h flexible or rigid
bladcs just by changes at software level. Th is set-
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up saves the time and effort needed 1.0 moun t and
dismount different rot or syste ms .

Th e layout of th e paper is as follows: Sect ion 2 in­
troduces a modular st ructured math em atica] mod­
el which will be used 1,0 describe t he U NIWEX
turbine. Section 3 discusses th e expe rirnental mod­
elling. Section 4 and Section 5 present the main
contribution of this paper. Section 4 describ es a
controller design method and som e robu stn ess as­
pects. The controller synthesis and actual design
are presented. Finally som e implementation as­
pects are mentioned and results of controller ex­
periments are pres ented in Section 5. Th e pap er is
closed with conclusions in Section 6.

2 Wind turb ine system description

An overview of th e UNIWEX tes t facilit y is given
in Fig. 1.

Fig. 1: Overview of UNIWEX turbine

In order 1,0 describe th c wind turbine dyn an .ic­
s and their interactions a mathernatical mod el has
been deve loped (Bon gers et al. (1990)) . Th e com­
plete model consists of a description of each of the
wind turbine parts and th eir mutual connect ions by
interaction variables. Using this st ructure it is easy
1,0 describe different wind turbine configurat ions by
connecting different submodels that are available
(Bongers et al. (1990) and Bongers et al. (1989)) .

We will apply this approach 1,0 describe th e dy­
namic behaviour of the UNIWEX turbine in par­
t icular. T he mathematical mod el of this wind tur­
bine consists of th e interconnection of submodels
hav ing the following character istics (more det ails
can be foun d in Bongers an~ van Baars (1991) and



l\lüll er (1989) : The rotor has two blades, with­
out flexibility in the joints. Only pitch angle move­
ments were allowed by the controller. In the aero­
dyn ami cal model each blade is divided into 10 sec­
tions, each section has its own corde, mass , twist
and profile. Based on th e local wind speed and an­
gle of attack of each section the aerodynamic loads
are calculate d.
Th e tow er is considered to be rigid.
The transmission is described by the first torsional
mod e of th e rotor shaft.
The hydraulic genera tor will be described by a
spring characteristic.

The complete wind turbine system has the fol­
lowing input and output signa Is.
input signaIs: As mentioned in Section 1 the wind
speed \fw as feIt by th e rotor is considered to be a
stoehastie input. The connte r torque !VIg generated
by the hydraulic generator can be adjusted by ma­
nipulatin g th e vàlve position Xv which is the first
determinist ie input . Th e blade pitch angle 0 can
be seen as the second determinist ie input because
it dir ectl y influences th e angle of at tack.
output signaIs: In ord er to gain insight in the dy­
nam ic behav iour of th e wind turbine th e following
out puts are measure d: t he rotor shaft speed w" th e
rotor shaft torque M; and blade root bending mo­
ments which form an indi cati on for the structural
loads.

3 Experimental modelling

1'0 eslimate experime ntal models we apply systern
identifi cation methods of th e weil known predietien
error m ethod type (Ljung (1987)) . In prev ious s­
tudies on rigid wind turbines around one operating
point (van Baars (1991), Bongers and van Baars
(1991), Bongers et al. (1989)) this technique has
shown 1,0 be successfu!. The application of a Box­
Jenkins model stru ct ure is necessary to obtain satis­
factory results. This necessity can be supported by
reasonin g that th e influence of wind on the turbine
behaviour is likely 1,0 be significantly different from
the influence of deterministic inputs on the system.
Th erefore it can only be covered by a model struc­
ture with ind ependently parametrized det erministic
and stoelrast ic part.

We are interested in modell ing the transfer func­
tion Irom blade pitch ang le to rotor speed and rotor
shaft torque, because th is transfer funct ion offers
th e most direct opportunity 1,0 design and imple­
ment a controller.

During the experiments the blade pitch angle
of both blades runs through a pseudo random se-
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quence of stepwise changes between 3 and 7 degrees.
An example of such a data set is given in Fig. 2. In

20 40 60 80 100 120 140 160 180 200
t jsec]

tI;;~1
o 20 40 60 80 100 120 140 160 180 200

t [sec]

Fig . 2: experime ntal data identification ex pe rt­
ment : lower part showing applied input
pitch angle, upp er part showin g rotor speed
output respon se

this figure it can be seen th at t here is no c1ear im­
pact on th e rotor spee d due to th e app lied pitch
ste ps. Therefore it is possible to apply t his proce­
dure without abort ing normal operation because no
rigorous exc ursions from the ini ti al poin t of opera­
tion are introduced .

The measured signa ls are sampled with a sam ­
pling frequ ency of 50 Hz which implies that dynam­
ics up to 25 Hz can he identified . Thi s should he
enough to cover th e relevant dynamics parti cularly
because this transfer function covers aerodynamic
features which are , by nature, rather slow. Because
of the ever pr esent f1uctuations in wind speed one
can not expect the conditions 1,0 be constant for a
long period of time. Therefore experiments have 1,0

be inspected in ord er to select intervals of relat ive
constant operational condit ions.

3 .1 Iden t ifica t io n results

After the data selection the exp erimental t rans­
fer functions from blade pitch angl e to rotor shaft
speed, rotor shaft torque and flap moment are est i­
mated. Different choices of model ord ers have been
investigated, both for th e deterministic part and
the stochastic part .

For deterministic orders larger than 3 and s­
toehestic orders larger than 8 both the loss function
(sum of squared residuals) and unit step responses
show no significant improvement, they on ly differ
slightly. Hence we may assume that all significan­
t linear relations in th e data are explained by th e



4 Controller design and imp le m en­
tation

The pair M, N(M, N) is right (left) coprime [ra c­
tional representat ion (ref or lef ) if il is a righl
(lef t) [ra ct ional represeniaiioti and ih ere exisl
slabie U, V (U, V) such ihat:

UN + V M = 1 (NU +MV = 1)

A system P lias a right (left) [raciional represen­
tation if th ere exist stabie N, M(N, Û ) sucli
that :

Definition 4.1 (fact ori zations) (Vidyasagar et
al. (1982))

On ly finite dirn ensionallinear time-invariant sys­
te ms are considered. Let P be a multi-input muIti­
output t ransfer function.

In this section th e controller design and impl emen­
tation will be discussed. A more thorough descrip­
tion of the applied control design method can be
found in Bongers (to appear) and Bongers (1992) .

T he cont rol des ign obj ective pursued in th is pa­
per is to maintain the rotor speed as constant
as possible by means of blade pitch movement s.
T herefore the cont roller has to achieve a good
servo- be haviour. In genera] the operational condi­
t ions during the identificati on experiments and th e
cont roller expe riments will not be the same. Therc­
fore the wind turbine systern will be approximated
with a set of linear models representing the vari­
at ions in operational conditions under which th e
controller should be able to achieve satisfactory be­
haviour. These modeIs are the models est imated
with the procedure described in Section 3 and the
avai lable theoretical model. The cont roller must
not only achieve the des ired servo-behaviour for the
design model but also for the set of linear modeIs.
Even deviations of th e designed cont roller have to
be allowed in order to implement th e controller suc­
cessfully. For UNIWEX t he mai n souree of devia­
tions in the controller is th e limi tations int rodu ced
by integer arithmeti cs of the contro l computer.
In thi s paper we will employ a controller design
method based on copr ime facto rizations of the wind
turbine model in order to achieve t he desired objec­
tives. First we need some defini tions that will be
used in th e sequ el.

35302520

I [sec]

15

identification resu1t time domain

frcquen cy [Hz]

identificat ion result Ire uenc domain

10

~ -1

Fig. 3: ld entifi cation result time (upper part : de­
terministic contribution vs. data) and fre­
quency (Iower par t : summed det erministic
and stochastic part vs data spectrum) do­
main

ing because the identification data set did not show
an evident correlation between pitch steps and ro­
tor speed response. With a simple interpretat ion of
aerodynamic behaviour in mind the determinist ic
response to the pitch steps seems real istic.

The accuracy of the stochastic part of the iden ti ­
fied models cannot be judgeö properly in t ime do­
main . In order to invest igate the validity of the
stochastic part we apply the following procedure
in the frequency domain. First an autospeet rum
of the rotor speed signal has been prod uced. Next
the frequency response of the determinist ic (G(O) u)
and stochastic part (IJ(O)e) of the estirnated model
have been calculated. For the model to be reliable
the sum of these frequ en cy dornain functi ons shou ld
correspond to t he spect rum of the output signa l (y) .
T he lower part of F ig. 3 shows the result . Clearly
th ere is no perfect mat ch but no essent ial dyn arn­
ie behav iour is mi ssing in the experimental model
so we can be quite confident about the accurac y of
bo th the det erministi c and stoelrast ic part of th e
model.

model. Residual arialysis supported this conclusion .

As shown in the upper part of Fig. 3, the identi­
fication technique succeeded in finding a clear cut
deterministic relation between pitch angle and ro­
tor speed. The solid line represents the cont rib ution
of th e deterministic pa rt of the estimated model to
the data. The dashed line presents the measured
rotor speed which is result of both deterministi c
and stochastic phenomena. This is rath er surp ris-
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Theorem 4.3 (robustness aspects) (Georgiou

and Smith (1990)) )
Suppose 1'(P, C) is siable, and tha t botli plan­
t and controller are periurbed to Ps ,Ct). respecii ue­
ly . Th cn 1'(Pt). ,Ct).) is stabie if

1
8(P, Pt). ) +8(C, Ct).) < 1I1'(P, C)II~

Fig. 4: Feed back configur at ion

The pair M , N (M ,N) is called normalieed right
(lcf t) coprime fraetional represeniaiion (nrcf or
nlcf) if it is a coprim e fraetional representat ion

an d:

M* M + N* N = I (M Af* + N N* = 1)

with M* = M T ( -s ).

According to Meyer (1988) the graph I-Iankel singu­
lar values O"P(P) are defined as the I-Iankel singular

H( M)values of th e nrcf of P 0"; N

Definition 4.2 (Gap distance measure) (El­
Sa kkary (1985) and Zam es and EI-Sakkary (19 80))

Su ppose P, Pt). are two plants with nrcf (N, M),

(Nt)., /I'h ) respeeti veiy.
Th e gap m etric distance 8(P,Ps) betw een the two

plant is defin ed as

8(P,Pt). ) = max{b(P, h),8(Pt). , P)}

b(P, Pt).) = Q;rIbIJ[ ~] - [~:] Q II ~

T he feedback system considered in th e sequel is
given in Fig. 4, where P is th e wind turbine and
C the cont roller. The closed loop transfer function
T( P, C) representing t he mapping between (el, e2)
and (u, y) is:

T( P,C) = [~](l+ Cprl[I C ] (1)

The (2,2)-e!eme nt of th e T (P, C) transfer function
is closely related to th e servo-behaviour, th e (1,1)­
element is the sensit ivity function. Therefore th e
funct ion 1'(P,C) represents all closed loop proper­
t ies to be considered.

In the next th eorem a sufficient condit ion for sta­
bilit y of th e closed loop is given when un cert.a inties
in both plant and controller are pres ent.
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To obtain as much robustness as possible the con­
troller C should induce the smallest 1I1'(P, C)II~ .

For the implementation in existing hardware t he
order of the cont roller should also be as low as pos­
sible.

Theorem 4.4 (control synthesis) (Bongers
and B osgra (1990))
For a given plant Pn of order n with dist incl O"p(Pn )

the re exists a controller Cr of order 1' , with I' < n,
such tha t 1'(Pn , Cr) is stabie and th e closed loop
transfer fu net ion satisfies:

Actual design

On th ree ind ependent data set s experimental rnod­
els have been calculated. These models are de­
noted by 5644 , 5668 , 5669, se!ected from the
original measurem ent file with corresponding ex­
periment number. The th eoreti cal model is also
available as 5T. In Fig. 5 the ampli tude part of
the frequ ency response of all th ese mod els is giv­
en . It can be seen that around th e cross-over fre­
quency th ese mod els are quite different. Fi rst a
nominal model needs to be chosen. Accordi ng to
Theorem 4.3 we choose as nominal model, that
model which generates th e smallest gap (Defini­
t ion 4.2) with the other mo dels wit hin the mod ­
el set. T he model P := 5669 is selected to be
the nominal model. The gaps between this ncrn­
inal mod el and the oth er models in the mode l
set are: 8(5669 ,5644) = 0.5512, 8(5669,5 668) =
0.3309, 8(s669,ST) = 0.219. This means t hat if th e
cont roller induces 111'(P, C ) II ~ < 1.81, all mod els
are st abilized if there are no controller perturba­
t ions.
The design bandwidth of the servo- Ioop will be cho­
sen to be 1Hz. If a bandwidth larger than 0.5 Hz
is achieved , the desig ned controller will be an im­
provement compared to an existing controller. A
PI pre-compensator is used to obtain a zero track­
ing error at low frequ enci es. This pre- compensator
can be incorp orat ed in th e nominal model to ac­
t as a weighting funct ion (McFarla ne and Glover
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Frequency response of the models lil the
set . (-) 5644, (- -) 5668, (... ) 5669,
(- .-) ST horizontal solid lin e denotes OdD

m en ted in assembler code on a P DP 11 process
computer. The avai lab le software eenstrains the
im plemented controller (CIMPL) coefficients to be
in tegers. This implies that we have to approxirnatc
our designed cont roller and have to allow controller
perturbations . The approximation consists of a se­
quence of binary sh ifts and converting floating point
numbers to in tegers. The number of shifts is quite
ad hoc.

In F ig. 7 the amplitude plot of the frequency re­
spo nse of t he t heo retical controller, approximated
controlle r and the ad dit ive error between the two
cont rolle rs is givcn. ft can be seen that the devia­
tions ar e m ainly at low frequencies, where they are

of approx imately thc same amplitude as thc con­
t roller. If t he op en loop resp onse of both controllers

Fig. 7: Frequen cy response controller . (-) C, (­
-) CIMPL, (... ) C- C IMPL

(1989)). Using the controller synthesis of The­
orem 4.4 a first order controller for the weighted
pl an t has been designed. The final controller C
is com posed of th e controller of Theorem 4.4 and
the pre- compensator. For the cont roller C and the
nominal plant P, IIT(P, C)lloo = 1.5462 and gener­
ates a robustness margin of 0.6467 whi ch is large
enough to incorporate th e given perturbat ions. Tn
Fig. 6 the amplitude plot of th e frequency response
of th e design model with PI-pre-compensator IS

given , together with th e obtained sensitivity and
complementary sensitivity. It can be seen that th e
achi eved bandwidth for th e design model is about
0.7 Hz, hence the nominal controller design objec­
t ive is satisfied, The dcsigned controller is irnpl e-
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ar e compared , the implernented one can eas ily be
reject ed , see Fi g. 7. The gap bet ween t he two con­
trollers is Ó(C ,CIMPL) = 0.008, wh ich is surprising­
ly smal!. According to the robu stness test of Theo­
rem 4.3: m ax (Ó( P, Pi )) = 0.5512 + Ó(C,CIMPL) =
0.008 is smaller tha n the allowed robustness margin
of 0.6467, hen ce th e whole model set is stabilized
by C IMPL, therefore th is controller will be irnple­
mented .

5 Results

Afte r implementat ion a number of experiments was
performed with the im plemented controller. Dur­
ing t hese experiments t he wind speed was smaller
t han during t he identifi ca t ion experiments, wh ich
implies that the operat ional condit ions a rc likcly
to differ significantly. As a conse que nce a cert.a in
performance degraelation cornpare d to the designed
closed loop performance ca n be ex peeted.
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Th c first experiment shows the difference be­
tween th e controlled and uncontrolled wind turbine
bchaviour . In Fig . 8 a clear difference in behaviour
can be seen before and aft er t=39s, the moment the
cont roller is switched on . As the figur e shows the

!
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time js]
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Fig. 9: servo behaviour: set po int changes of de­
sired rotor speed at t = 165, 184 (up per
part) and pitch angle controller acti on (low­
er part)

Fig. 8: Controller switching on at t = 388 : ro­
tor speed response (upper part) and pitch
angl e contolIer action (lower part)

rot or speed is controlled within a tight bound . The
applied cont rol action (the pitching of the blades)
is not excessive and stays in an acceptable range.
Comparing the behaviour of th e rotor speed at con­
st ant pitch (no control) and act ive pitch (control) it
is clear that the rotational speed variat ions due to
var iations of wind speed can be redu ced sufficient ly
by this cont roller.

The second controller experiment investigates
th e tracking performance. Fig . 9 shows that the
cont rolled systern responds accurately to stepwise
cha nges in th e desired rotor speed. Considering the
large rotor inertia the time span to reach the ncw
set poin t (2 a 3 sec) is quite an improvement com­
pa red to pr eviously applied controllers. The time
const ant of th e controll ed wind turbine is approxi­
matcly .7 s, which implies that the design cd band­
wid th (1 Hz) has not been achieved. Nevertheless
t here is great confiden ce t hat th e design ed band­
width will be achieved if the cont roller will be e­
valuated under operational condit ioris closer to th e
oprat ional condit ions th e cont roller has been de­
signed for. The control actions stay within a rea­
sonable area.

A rem ark has to be made concerning a large step­
wise increase of desired rotor speed . This may im­
ply that the pitch ang le is steered towards nega­
tiv e values. T his makes no sense from aerodynamic
point of view and can lead to unstable bchaviour.

In order to avoid thi s the pitch angl e must be re­
stricted to nonegative values. The consequence of
this is that such rigourous setpoint changes can not
be followed as fast as desired.

The final controller experiment is th e most dras­
tic one. It evaluates the performan ce of the con­
troller under stepwise changes in th e absorbed
torque by the generator syst em , This can be seen
as abrupt disturban ces that infiuence the system
in addition to th e fiuctuating wind spee d. In Iac­
t there are two kinds of disturbances acting on
the system: the wind stochastics which are always
present an d the deterministic induced variations of
the counter torque. As shown in Fig. 10, th e con­
troller acts satisfactory patricular1y for th ese dras­
tic disturbances (the torque is doubled) . The speed
remains in a range of approximately .5 rp m.

6 Conclusions

A pro cedure consisting of identifica tion , rob ust con­
troller design and implementation has been succes­
Iully applied to a real life wind turbine system,

An advantage of this approach is t hat nor mal op­
eration needs not to be abor te d during the iden­
tification experime nts, and in principle i t can be
applied to almost any wind turbine system.

Since one can not expect th e operational con­
ditions during identification and cont roller experi­
ments to be th e same more than one expe rimental
model has to be estimated .

A rob ust controller has been designed which sta­
bilizes this set of all these experimental mod els. Be­
cause of implement at ion restrictions th e designed
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Fig. 10: response to disturbances : controlled ro­
tor speed (upper part) and changes of ab ­
sorbed rotor torque (Iower part)

cont roller needs to be approximated and therefore
controller perturbations are taken into account.

Implementation of th e controller showed satisfac­
tory behaviour with respect to th e design object ive
both for setpoint changes and st epwise disturbances
of ab sorbed torque.

Further research will focus on application of this
pro cedure to more flexible wind turbine configura­
tions.
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Abstract . A way to cont rol a wind tur bine over a wide range of wind veloeities is
presented in this paper. Because of t he st rong non- Iinearity of a wind turbine along the
wind velocity range severa l linear robust cont rollers are applied. Each linear controller
has been designed to meet the specifications of a cont rolled wind turbine for the part
of the wind velocity range a controller belengs to . Dependent on the wind velocity the
appropriate controller is schedu led . Spec ial attention is given to avoiding the harmful
transients which ar ise after switch ing between controllers. This has been done by con­
ditioning the linear controllers which are not in the control loop. Together with some
additional specific actions a control has been synthesized which satisfies the specifications
of a controlled wind turbine well for the whoIe range of wind velocities.

Keywords. variabie speed..wind turbines , robust control, controllers switching, condi­
tioning technique

1 Introduction

The most important und erlying motivation of re­
searc h for large sca le energy pro duct ion using wind
energy conversion systems is the aim to redu ce t he
econom ie costs of produced e1ectrical ene rgy.

One single, cost effective , wind energy conversion
system will then have:

(i) low construction costs. Low const ruc­
tion costs can be achieved by using lighter,
and thereby more flexib le, com ponents. Al­
lowing more flexibility in the components also
introduces the possibi lity of reducing internal
stresses. However the dy namics of each com­
ponent shou ld be designed mo re carefully oth­
erwise the intern al stresses are magnified.

(ii) long lifetime. Fat igue loads have to be kept
within acceptable margins in order to gua ran­
tee a long lifet ime and t hereby achieve an eco­
nomic attractive system.

(iii) efficient energy conversion. Higher energy
product ion out of t he same amount of wind
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implies lower costs of the produced ene rgy.
It is evident th at each of th ese points more or less
independently reduce th e costs of the generated
e1ectrical energy.
The optimal energy production for wind turbines
is schematically rep resented in Fig. 1. Be10w cut-
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Fig. 1: Power curve

in wind velocity Yc:ut-in th e maximum arnount of
generated ene rgy is less than the energy dissipat ion



duc to friction, consequently the turbine will not be
ope ratod below the cut-in wind velocity. Starting
from Vcu t; n to the " rated" wind velocity v,.ated the
turbine is operating in partial load. In this area
t he produced electrical ene rgy can be optimized by
cont rolling th e rotor sp eed proportional to the wind
velocit y (optim al tip-speed ratio). It is noted that
t hc presented power curve is only achievable if the
wind turbine can operatc with a variabIe rotational
spee d. Above the rated wind velo city the turbine
is ope ra ting under full load condit ions where the
gencrated power has to maintain a constant level.
This can be achieved by controlling the produced
cutr ent . Above cut-out wind velo city v:,ut-out the
turbine is taken out of operation , to prevent ex­
tr em ely high loads. The cut- out wind velocity is
dct ermined in a trade-off between produced encrgy
and the loads on the construct ion .
The non-linear behavior of a wind turbine is explic­
itly shown in Fig. 2, where for a number of mean
wind velocities linear model where calculated.

10'
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u
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Fig. 2: Amplitude part frequ en cy response for dif­
krent wind veloc it ics

In orde r to achieve an optirnal low cost wind tur­
bin e, first these properties ar e translated to objec­
t ives that can be used to synt hes ize cont rollers:

The first property (i) is assurn ed to be given. This
implies th a t the control synthesis is not part of th e
wind turbine design , but has to modify th e behav­
ior of already designed turbines. Property (ii ) can
be achieve d if the controller is abl e to increase th e
damping of flexible wind turbine st ru ct ure over th e
wholc operating envelope . In order to achieve ob­
jective (iii) by a cont rolle r , th e cont rol objectivo can
be formulated in partial load as a tracking problem
on the unmeasurable wind velo city; in fullioad this
will change to a disturbance attenuation problem.
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Around one op erating condit ion it has been show n
by (St einbuch (1989), Bon ger s and Dijk stra (1992))
that linear con troller s can be applied to ach icve

objectives (ii ) and (iii), experimental res ults can
be found in (Baars and Bonger s (1992), Bongers
(1993 ) ) .
Due to th e vari ati on in sys tem behavior, with re­
spect to the mean wind velocity, one linear con­
troller is not able to ach ieve objectives (ii) and (iii)
over th e whol e opc rat ing enve lope.
In this paper, sever allinear controllers will be uscd
to control the non -Iincar wind turbi ne model. For
a number of appropriate wind veloeitics linear con­
troller will be designed. Switchin g between t hc con­
trollers will eause the appropriate cont roller to bc
active at the corresp onding wind veloc ity . Accord­
ing to (Campo el al.(1989), Hanus el al.( 1987))
a conditioning technique will be used to obtain

a smooth transfer bet ween the active and inac­
tive controllers. This te chnique has been succcss­
fully applied in aero space enginee ring by Hyd e and
Glover (1990) , whereas more details about wind
turbine application can be found in Kraan (1992) .
The layout of this paper is as follows: In Secti on 2
the wind turbine sys tem to be cont rolled is de­
scribed. Backgrounds and an outline of the control
design procedure are givcn in Section 3. The con­
trol design will be covered in Section 4. Simulat ion
results of the controlled wind turbine will be shown
in Section 5. We will end with some conclusions
and recommendations in Section 6.

2 Description of the system

The experimental set -up is t.he IRFLET test-rig
(Engelen et al.(1993)) , which is located at th e
Netherlands En ergy Research Foundation , Pet ­
ten , The Netherlands. In th is se t-up t he elect ro­
mechanical part of a wind t urbine can be st ud­
ied under pr edefined condit ions . T he test- rig is
schematically reprcsentcd in Fig. 3.
The test-rig con sist s of thc followin g components:

- a cont ro lled DC-motor which physically rep­
resents the torquo effects crcated by the wind
velo city aeting on t he rotor . In contrast to real
wind turbine systems, the wind velocity can be
specified .

- a flexibl e shaft , and a t ra nsm ission for increas­
ing the angular speed of this shaft up to a value
which is appropriate for th e generato r;

- a synchronous generator with rcc ti fier, DC-link
and invettor which cnables variabIe spee d op­
eratien ind ependent.ly of th e grid frequ en cy.
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Fig . 3: IR FL ET test-rig (Engelen et a/.( 1993))

T lic torque generated by the DC-m otor rcpresents a
wind turbine configuration wit h a rigid tower and a
rigid rotor . This permits us to direct our attent ion
to th e elect ro-rnechanical part.

Cont rollab le inputs are:
- th e dclay angl e aT of the thyristors in th e ree­

ti fier , which has to be kept at a low constant
value when not participating in control actions ;

- th e field voltage Uj ,e of the generator.

l\Icasurable outputs are :
- the direct current Jg in the DC-link;
- th e generator speed W sm '

A non-linear model of thi s test-rig is availab le in
thc DUWECS wind turbine sim ulation pac kage
(Bongers (1993a)) .

3.1 Hex> cont rolle r design

Each linear rob ust controller will be dcsigncd us­
ing an Hex> des ign method based on coprime factor
plant description (Bongers and Bosgra (1990) , Me­
Farlane and Clever (1989)) . Advantages of thi s
design method are:

- The nominal plant Pand the perturbed plan t
Pe:. are allowed to have a different number of
unstable poles.

- The possibi lity to trade-off the ord er of th e
controller with robustness.

- Due to the existence of explicit solutions,
fast MATLAB-compatible algorithms exist
(Bongers (1993)) .

T he following feedback configu ration will be stud­
ied (Fig. 4), where the wind turbine model P is
cont rolled by a controller C . T he closed loop trans-

3 Backgrounds and outline of the
control design method.

rl

As arg ued, the aim is to control the wind tur bine
over the whole ope rat ing envelope by a nu mber of
linear controllers. Consequent ly two aspects in the
cont rol design we can be recognized:
Design of multiple linear rolrust controllers : Each
linear controller has to satisfy the ob jectives (ii)
and (iii) for a pa rt of the operating envelope. The
cont rolled wind turbi ne has to be rob ust with re­
spect to the non- linearit ies involved in th is part.
The used design too ls to ach ieve this will be eluci­
datcd in Section 3.1.
Minimizaiioti of switching phenomena: When a
new linear controller has to substitute the one in the
loop , the states and outputs of this cont roller are
not "p repared" to the sit uation in the loop , whi ch
can ca use very disadvantageous effects on the sys­
tem . A conditioning tec hnique used in this st udy to
prepare t he "stand-by" controllers wil\ be explained
in Scct ion 3.2
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Fig. 4: controller C and wind turbine P in closed
loop .

fer funct ion T(P, C) mapping the external inputs
(rl, r2) onto the outputs (u, y) is given by:

T(P,C) = [ ~] (I + CP) - I [ J C] (1)

where det(I + CP) i- O. For bounded exogenous
inputs (rl, r2) , stability of the closed loop, i.e. th e
cont roller C intern ally stabilizes the plant P, is
gua ranteed if and only if T( P, C) is stabIe.
The purpose of the designed controller is not only
to stabilize t he nom inal plan t , but also to stabili ze
plants which are slightly different . '1'0 this end an



Fig. 6: Observer approach to contro lle r cond it ion­
ing

The controlled configuration with one controller
stand-by to control the wind turbine is give n in
Fig. 6.

y

(2)

Let the state-space description of the stand-by con­
troller be given by

Xk+l = AXk + BYk + Rrk
uf = E Xk + DYk+ S rk

By feeding back the differen ce betw een the outputs
of the in-Iine and th e st and-by contro lle r Uk - uf ,
using a gain I<, the state equa t ion can be writ ten
as:

on e cont rolle r to t hc next cont ro lle r, t his next con­
troller can experience a lar ge ini t.i al response. This
in turn can cause undesirable behavior of the con­
t ro lled system . In order to avoid these effeets , th e
next controller to be act ive in th e control loop lias
to be prep ar ed for its task . In the sequel of th is sec­
t ion, t he prep arati e n of controllers using a condi­
tioning technique (Ast röm and Witten mark (1984 ),
I-Ianus and Kinneart ( 1989)) will be explained.

I'

Xk+l = AXk + BYk + Rrk + I«U k - u?)

Using (2) we have:

Xk+ l = (A-I< E )Xk+(B-I< D)Yk+(R-I<S)rk+ I<u.
The st and-by cont rolle r states converge to a steaJy­
stat e if t he the eige nva lues of A - I< E are ins ide the
unit di sk. In t h is steady-statc condit.ion , t he differ­
ence Uk - uf will be zero . Thereby, if the stand­
by cont rolle r is switched in to the control loop, no
initial controller response will occur and a smooth
transition from one cont ro lle r to the next cont ro ller
has been achieved.
The combination of the feed -b ack m atrix I< and
the stand-by controller can be cons ide red as an ob­
server, which explains the name of the method , al­
though the aim is not estirnation of the in-line con­
troller states, but conditioning the stand-by con­
troller states. Calculation of I< can be don e with

1
II T (P, C)lloo < -I:

Proof: (Georgiou and Smith (1990), Bongers and
Bosgra (1990)) 0

F ig. ·5 : rnan ip ulat ion of t he cont ro l design by a pr e­
compensator I,VI and a post-compen sator
W2 .

un certainty description is used. For a given con­
t roller, the maximum allowable size of this uncer­
t ain ty description is provided by the following the­
orcm ,

Theorem 3.1 Let Ö(P, Pt,.) be ihe distance between
two liuear syslems Pand Pt;. as [ormulat ed in the
qap-mclric (Georgiou (1988)). Suppose the con­
troller C is designed [or the nominal model P such
tlial ilie f eedback syslem T( P, C) is stabie. Then all
Pè, E {Pt;.1 ö(P, Pt;.) ::; I: } are slabilized ij

3.2 Controller conditioning

Th c con trol problem concerns t he minimization of
1I1'(P,C)lloo over stabilizing C, which implies rnax­

imizing robustness 1:. Because the four transfer
funetions in T( P, C) represent robustness as well
as performance properties , the minimization estab­
lishes a certain performance also . Control design
specificat ions can be incorporated, using loop shap­
ing, by means of a pre-compensator VVl and a post­
compen sator VV2 (Fig. 5). Then we have the control
pr obl em of minimizing IIT(PT , C)lIoo over stabiliz­
ing C, where PT = W2PWl . The controller which
lias to be implemented becomes CT = Wl C vV2 •

For a more detailed treatment of infiuencing th e
achieved performance and robustness in this way
can be found in McFarlane and Glover (1989) .

Giv en a number of linear robust controllers, de­
signed according to the previous section, the next
st ep is to describe how the individual linear con ­
trollers cooperate, If one would just switch from
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methods whi ch are related to those for state estima­
t ion. In this study the optimal J( is calculated in
a way corres ponding to Kalman filter design (An ­
dcrson and Moore (1979 )) , so we can specify a
fast convergence of th e st and-by controller states
with low noise amplification. The maximum rate
of convergence depends on how fast the operating
conditioris of the wind turbine are changing. Ir the
alowab le time to condition the stand-by controller
not sufficient, the controller will show an initial re­
sponse when it is switched in-line with th e wind
turbine.
T his frame-work to condition controllers can also
be applied in the case:

- Two consecut ive controller may have a differ­
ent st ructure or have a different state dimen­
sion. T his will occur when the wind turbine
operation shifts from parti al load to full load
and vice versa.

- An unstable cont roller, desired to enhance th e
perfor man ce of the syste m can be condi ti oned
by a stabie low performan ce controller.

The switching mechanism between condit ioned con­
trollers is illustrated in t he block-schern e of Fig . 7.
The vector v, consist ing of vari abl es which rep re-

v

Fig. 7: blockschem e of th e total control.

sent the non-linearity of the system (in th is case
an cst irnat ion of the wind ve1ocity), pass es a block ,
called 's witc hing logic' . This non-linear block con­
tains several logic rules for determining the appro­
pri ate moment of linear cont roller transfer in de­
pend enee of the values in v . An example of such
a rule is the hysteresis in the switching moment to
avoid oscillations between linear cont rollers when
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v is noisy. Other rul es for good cont ro ller transfer
are ty pically related to the wind turbine and \ViII
be discussed in Section 4

4 Controller design

In this section the cont rol design meth od of Sec­
tion 3 will be applied to the wind turbine model.
Assume that the wind turbine is bound to operate
on the optimal power curve of Fig. 1, then the op­
erat ing condit ion is complete1y det ermined by the
mean wind ve1ocity. Cons equ ently we can approxi­
mate th e non-linear mod el , by a set of linear models
parametrized by th e mean wind velocity. Since olie
cont roller is not abl e to satisfy the desir ed objec­
tives for all wind velocities, we have to determi ne
th e range of wind velocity such that one controller
is able to satisfy th e obj ectives. For this purpose
the distan ce in gap-met ric sen se between the lin­
ea rized models is determined . In Fig. 8 these dis­
tances between the linear models in pa rtial lead ,
corresponding with wind veloeit ies between 3 and 9
mi s are rep resented. F ig. 9 represent the distances
in fullioad (wind velocity from la to 24 mis). In
Fig. 8, for examp le, the dash-dot ted line represent s
the distance between the win d t urb ine model lin­
earized at 6 mis mean wind velocity an d t he oth er
linear wind turbine modeis. It can be seen that the
distance bet ween the two models will become larger
if t he wind veloeities around which th e models are
lineari zed become larger.

0,7

0,6

0.5

0.4
..:.
:;

0,3

0,2 1--_~"----'-.,-,t

0,1 -,,•••••

-,-.

windvelecity correspondingmcde ls

Fig. 8: Distances between linear systems corre­
sponding to wind veloeit ies in parti al load

The determination of the wind velocity range for
which th e linear controllers have to be robu st have
to happen in an it erativ e way. This is caused by the
fact that the cont roller, to be designed , det ermines
the size of th e allowabl e perturbations. The itera-



windvelocity cortespo nding models

Fig. 9: Distances bet ween linear systems corre­
sponding to wind veloeiti es in full load

ti vc elia raeter of the design procedure is illustrated
by th e flow diagram of Fig. 10.

Esscntial trade-offs , concerning the number of con­
tr ollers and t he rohustness of each controller, are:

- much cont rollers cover non-Iinearity weil, but
above a certain number of controllers, perfor­
mance won't he improved remarkably. Besides,
enough robustness has to be left against (re­
maining) switching phenornena.

- Iew cont rollers imply less switching, but non­
Iinearity is also covered less, so more robust­
ness may be necessary and performance could
get worse.

For partial load, the following weighting functions
are used in the Hoc control design :

- Int egrator at the output W sm , for tracking of
th e rotor speed setpoint to maintain optimal
tip -speed ratio.

- Firs t order low pass filter at input Uf,e and sec­
ond order high pass filter at input ar to trade­
orf the cont rol act ions by field volt age and de­
lay angle in the right way: the field volt age for
low frequency control actioris and the delay an­
gle for high frequ ency control actions.

- Statie gains for all inp uts and out puts, for ad-
justi ng bandwidth and robustness .

Baset! on observat ion of Fig. 8 and sim ulat ion re­
sults obt.ained with the cont rollers, it has been de­
cidcel t hat three linear cont rollers are sufficient in
the par ti al load range to cover non-Iin earity while
ma intaining performance. Rem arkably, ju st th e
weil performing controller s provide also a lot of 1'0 ­

bustn ess in the closed loop (f ::::: 0.6). Three cor­
responding gains K, have been designed for condi ­
tioning of the stand-by controllers. The Kalman
gain elesign is based on balanced state-space de-
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Dis t ances = r ebu e t n e e e rn e r g in s •

Sim ulavien , lin ea r an aly ais ,

Si m ula tio n .

+

Ready

Fig. 10: flow diagram of t he control design proce­
dure. 0 means an evaluation of design
criteria, 0 mean s a design step.

scriptions of th e cont rollers, where th e weight ing
matrices are chosen such th at a Iast convergence
of stand-by controller states is achicved wit h a low
noisc amplificat ion. For each cont roller, the op­
erat ing range is depicted in Fig. 8 by th e vertical
Iines, whereas th e minimum robu stness margin is
depieted by th e hori zontal lines.

To meet full load cont rol obj eetives, following
weighting functions were used :

- Int egrators at output I g and input aT> for
tr acking th e set point s of both signaIs.

- Statie gain s for all inputs and outputs , for ad-
ju sting bandwi dth and robust ness.

According to Fig. 9 and sirnulat ion results onc con­
t roller for the less non-l inear full load range pre­
serves high performan ce while providing enough 1'0 ­

bustn ess (f > 0.4, as required by Fig . 9) .

The difference bet ween t he control airns , and hence
th e cont rollers, corres pond ing to partial load and
full load is so substant ia l that switc hing bet ween a
partial load controller and a full Ioad cont roller will
caus e very strong anel harmful effeets, in spite of
the controller condit ioning.
To motivate the remaining cont rol design steps, th e
problem with switching betw een partlal and full
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Fig. 11: Responses of direct current and moment
on noisy wind while switching between
cond itioned controllers (-) and non-
cond itioned controllers (- - - -). Switch ing
bet ween controller is marked by X .

5 Simulation results of the con­
trolled system

Ta start with, the difference between switching of
cont rollers and switc hing between conditioned con­
trollers is shown in Fig. 11.
lt is obvio us from Fig. I I switching between con­
ditioned controllers results in bctter system be­
havior in comparison wit h switc hing between non­
conditioned controllers. In this spec ial case, where
the wind velocity is har dly changing and kno wing
that it won't, switching between cont rollers is not
very sensible. One could easi ly design one cont roller
for this operating enve lope. T he smoot h t ransit ion
between thc condit ioned cont rollers also holds if the
wind ve\ocity varies of a larger range .
Condition ing of the parti al Joad controllers aIways

laad will be considered more detail. In fact the
difference between part ial laad and full laad con­
trol aims may imply sudden changes in reference
signaIs . For inst ance, let us consider a firm wind
gust starting at 6 mis (stationary value of dir ect
current: 11 Ampere) and end ing at any value be­
longing to the full load range ( > 9.7m /s, st at ion­
ary value of direct current : 45 Am pere). Because
time is needed for acceleration of the rotatin g parts
and consequently for reaching the st at ionary values
of angu lar speed, dir ect current and to rques, dir ect
current will be about only 20 Ampere when switc h­
ing to full load cont roller and cont rol aim s. This
imp lies a sud den reference step of 45 - 20 = 25
Ampere. In combinatio n with t ight cont rollers and
a limited range of inp uts this will be disastrous for
the wind turbine. Consequent ly, in addition to th e
wind velocity, also the direct current is necessar y to
dcterrnine the appropriate way of switching. In or­
der to obtain a smooth transit ion from partial load
to Iull load conditions some new conditions are built
in the controller. In case of switching from part ial
to fullload:

The difference in actual direct current and ref­
erence direct current will pass a first order fil­
ter in order to prevent a large initial controller
respon se.

- First a highly robust (eg. low gain) controller
is switched in-Iine. This controller is des igned
to achievc as much robustness as possib le, at
the expense of pe rformance deterioration .

- ]f the measured current is sufficient ly close to
its setpoint value, a high performance con­
t roller will be switched in-lin e. This cont roller
is designed to achieve performance, at th e ex­
pense of less (bu t sufficient) robustness.
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fig. 12: responses of direct current a nd to rquo on
wind gu st ; controlle r switching is marked
by X.

hap perred well. Although the off-line cont ro lle r con­
di ti oning is robust , sometimes low frequen cy and
eve n static errors happen ed in case of conditioning
of Iull load cont rolle rs . By add ing som e integral ac­
tion to f( and an ext ra rul e in t he logic block for
act ivating t he se dynamics only in case of full load
controlle r condit ioning t hese er ro rs di sappeared .

Next the wind turbine beh avior on a wind gust from
(j mis to 14 mis is shown in Fi g. 12. The controlled
wind t urb ine behavior is in acc ordance with th e ob ­
jecti ves (ii) and (iii) , as mention ed in Section 1.

6 Conclusions

lt has been shown that sa t isfactory con trol of a
wind turbine over a wide range of wind veloeit ies
eau be ob tained.
For cove ring th e non-lineari ti es weIl , th e overall
cont rol has been realized by switching between five
lloo cont ro lle rs, which have been appropriately con­
di ti on ed by means of an ob server approach .
In case t he wind velocity appeared to be insuffi­
cicn t to represent the wind t urb ine behavior for
approp ria te switching; the value of the direct cur­
ren t , besides some additional logi c and dynamics
for smoo t h ing the effects of cont roller transfer and
change of cont rol aims , was need ed to swit ch from
partial to fullioad control in a proper way.

Further research

The application of one schedule variabie has not
been sufficient. Therefore the use of more schedule
variables, for example wind speed and d irect cur­
rent , need to be invest igated .
The proposed con trol scheme has shown good be­
havi or on the simulation model , the next step has
to he a pplied on the experimental test-rig .
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Abstract . For a linear time invariant system with several disturbance input and con­
trolled output channels defining several closed-loop transfer matrices, we show how to
minimize the H2-norm of one of these transfer matrices while keeping the H2-norm or
the Hoo-norm of the ot hers below certain levels. This may be interpreted as minimizing
the nominal performance of a system while keeping the H 2-norm or Iloo-norm perfor­
mance' bounded or the closed-loop system robustly stable, We show how sequences of
finite dimensional convex optimization problems allow to compute the optimal value, to
numerically detect the existence of a rational optimal controller, to determine its order,
and to design nearly optimal rational controllers of the same order.

Keywords. Multiobjective H21Hoo control, H2 optimal control , Hoo optimal control,
minimal nominal performance, robust stabilization, constrained H2 optimization.

Notation

Ht,xgIHfx g denote the Banach/Hilbert spaces
of Cpxg-valued maps F which are analytic
in the open right half-plane Hand satisfy
1IFIloo .- sUP.EH IIF(s)11 < ooi IIFII~ .­
SUPt>oJ~oo trace(F(t + iT)* F(t + ir)) dr < 00. For
any set S of functions defined on C, RS denotes the
real rational elements in S. For Q E RHt,xg let the
(infinitc) nonincreasing sequence O"I(Q) ~ 0"2(Q) ~
. .. dcnote th e Hankel singular values (HSVs) of the
strictly proper part of Q and recal1 O"A Q) > 0 if j
is not larger than th e McMillan degree of Q and
O"j(Q) = 0 for all other indices. Finally in any

norm ed spac e (X, 11.11) we write Xv ~ X meaning
that Xv converges exponcntially to x , if there exist
constants J( > 0 and p > 1 with IIx - xvII ~ J(p-v
for all indices u,

IThis work is very much inspired by the helpful discus­
sions with Prof. P.P. Khargonekar whom I would like to
thank for his great hospitality during my half year visit of
the University of Michigan (USA) in 1992. In addition, I
would like to thank Dr . F. AlIgöwer from the University
of Stuttgart (Germany) for stimulating conversations about
the motivations for H2/ II00 control.
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1 The Multiobjective H 2/ tt; Con­
trol Problem

Suppose that the underlying system admits the
state-space description

:i; Ax + Bu-i- Gd,

y = ex + Dd,

z l/x+Eu+Fd,

with u as the control input, d as the disturbance
input, y as the measured output, and z as th e con­
trolled output. A stabilizing controller C is any sys­
tem v = K» + Ly , u = Mv + Ny which yields

(
A + ENC BM) C-O" LC J( C . If d and z are

partitioned as d! = ((cfl)T (d1)T .. . (dkf) and
zT = (( zOf (Zlf .'.:(zkf), we denote by

the real rational transfer matrix from dj to zi which
is defined by the closed-loop system.



do r------.- Zo

dl r------.- ZI

dk
Pl ant

Zk

r-" -

U Y

'-- Controller +-

Given k positive real numbers Î I, . . . , Î k and some
int eger l with 1 ::; l ::; k, th e aim of this paper is
to provide a solut ion technique for th e optimization
problem

. inf . II1öo(C)112
II1)J(C)1I2:Sî'J ,]=1,.. .,/, II1)J(C)lIoo:Sî'J ,]=/+1 ,. .. ,k

(1)
where t he infimum is taken over all stabilizing con­
t rollers C..lust for notati onal sim plicity we restriet
the attention to the case k = 2 and l = 1. As a
first step we use t he Youla par am et eri zation to rep ­
resen t the set of all achievable closed-loop transfer
matrices from cl to z wit h th e free Q E RH':.:,xq as

where Rj , Sj, Tj , j = 1,2,3, ar e easily det ermined
real rational stabie m atrices. As a slight abuse of
notation we call , from now on, th e Youla parameter
Q it self th e controller. With th is representation , (1)
hen ce reads (for som e /3 , Î > 0) as

with th e infimum taken over Q E RH':.:,xq.

The main cont rol th eor etic motivation for this prob­
lem has been ex te ns ively discussed recently (Bern ­
stein and Haddad (1989), Rot ea and Khargonekar
(1991), Kh argonekar and Rotea (1991)) and may be
briefiy summarized as follows: The HTnorm of th e
t ra nsfer matrix 1öo(C) is viewed as a measure for
t he (nominal) performan ce of the sys te m . Instead
of ju st opt im izing t he performan ce, the controller
is a lso required to keep bounds on th e H2-norm of
7i1 (C) and on t he Hoo-norm of 122(C ) satisfied. The
channel cfÜ ---. ZO const it utes th e most important
performance obje ct ive, whereas th e normbounds for
the channe l di -t zj for j = 1,2 may be viewed as
performan ce const raints for less important channels
expresse d in th e H 2 or in th e Jloo norm and result­
lI1g e.g. in desired disturbance quenching. Most
importantly, however, th e 1loo-norm const ra ints for
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J = 2 can be in ter preted as keeping the system
robustl y stabi e: 11 122(C)lloo ::; Î im plies that the
closed-Ioop system rem ain s internally stabic under
th e act ion of any un cer t ain ty d2 = .6. z2 where .6. is
an arbit rary per turbati on (of suitable dimension)
in the closed Hoo-ball of radius st rict ly la rgcr than
; (or eve n a certain finitc-gain stab ie nonlincar­

ity ). Hence (1) descri bes proble m s in which the
nominal H2-perfor man ce is opt.im ized while keep­
ing other performan ce objectives in the II2-norm
or Hoo-norm bounded and while keeping up robust
stability against a broad class of model un cer t.ai n­
ties. In this setup we clearly assume that any re­
quired or desir ed frequency depend ent weights are
incorporated int o th e system descript ion. Most
impor tantly, our approach does not restriet the
choice or eve n the number of the input /output
channe ls in the system description and t hus onc
can use different weightings for performance and 1'0 ­

bustness req uirements in different channels. J ote
tha t (1) is formulated solely in terms of the diag­
ona l blocks 7jAC) whereas the antidiagonal blocks
7ij (C), i #- i , are neglect ed (wh ich is no restrietion
since bounds on such anti diagonal bloc ks can obvi­
ously be included by adding additional channels).
This problem formulation hence refiect s structural
requirem ents in the design procedure as im possible
in standard H 2 or H oo t heory.
Let us briefty summarize impor tant developments
in multiobj ective or mi xed H2 / Hoo cont rol prob­
lem s. In th e sem ina l pap er by Bernstein an d Had­
dad (1989), where thi s problem is actua lly intro­
duced, the authors replace th e infimi zation of the
H2-norm by opt im izing an upper bound of it ­
a problem which ha s been called m ixed 1l2 / N oo

control (Rotea and Khargonekar (1991a, b), Khar­
gonekar and Rotea (1991 )). The defini tion of the
upper bound requires that t he two disturbance in­
put channels are iden ti cal. Under these rnod ifica­
tions and restrictions, the pap er by Bernstein and
Haddad (1989) contains the deri vati on of neces­
sary condit ions for the ex iste nce of optimal con­
trollers of an (a priori ) fixed size. Although the
solvability of the resul ting system of highly cou­
pled algebraic Ricca ti equa t ions has shown to be
sufficient for th e ex istence of all opt imal cont roller
(Yeh et . al. (1990)), to date no reliable numerical
method can handle t his validati on problem (Richter
(1987)). Without a priori restricti ons on the con­
troller size, a major th eoretical progress by Khar­
gonekar and Rotea (1991) reveals that suboptimal
cont rollers (arbitrari ly close to t he opt imum) can
be chosen of th e same ord er as the plan t. Irideed
thi s is th e basis for reformulating th e inh erentl y



"

of H~Xq(D) of dimen sion net greater th an upq , For

SU) := (l::: Ajh I Aj E C PX
q

} (3)
j=1

T his secti on is devot ed to transforming sca lar n­

wid th results on disks to matrix versions on half
planes.
Let D be any open set in C anel elenote by H~xq ( D)

t hose p x q-matri x valueel fun ctions which are an ­
alyt ic and bounded in D. H~x q (D ) equ ippeel
wit h t he standard norm IIFIID = sUPzED IIF( z)11
is a Banach space. As usual we denote th e bali
with raelius R around 0 as BpH~x q (D ) := {F E

H~xq (D ) 1 IIF il D ~ R }.
For any f = UI . . . f ,,) E H~(D) let us define the
complex subspace

Approximationfrom2 Results
T heory

of finite elimens ional convex optimization problcms
(FCO Ps). For the remain ing consielerations we as­
sume the existence of a ratiorial optimal controller
anel slight ly restriet t he system elescription to guar­
antee its uniqueness. We then elescribe a modifica­
t ion which forces the minim izers of each resulting
FCOP 1,0 converge in the Hoo-norm 1,0 thc opti­
mal controller. T his al lows 1,0 eletermine the or­
der, say n., of t he optimal controller and a certain
com pact set in which it is guaranteeel 1,0 be con­
tained in . In a final step we introduce a further
sequence of FOCPs in whi ch , as an esse nt ial anel
to our knowl eelge new ingreelien t , the trace norm
of the Youla parameter is minimizeel. Given the
corresponding sequ en ce of optima , the n.-th order
Hankel no rm approximat ions of th ese optimal con­
trollers (which are all computable) the n ineleed con­
verge in the H oo-nor m 1,0 the optimal controller.
Hen ce this techn ique allows 1,0 numer ically design
nearly optimal controllers (arbitrarily close to opti­
mality) whose orders equal n•. Finally, we point out
how this pro ced ure lead s 1,0 numer ically verifiabie
necessary and sufficient con dit ions for the existence
of a rat ional optimal controller.
In summary, we present an algo rithrn 1,0 compute
the optimal value, 1,0 eletect t he ex istence of a ratio­
nal optirnal controller, 1,0 compute its order Tl. , anel
to design arb itrarily close to optimal controller s of
the same order n•. This cou lel constitute th e start­
ing point for numerica l studies which may indicate
bounels on the oreler of opt imal cont rollers anel, as
our fina l hope, may further st imulate theoretical
work relateel to t his nice and inter esting problem.

infin ite dimensional subopt imality problem 1,0 a ji­
nite dim ensional convex validation problem , which
is amenable 1,0 reliable numerical algorithms. A
dual (Yeh. et. al. (1990)) situation with iden­
tical controlled output var iab les but possibly dif­
ferent disturbance inputs is discusse d by Doyle et.
al. (1990) and Zho u et. al. (1990) . Most inter est­
ing ly, this series of papers also prov ides system the­
oretic signal based mot ivations for mi xed H2 / H",, ­
design. We note t hat for the genuine mult iobjective
H2/Hoo -problem (not 1,0 speak of (1) with multi­
ple const ra ints), no he lpful th eoretical insights are
avai lable: There are no a priori bounds on th e con­
troller order (alt ho ugh sim ple cases might lead 1,0

t he conjecture t hat the double plant order is a good
candidate) nei ther does th ere ex ist any analytical
solution. An interesting pap er by Rotea and Kh ar­
gonekar (1991 b) prov ides sufficien t condit ions for
the existence of a solut ion in the state -feedback
case, again by considering an auxi liary pro blem
which is analytically solvab le - as a side-result it
is shown that although the whole state is ava il­
ab le for control , the use of dynamic state-feedback
cannot generally be avo ided. The numerica l case
studies by Ridgely et . al. (1992) indicate as weil
the need of using dynamic controllers whose orders
are larger than that of the plant . For alternative
formulations of mixed lh / Hoo con trol problems we
refer 1,0 St einbuch and Bosgra (1991a,b) .
Our approach is based on an approxirnation of a
subset of all controllers by finite dimensional sub­
spaces what has been generally proposed by Boyd
and Barrat (199 1). Finally, Sznaier and Sideri s
(1991) used approx imat ions by t ru ncate el Lauren t
series 1,0 compute the optimal value of a cert ain
multiobjective control probl em (for a single input
sing le out put system in eliscrete t ime) by solving a
sequence of finite eli mensional convex optimization
problems - this work very m uch inspired the prese nt
paper.
Rough ly out lineel, the purpose of this pap er is
threefold. First we slight ly gene ra lize in Section 2
scalar n-w ielth results for un it elisk function spaces
as discussed by Pi nk us (1985) 1,0 matri x-valu eel re­
sults for the open left half-p lane anel describe their
mai n implica tion for t he real rational sett ing as re­
quireel here: The poss ib ility to approximate (com­
pact) sets by finit e elimen sional subspaces where
the error bounel elecreases expone ntial!y with th e
elimension of the subspaces consielered. In Sec­
tion 3 we bri efly discuss how this allows 1,0 nu­
meri call y chec k whether the cons t raint set of (1)
is nonempty. In Sect ion 4 we investigate how 1,0

com pute th e opt imal value for (1) by a sequence
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3 Testing the Constraints

v- I

S v := {L Aj ljJj I Aj E R PX
q

}

j = O

for t/ = 1,2, .. . we obtain th e followin g eas ily
proved coro llary.

C or oll a ry 2 For (l7'bitrary real rationel Q in
BRH't,xg(Hr) anc gets

(6)

(5)inf IIX - Fll cc ::; R .
XES(J ') r"

Apart from t his approximation property of S v, th e
discussion in this sect ion shou ld indicate a certain
efficiency if using these subspaces for reducing th e
originaI mul ti obj ecti ve Hd Hcc problem to a Iinit e
dimen sionaI one .
As a final observat ion we point out that each real
rational stabIe Q is containeel in BRH't,xg( [-Jr) if r is
sufficient ly close to 1 and Ris chosen large enough.

Let us define for any Q E H't,xg the funct ions

a(Q) := IIRI + R2QR31121(3(Q) := IIS1 + S2QS3112 '
and ,(Q) := 11 TI + T2QT311cc . Since a(.) and
(3(.) should be finite we ass ume throughout that
RI(oo ) = 0, SI(OO) = 0 as well as R2 (00 ) = 0 or
R3(00) = 0, S2(00 ) = 0 or S3(00) = O. IL is easy
to see that all map s sat isfy a Lipschit z cond ition
with constants that are eas ily compu te d from t he
underl yin g data matrices.

as

In our applications, however, F is even real ratio­
nal, It is not difficult to sec that we can hen ce
restriet the attention to real linear combinations of
f;, .. . ,f : anel, nevertheless , obtain th e sa me uppcr
boun d on t he approx imation error . With t he real
subspaces

Theorem 1 For I' :::: 1 an.d R > 0, ih e u-iuidtli of
BRH't,xq(Hr) in lJ't,xq is given as

inf sup inf IIX - Fll oo = R .
fEH~ FEBRH~q(Hr) X ES(f) rr

Moreooer, /*(s) .- (( :~~)j-l)j=I ,...V is opt ima! in

the sense of

sup inf IIX - Fllcc = R .
FEBRH~x q (Hr ) XES(f ') r"

Finally, if r > 1 th en BRH't,xq(Hr) is a compact

subset of H't,xg.

For our purposes th e mos t relevan t consequence 1'01'

an arbit ra ry F in BRIJ;;q(f/ ,.) m ay be forinulatcd

sup inf IIX - FIID. (4)
FEBRH~xq(E) XES(J)

In analogy to the scalar situation we call t his quan­
t ity th e v-width of BRH't,Xq(E) in H't,Xq(D ).
Remark. [ot e that this is a slight abuse of no­
tation since we only consider partreular subspaces
of the form (3) and not arbitrary subspaces of
dimension vpq with different basis functions for
each entry. The pr esent version , however , cons ider­
abl y sim plifies the derivation of very explicit res ults
which suffice for our purposes.
IL is most surprising and very satisfactory that the
v-width can be expliciLly computed if specia lizing
D 1,0 t he uni t di sk and E to 1'D (1' :::: 1), th e disk
with rad ius 7' around 0: T he I/-width is t hen given
by -f{; . It is eve n poss ibie to show t hat the fun cti ons
f;(z) := z j - I for j = 1, . . . , vare optima!: T he
deviat ion for this cho ice is best possible and equals
-f{; . For l' > 1, we infer that BRH't,Xq( rD) is compact
as a subset of H't,xq(D ). The scalar ver sion of this
resu lt (p = q = 1) for R = 1 is proved by Pinkus
(1985) (Theorem 2.1 in Chapter VIII) and it is not
difficult to extencl the proof to the matrix valued
setting for Ri- 1 as discussed here.
Using the linear fract ional transfor mation

s-a l + z
ljJ(s) = -- with inverse 'l/J (z) = a - -

s+a l - z

for some fixed a > 0, we ca n eas ily t ransla te t hese
results from t he ope n uni t disk D to the half-pl an e
IJ := {s I Re(s) > a} = IjJ( D). It is natural to
choose E as IJr := 'l/J( r D) whi ch is th e com pleme nt
of t he closed disk in the ope n left half-plane around
a \-J:...2;22 with radius a)~ I ' Then we arrive at th e
following res ult .

For specific cho ices of D and E, our aim is to find
a seque nce fl ,12, h, .. . such t ha t (4) converges to
zero for 1/ -> 00 . Since we are looking for an effi ­
cient way of achiev ing t his convergence and we eve n
requi re exponentia l decay, it is of considera ble in­
terest to determ ine t. he least achievable deviation
defined by

inf sup inf IIX - FIID'
fEH~(D) FEBRH~xq(E) XES(f)

any open set E C C containi ng D we are inter­
ested in the error if t rying to uniformly ap proximate
BRH't,Xq(E) by subspaces of the form S(J ) in the
H't,xq(D )-norm. Indeed , a given F E BRH't,xq(E )
can be approximated by some element in S(J ) up
to the error infxEs(J) IIX - FIID' T he worst pos­
sib le error for F E BRH;;q(E), usuall y ca lled the
rieviation, is hence given as

88



Lemma 3
FOl' QI' Q2 E H~X q on e has if(Qd - f(Q2)1 ::;
LJIIQI - Q211 00 [or f = a. B, with the Lipschitz
constanis Lex := min{IIR211 21IR311 00,IIR211 001IR3Ib}'
Lj3 := min{ II S211 2I1 S311 00 ,IIS21100IlS31Id, L"(
IIT2 11 00 11 T3 11 00'

This Lemma tog ether with Corollary 2 lead to the
following con clusion: For any Q E RBRH~xq( Hr)

th ere exist s a P E S" with

R
f(P) ::; f(Q) + Lr;, f = a, /3, Î ' (7)

r

For given /3 > 0 and , > 0 our aim is to dec ide
numerica lly whether there exists a real rational Q E
Hrx,xq with

/3 (Q) < /3 and ,(Q) < , . (8)

Although the constraints in (2) are nonstrict. our
approach requires th e strict inequalities being ful­
filled for some cont rolle r - th e constraint set should
have interior po ints.
Ir defining

,.:= inf ,(Q),
QERH~x q

, clearly has to satisfy , > , .. Since this is ju st
th e by now st andard subo pt imality validation prob­
lem in H oo th eory, th ere exist (good) techniqu es to
check the inequal ity and to even design a real ra ­
tional Po with , (Po) < ,. As pointed out at the
end of Section 2, one can find Ra > 0, ro > 1 wit h
Po E BRoHrx,Xq(Hro)' Let us fix Po, Ra an d 1'0 . We
conclude that, for la rge u , t here ex ists a Q E S"
wit h ,(Q) < , - indeed t his is guaranteed for

v > In(L"( Ro) - ln(, - ,(Po)). (9)
- ln(ïo)

To determine the restrictions on /3 if Q satisfies
, (Q) < " one has to solve the optimization prob­
lem

/3.(,) := inf /3 (Q).
{Q E Rll~x q: "( Q )<"(}

We reduce this problem to a sequence of FC OPs by
replacing th e constraint set with {Q E S " : ,(Q) <
, }, a subset of the finite dimensional subspace S".
This leads to

/3,,(' ) := inf /3(Q). (1 0)
{QESv : "( Q )<"(}

For all lar ge v (with a guarantee if v satisfies (9))
the optimal value of (10) is finite . Moreover , the
obvious properties /3" 2: /3"+1 2: /3. imply th e con­
vergence of /3" to some (fin ite) value /300 2: /3•. It is
not el ifficult to show t hat /300 coinc ides wit h /3•.

89

Theorem 4 /3" 2: /3"+1~ /3•.

Therefore one can compute a ,. and , by solving a
sequence of FCOPs, a bounding fun cti on /3.( .) with
the following property: There exist s a Q E R[Jpxq
with (8) if and onl y if

Î < , . anel /3.(, ) < /3.

For certain fixed , and /3 with th ese proper tjes it is
t hen possible to construct a PI E S" (for some large
v) wit h /3(Pd < /3 and ,(Pd < Î anel one casily de­
termines ï l > 1, RI > 0 with PI E BRJfrx,xq(IJr1)·

4 Deteetion and Approximat io n of
Optimal Controllers

In this sect ion we first describe how to computc
the optimal value for the multiobjective f/2 / !Joo­
problem considered. We proceed by showing how to
numerically detect th e existe nce of a rational (small
oreler) optimal controller anel how to design approx­
imations whi ch elefine nearl y optim al controlle rs of
the same order as the op t. imal one. The proposal is
bas ed on th e following idea: Suppose there ex ists
an optimal cont roller which is, uneler certain stan­
dard properties of th e plant, unique. We design
a sequen ce of convex optimization problem s whose
minimizer s conv erge to th e optimal controller in the
Hoo-norm. If th e optirnal cont rolle r has oreler H. ,
a well-known estimation for Hankel singula r values
(HSVs) implies that all the HSVs of these mini­
mi zers with index greater than n, conv erge to zero.
This allows to detect the orde r of the optimal con­
t roller. To construct an n.-th order approximation
of the optimal controller one is lead to find th e best
Hankel norm approximant of each min imizer where
the Hoo-err or is known to be bounded by th e sum
of all HSVs with index greater than n•. The aim is
to ach ieve the con vergence of this sum to zero such
that the constructed sequence of n.-lh order con­
trollers indeed converges to the optimal controller .
T he t rick to enforce th e convergence of th e model
reduction error to zero is the main new observa­
t ion in this paper: One has to minimize th e t race
norm (the sum of all HSVs) of the controller s over
a suitably defined set of constraints .
Let us use again the functions a( .), /3(.), , (.) from
Section 3. We assume that, for given , > 0 and
/3 > 0, we have found ïl, RI and a real rational
PI E BR1Hrx,xq(HrJ wit h /3(Pd < /3 anel,(PI ) < ,.
T he nonempty constraint set

Q := {Q E H~X q I /3(Q)::; /3, ,(Q) ::; ,} (11 )



As earlier this is reduced to a seque nce of FCOPs
by replacing Q with S" n Q such that we arrive at

hence has inierior points and is a closed subset
of H~x q . We now return to the multiobjective
H2 / J1oo -problem

Lemma 7 IJ M is a nonempty convex subset o]
H~x q , ihere is at most one opt imal controller JOl'
the probl em

IJ M is, in addition, either compact in H~x q or a
closed subset o] a fin ite dimensional su bspac e :F o]
H~xq , the infimum is atta ined and there ex ists a
unique optimal controller Q. In the latt er case ij
the ini erior int(M ) relative to :F is nonempty and
ij Q" is an infimal sequence o]

(16)inf O'(Q).
QE M(12)

(13)

0'. := inf O'(Q).
QEQ

0',,:= inf O'(Q).
QE Sv n Q

is attained by a unique

Q.(7', R) E 8(1',R).

O'.(r,R):= inf O'( Q) 2: 0'. (18)
QEQn 6(r,R)

8 (1', R) := BR[-f~x q (Hr )

of H~x q for R > 0 and r > 1. Lem ma 7 reveals that

(17)inf O'(Q)
QE int(M)

then IIQ" - Qll oo~ o.

We infer that , for eac h 1/ with 0'" < 00, t here exis!s
a unique Q" attaining th e opt im um in (13) . How­
ever , the optimality of Q" for (13) does not assure
that Q" converges in the I1oo-norm , not to speak of
convergence to Q•.
We intend to red efine (13) in order to guarantec
that the resul ting optima actually converge to Q•.
The t rick is to rest riet the attention to the com pact
subsets

Remark. Just for numeri cal reasons we show that
we can repl ace (13) by

Lemma 6 Let A1 be a convex subset o] the finit e
dim ensional subspace :F o] H~x q , atul let the ini e­
rial' int(JVI) relaiioe lo :F be nanempty. Then

whose optimal values coinc ides wit h 0'" . Note that
the strict constraint inequ ali ti es a re numerically
eas ier to handle.
For ease of reference we reeall for a slight ly more
gene ra l sit uat ion that one can replace a convex con­
stra int set by it s interior with out changing th e op­
timal value.

inf O'(Q) (14)
{QESv: {3 (Q )<{3 . î'(Q)<î'}

Theorem 5 0'" 2: 0',,+1 ~ 0'• .

As for Theorem 4 one easily proves that 0'" indeed
converges to 0'* - thi s con sti tutes a procedure to
compute the optimal valu e of (12) .

inf O'(Q) = inf O'(Q) .
QEM QEint(M) The reduction to a sequence of FCOPs leads to

Let us now assume that th ere exist s a rational op­
timal cont roller for (12), i.e. , a Q. E RH~xq with

O',,(R,r) := inf 0'(Q) 2: 0' . (1' , R) (19)
QE S vnQn6( r ,R)

O'(Q.) = 0'., I3(Q. ) ~ {3, , (Q. ) ~ ,.
with a unique optimal

Define r; > 1, R. > 0, n. , s, with
Q,,(r, R) E 8 (1' ,R).

n . In the sequel we restriet th e cho ice of (1', R) to

Then IIPdlHr < R where we increased R to have
a strict inequality. Hen ce PI is adm issib le for (18)
which implies 0'.(1', R) < 00 . Mor eover , one can
com pute a bound 1/0 (1' , R) such that we have SI! n
Q n 8(1', R) -# 0 and thus 0',, ( 1', R) < 00 for 1/ 2:
l/o(r,R).
Now we can not only show that, as earlier, 0',,(7', R)
converges to 0'*(1' , R) but, as desir ecl, QI! (r , R) in­
deed converges to Q.(r, R) in th e IJoo-norm. T here

II Q.IIHr • < R. , n, = order of Q. , s, = L aj (Q. ).
j = 1

(15)
Wi th ou t t he knowled ge of Q. we will discuss in th e
sequel how to determine n, and some 1'., R. nu mer­
ically. Let us first guarantee th e uniqueness of Q.
by ass uming that

R2 / R3 have full normal columu / row rank .

We summ arize th e genera l consequences of th ese
ass um pt ions in the following lemma.

1'1 2: l' > 1 and R > RI , (20)
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is an addit ional and essential benefit of cons ider­
ing this modified problem. We know t hat the op­
timal Q. is contained in 6 (1'. ,R.) for some r; > 1
and R. > 0 but there is presently no way to de­
termine r; or R. theoretically. For la t er purposes,
however, we require to know one such pair (1'., R.) .
lndeed, (18) or (19) actually allow to decide nu ­
merically whether or not Q. is contained in 6 (1' ,R)
for the particular pair (1', R): Just look whether
0.(1', R) 2 0. equals 0. or not .

T heorem 8 For r > 1 and R > 0, ov(r, R)~
0.(1', R) and IIQ v(r , R) - Q.(1", R) lloo~ O. IJ the
optima l Q. is contai ned in 6 (1', R) then 0.(1", R) =
0. and Q.(r, R) = Q• . IJ Q. is not contained in
6(1", R) then 0.(1', R) > 0•.

Without knowing Q., this second procedure hence
allows to find (e .g. by bisection) and fix r; > 1 and
R. > 0 as in (15).

)
v-oo

Corollary 9 For (1"., R.) one has O'v (1'., R. ----+

0'. and IIQv(r. , R.) - Q.ll oo~ o.

R emark. Again , for numerical reasons it is advan­
tageous to replace (19) with

inf O'(Q) (21)
{QE Sv : {3 (Q )<{3, -y(Q )<-y, IIQllllr<R}

whose optimal value equals O'v( 1', R) (Lemma 6) and
thus st ill allows to deterrn ine (1'., R. ). Moreover , if
Qv E S; is êv-s uboptimal for this pro blem (i.e. it

sat isfies (3(Qv) < (3, ,(Qv) < " IIQvllHr < R and
O'(Qv) < ov( r, R) + ê v) t hen the choice é v~ 0
st ill implies II Q v - Q.(1·, R )lloo~ O.
For the mult iob jective pr obl em (12) no theoreti cal
bounds on t he order of t he opt imal controller Q.
are known yet. Since the orde r of Qv(1". , R. ) grows
polynomially in v to infinity, it is strongly desirabie
to find criteria which allow to determine the order
of Q. out of the computable sequence Qv(r., R.) .
Indeed , Corollary 9 leads to a numerically verifi­
abie necessaru condition for t he ex istence of Q. of
order n.: The (n. + 1)-st I-I ankel singular value of
Qv(1"., R.) converges to O. This is obvious by the
following well-known est imate Ier Hankel singular
values in terrns of the IJoo-norm .

Lemma 10 For stricilu proper reaI rational P, Q E
IJ't,Xq and allj = 1,2' 00 ' one has laj(Q ) - o"j( P )1 S;
IIQ - P ll oo .

IIQv - Q.lloo~ O. Then n, is the smallest non­
negative inteqer k with ak+I(Qv) v~ O. Morc­
over aj(Qv) ~ aj(Q.) JOl' j = 1, 00" n, and

thus 2:=;~ 1 aj(Qv) ~ s. : IJ o; E s. satisfi es
exp ,", 00 ) v-oo

IIQv - Q.lloo ----+ 0 then L..,j=n .+1 aj(Qv ----+ 0
and thus 2:=':1aj(Qv)~ s•.

I[ applied to the particular sequence QAr., R.), this
resul t allows to numerically determine the order n,

of t he optimal controller Q•.
Alt ho ugh Qv(r., R.) converges to Q. a nd the order
of Q. is known , this seems no t sufficient to deter­
mine a sequence of n.-th order controllers which
approach Q. and could t hus be used as small order
nearly optimal solutions of (12). Indeed , it is natu­

ral to design such a sequence by performing a n .-Ul
order model red uct ion on each Qv(r., R.) . By us­
ing Ranke! norm approximation and adjusting the
direct feedthrough matrix, one can design in thi s
way an approximant P; of Qv(r., R.) up to an 1100 ­

norm error which is bounded by the (fini te) sum of
the remaining HSVs (Clover (1984)), i.e. ,

00

IIQv(r., R.) - Pvll oo S; L aj(Qv(r., R.) ).
j=n.+l

W ith the abbreviation S; := IIQ.-Qv(r., R.)lI oo we
infer from IIQ. - Pvll oo S; Óv + IIQv(r., R.) - Pvll oo
t hat

00

II Q . - Pvlloo S; s, + L aj(Qv(r. , R.)) . (22)
j=n.+1

Hen ce if 2:=':n.+l aj(Qv(1". , R. )) ~ 0 then r.
indeed consti tutes a seque nce of n . -th or de r con­
troller s whi ch approach Q.. In gene ral, however ,
the convergence of t he individual Hankel singular
valu es does not imply t he convergence of t he ir sum
since t he order of Qv(r., R. ) and hence the number
of non zero summands (potentially) increase with
u . However , if Qv(r., R. ) converged exponentially
to Q., Lem m a 11 would yield the exponential con­
vergence of this error bound to zero. Although it
seems not possible to prove the Jast convergence of
Qv(r., R.), this idea po ints into t he right direction .
Indeed , (2) an d (15) reveal that there exists a (from
now on fixed) sequence Qv E S" with

IIQvIl Hr • < R. and IIQv - Q.lloo < ~; . (23)

Since Qv converges exponentia lly to Q., we infer
(Lemma 11)

Theorem 11 Let n, be ihe order o] the optimal
controller Q. and let Qv be any sequence with
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00

L aj(Qv)~ s• .
j=l

(24)



Our aim is to define a new sequence of FCOPs
whose optirn izers Q" have the following two esse n­
tial propert ies:

we infer fro m (23) and Lemma 3 that Q" indeed
satisfies f (Q,, ) < f + t.: T his motivates to intro­
duce t he ope n convex const raint set Q" as all t hose
Q E H~x q which sat isfy

O'(Q) < 0'. + 0'", f3( Q) < 13 + 13" ,(Q) <, +'"

We try to achieve (26) by relating Q" to Q" and
hen ce we require Q" being admissible for the prob­
lem to be defined . Sin ce f3 (Q,,) and ,(Q,,) converge
to bu t may be larger than 13 and " there is no
gua rantee that Q" is cont a ine d in Q. If we relax

I(Q) ~ I to I(Q) < I +I" with

II Q" - Q. ll oo~ 0,
00

L a (Q ,,)~ o.
j=n.+1

R. 13I , := L J - for f = 0', , ',
T"•

(25)

(26)

(27)

Theorem 13 Suppose (12) admiis llie rcal ratio­
nal opi imal controller Q.. Delermine 0 •. (1'•. R. )
and n, numerically. For so tne error sequencc E" >

-00 0 with E" ~ 0 let Q" denoie any controller in
S" n Q" with II QIIT < S" + E". Then

00

IIQ" - Q.ll oo~ 0 and L aj(Q,,)~ O.
j=n.+l

(30)
I] P" denot es an n i-lh. order Hank el norm appror­

imant of Q" with IIQ" - P" lloo ~ L~n . +' O"j{Q,,)

then liP" - Q.ll oo ~ O. Hence O'{ P,,)~ 0.,

lim,,_oo f3(P,,) :::; 13 arul lim ,,_ oo , (P,,) :::;, im ph]
that , for large u , P" is a ni -tli order ap proxi nuü elij

opiimal soluiion of problem (12) .

Let us summarize t he steps required for a practi­
ca l irnplementation of th e algorit hm wit hout any a
priori knowI edge. Most impor tantl y, t his discussion
results in numeri cally verifiabIe necessary and suf­
ficien t condit ions for t he existence of the optirnal
controller Q•.

and

IIQIIH r • < R•.

T hen Q" E Q" is one sequence in S" conve rg ing to
Q•. Literally as for T heo rem S one shows t hat any
ot he r seq uence satisfying t he constraints has t his
property as weil.

Lemma 12 I] Q" E S" n Q" [or all u, ihen IIQ" ­
Q.ll oo~ o.
Hen ce for any su ch sequence Q" we get from Lemma
11 that

n .

L aj(Q,,)~ s. . (28)
j = 1

Finally, the cost fun ctional of the optimization
problem to be defined should allow to relate

L:~n. +1 aj (Q ,,) to L:~n.+1 aj(Q ,,) in order to en­
force (26). Optimizin g t his sum, however, is not
feasibl e since it is not convex in Q. lnstead , the
relation

00 00

L a (Q ,,) :::; L a (Q ,,)
j=1 j = 1

iud eed guarantees (26 ) by (24) and (28) . Hence we
are lead to use the irace norm IIQIIT := L:~I aj(Q )
as th e convex cost functiona1. We end up with the
sequence of F COPs

(29)

where the trace norm of Q is minimized over an
open convex set in a finit e dimensional space. This
leads lI S to th e cent ral resu lt of this paper.

• Compute t he optima] value a" of (13) and the
limi t of 0'" for I/ --t 00 which equals 0 •.

• If a" is infinite for all v t.hen STOP: The in­
tersection S" n Q is empty for all 1/ .

• Choose (I',R). Cornpute a,,{I', R) according to
(19) or (21) and it s limi t 0.(1', R) for IJ --t 00.

lf 0'.(1', R) is lar ger t. han 0'., decrease r > 1
and increase R > 0 (e .g. t ake the hal f of r and
double R) and rep eat this step. If 0'.{1·, R) >
a. holds for all r > 1 and R > 0 then STO P
since a rational Q. does noi exisl.

• If 0'.(1', R) = a.,determine t he smallest integer
n. su ch that an.+l(Q,,(r ,R))~ O. If n, does
not exi st then STOP since Q. does not exist.
Otherwise fix (r;, R. ) with r 2 1'. > 1 and
R. > R.

• Choose E" > 0 with E" ~ O. Deterrn ine
Q" which is admissible for (29) and satisfies

II Q" lh < S" + E" . If L:~n. + l aj(Q,,) does not
converge to zero the n STO P since Q. does nol
exist.

• Otherwise compute P" , t he n . -th order Hankel
norm approxirnant of Q" as in T heo rem 13.
It is possible to show that P" converges to a
real rational st abIe matrix whi ch is optimal for
(1) . Hence we can couc liule th at Q. ex ists and
that , a posteriori , P" converges to Q. in t he
Hoo-norm .
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One can think of several variations of this principal
procedure wh ich are not discussed in detai l. One
variant might be of some interest: If one wishes
to keep the poles of approximate sol utions staying
away from the imaginary axis and to have the con­
trollers bounded, one maya priorily restri et the at­
tention to (18) for some parameters 1' , R which are
chosen by the designer. T hen it is only required to
determine a.(1', R) a nd one can immedi at ely pr o­
cee d wit h (29) in orde r to detect t he existence of
rati on a! opt ima! contro lle rs for t h is prob!em. T his
considerably reduces t he numeri cal com plexity .

5 Reduced Order Mult iobjeetive
Control

Insteae! of let ting t he algorit hm e!etec t possible
srnall order opt imal cont ro lle rs we could as weil try
to include an a priori cons t raint k on the contro lle r
or de r and consicIer, wit h fixe cl (3 > 0, I > 0 t he
problem

inf a(Q). (31)
{QERH!:oxq

: Q has order S; k, /3(Q)</3, -y(Q)<-y}

If, for any a > 0, it were possib !e to test whether

Q:= {Q E RH'fx,Xq: J(Q) < J for J = a,{3,, }

contains an element of ore!er at most k an d to con­
st ruct such a Q if ex ist ing, one coulel clearly de­
termine the optima! va!ue of (31) by biseetion and
design a suboptimal Q arb it rarily close to opt imal­
ity. T he following resul t sho ws how t his valielation
pr oblem could be ap proached by a seque nce of fini te
dimen sion a! optimizat ion probl ems. The cons traint
sets of t hese problems will turn out to be ope n anel
convex . The cost function , however , is give n by

00

lk(Q):= L O'j(Q)
j=k+l

and thus, in contrast to what has been elone earlier,
not convex.

Theorem 14 Fix a, (3, I > 0 and some nonnega­
tive integer k: and define the sequence e; by

TJ lhere exists a Q E Q of order at m os t k th en
e;~ O. On th e other ha nd, suppose e;~ 0 and
choose an arb itrarily s m al! e > O. Th en th ere exists
a v with e; < e and a Q E S; n Q with Tk(Q ) < e ,
A k-tli ord er Hankcl norm approximant P ofQ with

[IQ - Pll oo ::; T k(Q) th en s atisfies J (P ) ::; f(Q) +
LJê [or J = a, {3" .
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This may be vieweel as a suboptimality approach
to optimization problems with reduced order con ­
trollers anel constitutes an alternative to those tech­
niques in wh ich the existence of an optima] con­
troller has to be assumeel (Bernstein and I1ae!elael
(1989)) . However , it is presently unclear how to
g!obally so!ve the non convex optimization problems
involve el which once again exhibits the inherent dif­
ficult ies in reduced order opt imal control problems.
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Design of an integrated autopilot / autothrottle
using J-L - synthesis
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Abstract. Th is paper demonstrates the use of Hoo and /L-synthesis methods to develop
control laws for the longitudinal mot ion of an aircra ft . The objective is to design a
controller that prov ides independent control of alt itude and speed, while maintaining
stability and performance robustness th roughout different ftight conditions.

Keywords . 1/00 and /L controller synthesis, uncertainty modelling and weighting function
choice.

Fig . 1: The two loop control structure.

and altitude. These modes can be engaged simulta­
neously, giving rise to a multivariable cont rol prob­
Iem. The actuators used are the aircraft elevator
and eng ine which have to provide coordinated com­
mands similar to th e way a pilot would fty a pre­
scribed trajectory. Besides the multivariable cha r­
acter of the problem it is important to noti ce that
the open loop aircraft has astrong interaction in
spee d command response and altitude command
response. Th is can be ratified from an energeti cal
viewpoint of the aircraft motion. Roughly speaking,
a demand in speed causes a dem and in the kinetic
enery level, which has to be furni shed by the avail-

1 Introduetion

A preliminary study towards the application of
robust controller synthesis tec hniques, such as
/L-synthesis, for the design of an integrated
autopilot-autothrottle of the laboratory aircraft of
Delft University of Technology is presented. Follow­
ing on th is st udy, the results developped by these
techniques are to be used in the very near fut ure
in the fty-by-wire configured Cessna Citation TI of
th e Delft University of Technology and the Dutch
National Aerospace Laboratory (NLR). A two de­
gree of freedom controller as proposed by Kaminer
(1990) is shown in Fig. 1. The feedback loop con­
sists of a /L-synthesis controller to comply with the
feedback requirements, while th e feedforward loop
consists of an ideal command response model, re­
fiecting the desired ftying quaJity requirements.
Th e desired commands that can be generated from
th e pilots inputs are actually the air craft's speed

~ The authors would Iikc to thank Isaac Kaminer , Pau l
Larnbrcchts and th e reviewers for th eir suggestions and crit­
ical comrnents. The real-cornplex Jl calcu lations have been
mad e possib le thanks to John Doyle, And y Packard and
Gary Balas . Further, we would likc to than k the Dutch Na­
tionai Aerospace Laborato ry NLR for the finan cial support
of this research .
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able potentia l ene rgy if t he total system's ene rgy is
supposed to remain constant. F inally, t he aerody­
narnies vary ove r t he operat ional flight con d it ions,
in our case both velocity and altitude are allowed
to vary substantia lly.
These two considerations about the aire raft's dy­
narnies over a wide range of operational condit ioris
give rise to the for rnu la t ion of three design goals
tliat are to be met by the feedback cont ro lle r.

I. ach icve decoupled error free t rac king of th e
pilot's cornrn an ds of speed an d alt itud e ; thi s
objective is be ca lle d t he nominal perfor­

mance speci ficat ion and is related t o on e desi gn
mod el.

2. ensure stabilit y robu stn ess in presen ce of rnod­
el1ing un cer tainty and vary ing op erational con­
d it ions; th is objecti ve represen ts t he robu si sta­
bility specificat ion .

ini ti all y given are presented. In sect ion 4 th e re­
qui rements are t ranslatcel into a suit.able form , t his
co ns ist in real uncertainty modelling in order to ob­
tain a state space represcnt.ation for a se t of mod ­
els t hat describe thc various op erational fligh t con­
d it ion and the choice of weighting fun ction s rep­
resen t ing the desired performance charact eri sti cs .
Next, a re given in section 5 the an alysis con sid er­
ations that provided deal' design guidelines during
t he controller synthesis phase described in sect ion
6. We concl ude with a b rief discussion of th c result s
and review the experience obtained in applying th e
method .

2 p-Synthesis Methodology In a
G e ne ral Framework

A ge ne ral con troll er synthesis and analys is problem
description as proposed by Stein Sr. Doyl e (1990) is
shown in Fi g. 2. Associated to this represent.ation

3. ensure decoupled error free t rac king of alti tude
and speed comrnands in presence of a set of
possible lin ear t ime invarian t models t hat ca p­
tu re t he model variat ions for va ry ing fligh t con­
d it ions; t his objective forms t he rolrust perfor­
mance ob jective.

z
e
y

V

\+--- d

The perform an ce forrnul ation as p roposed here is
deri ved fro m .lackson Sr. Enns (1990) and is gene ral
enough to handle a large c1ass of autopilot config­
urat ions while fitting into th e framework proposed
by St ein & Doyl e (1990)
'1'0 achieve weil behaved and balanced design objec­
tives t he stability and performan ce objectives wer e
scalcd ove r frequen cy such t hat over al robust per­
form an ce requiremen t cou ld be met. For an excel­
lent refer ence on how opt im ality t rade-o fis ha ve to
be made we refer to Boyd Sr. Barrat (1991). This
is the hardest part of t he des ign, havin g ac hieved
t his po int it is not d ifficult to push t he design in
the d irection of more performance or more sta­
bility robustness to find the required robust pe r­
formance level. Nevertheless, in order to play t h is
game in a behaved way the whole problem form u­
lation as stated above has to be absorbed into a
specia l structure, the general inter connection st ruc­
ture as proposed by Stein Sr. Doyle (1990), having
the featu re that wit h so rne key resul t s on matrix
nonns it provides t he des igne r informati on abo ut
t he closeness to the proposed stability a nd pe rfor­
man ce objectives . These a nalys is results to gether
with some sy nt hesis results are shor t ly revi ewed in
sec t ie n in section 2. Then , in se ct ion 3 th e set of
design models together with th e sp ecifications as
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Fig. 2: Gener al Analys is and Synthesis framework .

of t he problem descri p ti on is a suitable rncasure of
m agnitude for m atri x t rans fer funct ions and some
key analysis and sy nt hesis resul t s, t hese define a
framework for cont rolle r sy nthes is and analys is.

The problem description consists of a generali zed
system P with three pai rs of input / ou t put vari­
ab les . The first pair cons ists of t he measured out­
pu t s y(t ) , and control inpu t s 1l(t) . Thc second pair
cons ists of performan ce variables e(t), and external
input signals d(t ), and the th ird pair con sists of out­
put signals z(t) , and v(t) through which unit-nc-rn
pert urbations are fcd back into th e system.
Any li nea r inter connecti on of inputs, outputs a nd
commands along with thc perturbations and a con­
troller can be viewed in th is contex t and can be
rearranged to match th is diagram so that P ca n
be chosen to reflect many different problem sp ccifi­
cations.

2.1 Analysis R eview

Within this fram ewerk a non-conservat ive neces­
sary and suffi cient co nd it ion for rob ust performance
can bc form ula t ed (Stein Sr. Doyl e (1990)). 1'0 ob­
tain this condition the com pensator feed back-loop



Fig. 3: Analysis part General interconnection
st ruct ure

2. Robust stability is satisfied if and only
if

For the purpose of sy nt hes is, the per turbati on can
be normalized properly to uni ty so t hat tbe normal­
izing factor ca n be absorbed into P . T his resul ts in
the synthesis probl em as shown in Fi g. 4. Thc syn­
thesis problem involves finding a con troller K such
that performance requirements are satisfied under
prescribed un certainties. The in terconnecti on struc­
ture P can be parti ti oned so t hat t he input-out put

map from [~] t o [ • can also be expressed as

t he fol!owing lower lin ear fra ction al t rans format ion
den oted Fi :

This is a t ight condit ion for robust stability with re­
spect to two perturbation blocks, and eq uivalent.ly

a t ight condition for robust performance. Notc that
t he definition is not limited to 2 x 2 block struc­
tures, so t hat it ca n be used to test stability with
respect to any nu mber of diagonal blocks. This per­
mits to establish robust stability with respect to
plant sets characteri zed by several unst ruciured per­
turbaiions, and simultaneously, to es tablish robus t

performance.
For practical use, th e function Ii[M] has to
be evaluated. This is done across frequen cy, pr o­
viding a Bode-like plot to analyze robust stabil­
ity jperformance of any given design. It should be
clear from tbe argument of the function IL whi ch
kind of test is carried out.

2.2 Synthesis Review - Hco Optimization

(2)

(3)

V

1+--- d
z
e

Mij(s) = Pij(s) + Pi3(S) [J - K(S)P33(S)r l

I< (s )P3 j ( S ) i, j = 1, 2
(1)

(1) represents a lin ear fractional transformation of
t hc system P through K , therefore the notation
M (P, [( ).
Whcn th is sys tem is stabie, t he n the following re­
sults apply (Stein & Doyle (1990 )):

in Fig. 2 has to be closed to get the loop in Fig. 3.
The system M(?, K) in this figure has a 2 x2 block­
st ructured t ransfer function M (s) whose blocks are
dcfined in te rms of the original 3 x 3 partition of
P(s) as fol!ows:

1. Nominal performance is satisfied if and
only if

3. Robust performance is satisfied if and
on ly if

Ii[M(jw)] < 1 Vw (4)

z
e
y

v
du

In words, Ii is the reciprocal of the smal!est value of
scalar E which makes the matrix J - EXM singular
for some X in a block-diagonal perturbation set.
If no suc h E exists, Ii is taken to be zero.

Robu st performan ce is equivalent to robust st a bil­
ity in pr csen ce of two perturbations 6 and 6 p

con nccted around the system M (P, I<) . The lat­
ter stability is assured , if and only if the function
dct (I - diag(6, 6 p )M(jw )) remains nonzero along
t he im agin ary axis.
This observat ion gives rise to t he function u . This
fun ction was defined in Doylc (1982) to test th is
kind of determinant conditions.
lt s full definition for complex matrices is the fol!ow­
ing:

wher c Ii is a functi on to be defin ed shortly.

6 [ {I del(! - «x M) = 0 }] -I
J.&[ M) = m in I! lor seme X = diag(~l l' " • .ó.m } .

wit h 116; 11 00 < 1 ,lor.1I ;
(5)

Fig. 4: Synthesis part Gen eral intercon nect ion
st ructure

[ : ] = F/(P, K ) [ ~ ] = M (P ,K) [ ~ ]

For the Hco op timal problem, t he objective is to
find a stabilizing cont roller I< whi ch mInI mIZeS
IJFi(P ,I<)lI co. Thus find a con troller I< such that

(6)

where ~ is t he minimum norm of the per turbat ion
that destabilizes the closed -Ioop system . An excel­
lent reference on th is matter is Francis (1987), while
the algoritbms used to obtain Hco cont rollers come
from Doyle, Glover , Khargonekar & Francis (1988)
and are implemented in the IL-Analysis and Syn­
thesis Tooibox by Balas, Doyle, Glover, Packard &
Smith (1990) .
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2.3 /l-Synthesis Methodology

Th c /l-syn thesis methodology eme rges as a practical
approach for th e design of cont rol systems with 1'0­

bust performance obj ecti ves. This technique essen­
t ially integrates two powerfull theories for synthesis
and analysis into a systcmatic design technique in­
volving Hoo optimization methods for synthesis and
th e st ruc tur ed singular value J-l for analysis. The
problcm of robust controller design becomes that of
finding a stabilizing controller K and scaling ma­
tri x D such that the quantity 11 DF/( P, J()D-l 11 00
is minimized.
One approach for solving this prob lem is t hat of
alternaly minimizing the above expression for ei­
titer J( or D while hold ing the ot her constant.
For fixed D, it becomes an H oo optimal control
prob lem and can be solved using the well-known
state-space method of Doyle, Glove r, Khargonekar
& Francis (1988) . On th e other hand, with fixed
J( , th e above quantity can be minimized at each
frequ ency as a convex optimization in In( D) . The
resulting data of D can be fit with an invert ible,
stable, minimum-phase, real -rational transfer func­
t ion. This proces is carried on until a satisfactory
cont roller is constructed . For a deaper treatement
of th is pro cedure, th e read er is refered to St ein &
Doyle (1990) and Balas, Doyle, Glover, Packard &
Smith (1990) .

3 T he D esign Model

'I'h e design model used in th is paper consists of
longitudinal aircraft model in cru ise configurat ion
as given in Tj ee & Mu lder (1988) . From the full
non-Iinear aircraft modellinear models for trimmed
cruise configurat ion are generate d in varying oper­
at ing condit ioris. The velocit y is allowed to vary

Flight Condition Airspeed [mi s] Altitudc [ft]

40, 45,50, 55, 60 2000
40,45 ,50,55,60 4000

CR IS E 40,45,50,55,60 6000
40,45 ,50,55,60 8000
40,45,50,55,60 10000

Table 1: The set of design points

between 40 and 60 mis while alt itude may vary be­
tween 2000 and 10000 ft.
In addit ion to t he aircraft model, we assume th at
the elevator and engine dyn ami cs are not weil de­
fined to some extend.

98

'1'0 reflect handling quality requirem ents, two sec­
ond order ideal command response models for the
altitude and the speed ar e included. The filters have
a natural frequ ency of W n = 0.3 r ad ]sec and damp­
ing(=0.7.
Output errors du e to command signa ls have to be
small. The objective is to achieve a rejection factor
of 100 steady-state for both channe ls.
Further des ign requirem ents were state d in the fol­
lowing way:

1. All eigenva lues should have relative damp ing
better t han 0.4.

2. Phugoid eigenvalues should have rel a t.ivc

damping better than 0.7.

3. Loop gain should satisfy 10dE gain margin and
45 deg phase margin.

4. The closed loop bandwidth frequ ency for th e
altitude and speed loop should be about
1 rad]sec. High frequ ency loop gain shou ld be
less than 10 dB at 10 rad]sec rolling olf at a
rate of -40 dB Idec beyond 10 rad]s ec .

5. The commanded throttle valu es for the man ­
ifold pressure should be less tha n ±5" //9

around trim valu e.

6. The maximum elevato r deflecti on has to re­
main within ± 5 deg around t rim.

7. The maximum elevator deflection rate shou ld
be less that 30 degI se c.

and shou ld hold for th e set of pr escribed modeIs.

4 App lica t ion of p;-Synthesis to a
F light Control System design.

4.1 Introduction

This section deal s with th e applicat ion of the in
section 2 presented theory for the synt hes is of a
f1ight control system (FeS). '1'0 make pract ical de­
sign poss ible all design models as given in sect ion
3 and objectives have to be absorbed int o th e gen­
eral interconnection structure presented in section
2. First a description of th e linear air craft model
is given which represents the longitudinal par t of
t he dynamical motion of a rigid body air craft. Ta
capture a whole set of mod els describing the air­
eraft motion in cruise con figuration for th e ran ge of
operating condit ions as given in section 3 th e mod ­
elling principle following Morton (1985) is adopted.
T hen the set of objectives as presented in sect ion



1 an d section 3 are translated into suitable weight­
ing functions. Together the last two steps are com­
bincel to form the general interconnection structure
for tlii s design problem.

4.2 Description of the aircraft model

for the cruise configurat ion can he m od elled by
the following un certain equation:

X A + 2::7=1 5iAix + B + 2::7=1 s. e,«
Y C+ 2::7=1 s.c.: + D + 2::7=1 s; o,«

(8)

where x represents state vector, u the input vector
and y the output vector (it should he c1ear from
th e contex t when is refered to the control vector or
th e forward speed).

A linear time invariant model for the longitudi­
nal aircraft motion as described in Tjee & Mulder
(1988). is considered . The plant can be represented
in st at e space form as:

4.3 Uncertainty modelling and choice of
weighting functions

In the fol1owing a motivation for the choice of the
distinct design variables will be given. (11 )Pi = [Ai Bi]

c, Di

X Ax + Bu + B2 v

Y = C x + Du + D12 v
(9)

Z C2 x + D21u + D22 V

v ~ z = diag (5ulqu , {jh1qh )z

where additional inputs v and outputs z will be
defin ed . Further , 8 2 , C2 , D12 , D21 , /)22 have di­
m ensions ac cording to qu and qh represent ing
the dimension of th e pertubation blo ek. Clos­
ing the loop with ~ yields the transfer luneti on
relating u to y:

where the nominal system description is given
by (A, B, C, D) and the pertubed part is
parametrized by k uncertain parameter s where
5i , corresponds in this case to sp eed and al­
titude variations 8u and 8h that occur ove r
the different operating conditions. The infor­
mation of model variation is contained in t he
2 sca1ar operators {ju and {jh which are assumed
to he LTI operators.

For purpose of synthesis and analysis the per ­
tubed model is required to be formulated in
such a way that the variations ente r th e model
in a linear fractional way. This can be done in
the following way:

In this case the uncert.ainty is modelled such
that it affects the plant in an affin e m armer
such that Mn = O. This assumption permits
to obtain in a simple way by singu lar value
decomposition th e un certainty that affects the
model in a lin ear fraetional way. Thercfore , Vi
with , 1 ::; i ::; k, let qi denote t he rank of the
matrix:

(7)
x Ax + Bu
y = Cx + Du

u (mis) forward speed
a (rud) angle of attack

x B (rud) attitude angle
q (rudi s) pitch rate
h (m) altitude

[ pz
8 (Pa) manifold pressure

u
e ] (rad) elevator deflection

u (mi s) forward speed

h (m) altitude
y = iJ, (ml s2

) forward acceleration

h (mis) climb rate
q (degis) pitch rate

Ilaving defined the states, inputs and available
mcasurernents, the modelling of the variations of
t.his model throughout different operating con di ­
t ions is in first instanee carried out. Further th e
selec t ion of the weights is pr esented, for a clear
treatment of this subject we rcfer to Maciejowsky
( 1989).

1. Variation aerodynamic coefficients.

'1'0 ref!ect the variation of the aerodynamic
model through the flight envelope, linear un­
certainty modelling following Morton has been
adopted.

Starting from the fact that the set of linearized
aircraft modeIs over the whole flight envelope

with Pi E R(n+nyl x( n+ nul.

Then Pi can be writen as:

(12)

Where, t; E tr-«. n. E tr-«, Wi E Rny-«,
z, E tc-r«.
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s.r. = [ ~;i ] [ s.t; ] [ ~; ]
And therefore M ll + }lf126}lf21 which is,

and looks in fact like:

(13)

where Wu(s) is a stabie transfer functi on rep­
resenting the relative variation of t he systern
around nominal Gacto(s) . Generally thi s typ e
of uncertainty aris es from unmodelled high Irc­
quency dynamics and th erefore Wu(s ) is chosen
to be small at low frequ encies while increasing
at high frequen cies. The techni cal reason for
this particular choice comes from t he fact that
this filter forces th e closed loop system to rail
off at a high frequencies, see Doyle Francis &
Tannenbaum (1992) for a complet e discussion.
The shape of th is filter is given by:

W u(s ) uncert ainty weight

(17)

and has been obtained by it erati vely tu ning up
the design. Commonly th is weightin g funetion
is taken to represent a 50% relative uncertainty
level and was chosen in th e ini ti al design whcre
the parametrie un certainty has be left out as
shown in Fig. 5. In a refined design the rela­
tive uncertainty level was allowed to be only
10 % at low frequencies, becau se the real per­
turbations du e to varying operating conditions
already int roduce the remaining un cer tain ty in
th is frequency region .

'0'

,0"

Fig. 5: Actuator un certainty and tracking error
weights.

and,

Therefore the matrices 8 2 , C2 , D 12 , D2 1

and D22 are grven by: B2 = [LI , ·· · , L k ],

C2 = [Rl," ', Rk], D 12 = [WI , " ' , Wk ], D21 =
[ZI,... , Zk], and D22 = O. T he uncertainty
is contained in th e block diagonal matrix 6.
Define the block structure associated with the
system as :

BA = {fl E A withO"( fl) ~ I} (15)

which is the set of allowable perturbations.

To model speed and altitude perturbations
around the nominal cond it ion of Uo = 50 mis
and ho = 6000 f t t he pe rt urbation matrices
for speed an d alt it ude variat ions Pu and Ph
are first calculated .

By performing a sing ular value decomposi­
t ion on Pu an d Ph a rank 4 per turbation has
been ado pted for t hc effect of speed variations
fl u4 E R4 X 4 and rank 3 pert urbation for the al­
titude variations fl h3 E R3 X3

• In this way the
desi red matrices 82, C2, D12, D 21 and D22
as in (9), of rank accord ing to the dimension
of th c perturbation are obtained. We refer to
Packard (1988) for a complete outline of the
paramteric uncertainty modelling procedure.

2. Multiplicative un certainty modeis.

3. Tracking error weighting fan ctions

To refiect th e requirem ent to keep tracking er­
rors to commands less than 1%, Wp ( s) has been
chosen as a first ord er lag-lead filter insisti ng
on reducing errors in th e lower frequ encies:

Both actuators , the engine as weil as the el­
evator models are not adequately known . In
th is study an input multiplicative uncertainty
model has been adopted to capture the uncer­
tainty in both systcms. Th e set of models de­
cribed by th is type of uncertainty modelling is
represented by:

W (s) = bas + 13
p ,,/s + Ó

(18)
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The error rejection bandwidth as shown in
Fig. 5 is kept small because the command sig­
nals are low frequent and to allow the con­
t rolle r maintaining th e required performance
level ove r large set of operating conditions.

4. Command filter

The com mand filt er reflects the ideal model
resp ons e to speed and altitude commands,

uuc(t;) and :c\';) resp ectively. These filt ers re­
main fixed for the design . The shape for the
com mand filter is dictated by flying quality re­
quirernents and is shown in Fig. 6. It has been
modelled as a second order filter:

( 19)

wher e Wo = ·0.3 rad/sec, w\ = 10 rad/sec and
( = .7 . This filter is chosen to fiatten out at
1Orad/ se c with a second ord er numerator poly­
nomia!.

structure. These filt ers also permi t to shape
th e input sen si ti vity of th e system.

-h TV: - TI J" - W - T.I1 _ ') .+0.0\\\ ere I nue - IY nhe - nu - I nh - - . +50

are th e noise weights for resp ecti vely th e speed
and al titude error and the speed an d alt itude
signais, W nü = W nh = 5'::;.,~1 for t heir deriva­

tives and Wq = lO ';:;.,~l for t he pitch rate sig­
na!.

6. Cont rol activity weights.

Additionally to th e fact that trackin g erro rs
have to be smalI , control activity has to re rnain

within prescribed limits in order to preven t ac­
tuator saturation . Therefore elevator defelec­
tion , rotational rate and acc eleration are lirn­
ited by constant weighting function. In the
same way pitch rate and forward speed were
required to remain limited. The filt er th at lim­
its the amplitude of all th ese signals is given
by IV.// = di . g( . , 2 / 100 , 1 / 100 0, 1 /1000,1 /500) .

4.4 The design m o del

u(2 ) = [6ev 6p zv !

W,(c) Command filter

10 - 1

10'

10 -J l Wnu ~ = Wo h !! = Wfl U = Wllh. -------1

~Vnu = nf nh
IV"

10 - 1 100

Fig . 6: Command and noise filters

Fig. 7: Design Model,

5. Choice of t he sensor noise filters .

Most rneasurem ents ar e not noise free and be­
come sens it ive to high frequen cy nois e. The
measureme nt nois e is taken to be dynami cal
as a lead-lag filt er. Furthermore, these filt er s
have to be introduced to satisfy th e Hco con­
trol problem rank condit ions given in Doyle,
Cl over , Khargonekar & Francis (1988). As can
be seen in Fig. 6 th e nois e filt ers bring in ev­
idence th e noise activity at high frequenc ies ,
Choosing the no ise level to be smal! led to
condit ioning prohlems of the in terconn ccti on

The aforernen tionend conside rations are stacked to­
gether leading to th e design model whi ch desc ribes
the whol e se t of modeIs for whi ch the defined per­
formance sp ecifications have to be met. Fig. 7 gives
t he block diagram of t he design structure. The de­
sign model still has the same two loop control struc­
ture as Fig 1., besides the fact th at un cer tainties
are added to th e airframe to refiect t he set of fiight
conditions and the weihgting function s to reflect the
desi red closed loop performance. The filt er Wp rep­
rese nts the requirement to keep errors between th e
commanded signais, dcm d(2) = (u, h) shaped by W c
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to Fig. 9 is given by th e following equation:

[
Z ] [0 0 Wu] [ v ]ew = WpG HIp ~Ve HIp G dem d

y G -Wc G u

(20)
Ap plyin g ( I) on the open loop matrix P , th e closed
loop tran sfer function m atrix M is obtained:

wli cre Si, So, Ti and T; ar e respeetivc!y in­
put / ou tput sensitivity and complementary sens itiv­
ity transfer functions. The matrix M11 represents
tb c robu st stability bleek and reflects how th e un­
cert.ainty described by lVu affeets the closed loop
systc rn Ti. Scaling this block by a factor I scales
the robust stability level that we want to keep in
t he sense of a norm less than one. In the initial de­
sign the robust st.ability block M 11 was scaled to
a level of 50 % at low frequ en cies and becoming
of incrcasing importancc at higher frequencies. The
M 22 block representing the performance block of
th c closcd loop system was also scaled to be about
50 %. ft corr esponds to th e frequ en cy responses of
thc closed loop sensitivity from th e 2 command sig­
nals to th e 2 output errors and is given by the fol­
lowing expression:

Thi s expression reveals that th e diagonal elements
of Aln corres pond to classical sensistivity transfer
Iunctions. ft is from th is structure with the robust
stability and nominal performance considerations
th at we were able to design and shape the weights
IVp and lVu . At this st age it was decided to de­
sign a robust con trol sys te m for th e whol e flight
envelope by taking into account th e parametrie un­
ccrta inty of t he airframe du e to speed and altitude
var iat ions , This uncertain ty acts mainly at low fre­
quen cies so that the complex un certainty weighting
was reduce d at low frequ en cies such that the sum
of all un cer tainties remains at a level of 50 %.

6 Control Design and Results

In first instanee it is required to achieve robust
stability, this is done by appropriately sealing the
uncertainty level of the systcm after a first !loo
tri al dcsign. In this exarnple thc uncertainty level
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for the speed blo ck was ini t ially chosen to bc too
large. Therefore th e un certain ty levcl has been re­
duced by a factor 1 \ for the speed block and 12

for the altitude blo ck. Rough ly spcaking the phi­
losophy adopted here was to scale thc system in
such a way th at t he nomi nal performance block
and the robust stab ility block contribute in a bal­
an ced way and in t he sa me order of magnitude to
th e robust performan ce ind ex, in such a way that
roughly th e sum of the infini ty norm of both indexes
is about (and no t larger t han) 3 to 5 for the init ia l
design . In this design , th e problem frcquencies for
th c nominal performan ce block are in thc low fre­
quency range whi ch is du c to t he large parametrie
uncertainty level in this freq uency range. The 1'0­

bust stability block gave problems in the higher
frequen cy range start ing around 10 rad/s this is
where sensor nois e and unmodelled high frequency
dynamics have large influ en ce on the stability of
th e system. It has been ex pe rienced that when the
choice of sens or noise level was static and/or too
small this led to badly cond it ioned controllers such
that the results were numeri cally not reliable any
more leading to l 's th at pop up during a D - f{­

it eration. By this we mean , that a sucessive 1 iter­
ation on the scal ed sys tem could not be started at
the pr evious achieved ga mma level , but had to be
initiated at a higher I level. On ce weighting matri­
ces selection and system sealing are properly done,
controller synthesis can be carried out . In the Iirst
iteration th e optimal I achieved was 1 = 11.75.
However if the robust perform an ce level Il (M ) is
computed , the maximum of ft is onl y flmax = 1.9
around w = 15 rad/sas can be det ect ed from the
upper curve in Fig. 10. The gap indi cat es plenty
of design freedom and reveal s th e large conserva­
tiveness of th e singular valu e as as per form ance in­
dicator. Performing a constant D sealing and re­
doing a I-iteration brings th e robust pe rformance
level down to 12 = 1.0566. The procedure is once
more applied leading to 13 = 1.0246. At this stuge
further iteration has no more sense and calculat­
ing the real -complex robust perfor mance level flre,
shows that for thi s design robust performance is
achieved over th e whole frequ ency range, this cor­
responds to th e lower cur ve in Fig. 10. Remark,
that cons tant D-scalings are not a limit ing factor
for this design. Fi g. 10 sum marises the robust per­
formance levels that are achieved during three three
it er ations. A closer look to th e finally achieved sys­
tem characterist ics is given in F ig. 11. The upper
and lower bound for th e robu st performance level
Jl(M)as pr edi ct ed by t he real-complex fl ca lcula­
tion is given by th e Jlre(M) curves in the plot . The



and t. he plant G its outputs u and h, small (num­
bel' between parenthesis designat e th e dim ension of
tlic vecto r signa0 . These ar e, as shown in Fig. 7 the
weighted erro rs ew (2). The filter Wu imposes roll­
olf on the cont roller. The filters We!! represent th e
rcqu irement to keep th c amplitude of actuator sig­
na ls ce!!(3 +2) = (8e, Se,8e, U , q) below som e level ,
while I,jln describes th e noise spectrum acting on
the measureme nt s m eas(2 + 5). The cont roller J(

th en has to provide two controls , u(2) = (8ev , 8pzv ) ,

th ese ar e com maded voltages resulting in an effec­
t ivc actuat ion from Gac! i.e. elevator defiection 8e

and effect ive manifold pressure pz on the engine.
Finally, to reflect airframe variations in speed and
alti tude over a set of flight conditions and actuator
unccr tainty, resp ectively real and complex uncer­
ta int ics are introduced by ~r and ~c'

Howcver , th is structure is yet not suitable for th e
pur pose of cont roller synthesis and an alysis , It is
now the tas k to .reorder the signals in such a way
t. hat uncert ainty and performance become struc­
tu rcd at system level pcrmitting t he application of
t hc arialys is and synt hesis results of section 2. In
thc next section we discuss the transformation pro­
cess from Fig. 7 into t he genera l interconn ection
st ructure P.

5 Getting the problem into the
General Interconnection Struc­
ture

1'0 transferm the design model of Fig. 7 into the
general inter connection structure, loops at the per­
turbations blocks and the controller have to be
ope ned. Thc inputs of the perturbations blocks are
viewed as outputs of th e system P, while outputs
of t. he per turbations ar e viewed as input of th e sys­
te m P. In thi s way the first pair of signals for P
are defined , perturbations that are unstructured at
component level become st ruct ure d at system level.
Thc so obtained perturbation st ruct ure is given by,
~ = diag(~r , ~c) = diag(~ v. ~h3 ~CI ~CI) ' where
Llv 4 E R 4 x 4

, Llh3 E R 3 x 3 and LlC1 E C re­
spect ively reprcsent the unit norm bounded pertur­
bat ion blocks for respectively the speed , altitude
an d actuator uncertainty. The second pair of sig­
nals that are grouped togcther represent the perfor­
man ce vari ables that wc want to keep small. At the
input of P sensor noises ar e firstly grouped together
and at th e out put the actuator activity, further we
want. speed and pitch ratc to remain small. Secondly
th e commandcd signals are taken at the input of P.
'1'0 th ese inputs wc associate the weighted output
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errors that have to remain small. Finally, th e th ird
pair of signals is for purpose of cont roller synthc­
sis and are obtained by breaking the loop at the
com pensator.

Once the open loop int crconnection structure P for
the complete design problem as shown in Fig. 8 is
set up, controller synthcsis can be ca rr ied out wit h
in mind to achi eve thc prescribed robu st perfor­
mance level. Thc com plete inter connection st ruc-

vruf'l zruf'l
'V r h 3 zr h 3

vc(2) zc(2)

d:Jo;' <f7l p « J J(5)
c m d 2 <w(2)

u(2) y(7)

Fig. 8: Interconnection structure for t he complete
problem.

ture is of dimensi on 23 x 20. Closing the structure
P with the controller J( gives the analysis structure
1\1. The robust stability block corresponding to 1\111

is 9 x 9, respecti vely corres ponding to a four di­
mensional real spee d blo ck, three dimensional rcal
altitude block and a two dimensional complex rcla­
tive uncertainty block on th e actuators. The perfor­
mance block 1\122 is of dimension 7 x 9, whcre the
upper 5 x 7 block corresponds to a measurernent
disturbance rejcction block while the 2 x 2 lower
subblock corresponds to the tracking error block.
A simplified version of thc open loop int erconn ee­
tion structure P is shown in Fig. 9. One can view
this structure as the system representation at onc
design point within the fiight envelope. It was actu­
ally this structure on which the initial designs were
performed and allowed us to make proper choices
for the weighting functions.

<w

YI

Fig. 9: Open loop intcrconnection structure P.

The input/output relation for P that corr esponds



Fig . 10: Robu st Performan ce

norn iua l performance level is given by Ö" (M22 ) be­
comes crit ical at low frequ en cies, by t his we rnean
it tends to uni ty. The rem aini ng two curves repre­
sent the upper an d lower bound real com plex robust
stability level Jl(M lI ) whi ch is crit ical at high er fre­
quencies.

other hand this ph en om enon gave freedom to th e
performance block to be reduced around 1 rad/ s.

0 .8
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Fig. 12: Robust Stabi lity Contributions

Zooming in at th e lower 2 x 2 performan ce block,
we have in Fi g. 13 a Bode plot represen tation of
the ab solute t racking and interaction perform an ce
levels imposed by the upper curves. These are t he
boundari es imposed on t he tracking error given by
the diagon al terms which correspond to th e classical
sens it ivity fun cti ons and have been imposed by the
filt ers Wc and Wp .
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F ig. 11: Robust Performance, Nominal Perfor­
m ance and Robust Stability
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Fig. 12 is a further zoom into the robust stability
block Jl Uvlll ) which is built up of th e speed blo ck
JlL:. u • (Ml d re presented by th e upper two curves, th e
alt it ude block Jlt:. h3(M lI ) given by the lowest two
curves and t he complex un certainty blo ck Jlt:. c (lHlI )

given by th e curves in between . For each block th ere
is an upper and a lower line resp ectively related to
the initial design and th e final design. Initially the
probl em frequency for all three blo cks was around
10 rad] s , The peaks at th is frequency have been
succesfully elim inated for all three blocks. Whi le the
peak has been ftattened out on this frequency, th e
complex block pops up at high frequencies. On th e
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Fig. 13: Sen si ti vi ty and Inter act ion

Finally, in Fig. 14 cernm and resp onses for both th e
altitude and sp eed channe l are shown . T he off diag­
onal plots show th e interaction in t he response. The
plots represent command resp onses to the nominal
system as weil as all th e extre me per t ur bed fiight
conditions. Remark that th e inter act ion level does
not degrade over all ftigh t conditions. T his con­
cludes our exercise in obtaining a robustly decou­
pled command response to sp eed and altitude de­
mands.
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Fig. 14: Command responses, over whole flight en­
velope

7 Conclusion

Using Ji-syn thesis , a linear cont rol law for th e au ­
tothrottle/autopilot has been develop ed. From th e
time responses it can be seen that this configurat ion
maintains t he desired perform ance level within all
operating conditi ons mcaning t hat no gain schedul­
ing is required. Howevcr , we should not be too op­
t imistic abo ut the resul ts, sincc the t ime domain
responses are not indi ca tors for robustness. Rccall
that wc have scaled the un cer tainty level down by
a factor Î 1, which physically mean s t ha t we have
shr unk t he fiight enveloppe by this fact or . This
means that th e achieved robu stness design design
is rest rict ed to a fourth of th e initi al perturbation
set. So even t ime responses are sat isfac to ry over th e
whole initi al envelo ppe, robust ness guarantees are
cxcluded for a wide opera t ing range, which mean s
that a switching or ga in sched uling scheme for th is
control system is st ill requ ired . Th e prim ary conc lu­
sion is that p -syn th esis has been succes fully applied
for the developmen t of cont rollers in achieving a de­
sire d robust performance level. The gener al fram e­
work gives the possibil ity to t reat problems of sig­
nificant com plex ity, where a vari ety of performance
goals for a large set of sys te ms can be treated in a
st raight forward marmer . In fact , th e design method
wit hin the gene ral fram ework provides th e design er
wit h all information that is needed for ins ight in
which direction the severa l components of the sta­
bili ty and performance blocks have to be tuned su ch
tha t th e final requi rements can be met. This featur e
is primarl y due to the fact that the performance
and stability blocks themselves , and with respect
to each ot her , become structured when viewed in
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the general interconnecti on structure. Further, ap ­
plying the st ructured singular value JL with respect
to different quanti t ies, provides a non conservative
measure for analysis . Actually, our design was set
up in two stages. The first st age was the a robust
pe rform ance design for one fligh t condition which
provided insight in the choice of the filters Wp and
Wc' T his structure was t he starti ng point for the
robustifi cation of the design over a wide set of op­
erating condit ions. T his has been done by incorpo­
rating in the design a whol e set of an alysis points
through real un cer tainty modelling to refiect the
flight envelope for this configuration. T he uncer­
tainty block was scaled in such a way th at the ini­
ti al performance leve! is m aintained. By means of
D - J( iteration a cont roller to achieving robust
performance has been obt ained. Future research
will be conducted towards the deve!opment of a ro­
bust integrated autothrott le/autpilot design for th e
Cessna Citation II Laboratory Air craft of the Delft
University of Techno logy and the Dutch National
Aerospace Labora tory NLR.
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Abstract . Recent deve lopments in both control theory and elect ronical hardware pro ­
vid e new approaches for the solution of mechanical servo problems. The so-called 'stan­
dard plant ' approach combined with 1I00 optimization theory is a method to find linear
cont rollers that are robust and multivar iahl c and may be used for many specifi c problems.
However , using a detailed linear plant mod el , esp ecial1y in combination with frequ ency
depend en t weight functions , will result in high ord er controllers. Implementing such con­
trollers puts high demands on t he controller hardware: mechanical servo syste ms often
exhibit non-neglectable high frequen cy effects. th at necessitate high sam pling rates for
digital controller implementation to be possibl e. This combination of cont roller complex­
ity and high sampling rates, combined with th e need for fast multivariable communication
with th e plant (for inst ane e AID and DIA conversions for measurement signals and actu­
ator commands) can be attained by making use of a Digital Signal Processor (DSP) . This
paper describes th e use of the TMS32DC2.S-based cont rol impl ementation environment
produ ced by dSPA CE GmbII for imp lemcntation of I-Ioo controllers on two expe rimental
setups availahle at th e Delft Mechani cal Engineering Syst erns and Cont rol Group; th e
inverted pcndulurn and the three-degrecs-of-Ireedorn hydrauli c positioning tabie. It is
shown that th e combination of powerfu l cont rol theory and a fast , user-friendly irnple­
mentation env ironment enabl es th e cont rol enginee r to design high performance robust
controllers.

1 Introduction

T wo main prob lems in th e pract ica l appli cati on of
modern cont rol tec hniques are robu stn ess of th e
closed loop system and implementation of complex
cont rollers. Thc roh ustncss problem appeared as a
resu lt of let tin g the controller rely on more com plex
plant mo dels wit hout acco unt ing for t he fact that
even t he most com plex model is only an ap proxi rna­
tion of reali ty. Fur th er rnore, thc st a te-s pace, t ime­
domain approac h of modern cont rol th eory seemed
incompat ible with known 'class ica l' results based
on frequ ency domain considerat ions (like gain and
phase margins). Th e implementation problem was
espec ially apparent in mechan ical servo systcrns:
alt hough models are usual ly reasonabl y accurate,
th ey often contain ha dly dampcd high Irequency
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modes t hat should be supp resse d. T his then im­
plies that controllers must be accur ate up to rel­
at ively high frequ encies, such that high sampling
rates are necessary. Hardware solutions are mostly
possible, but unt il the deve lopment of f1ex ible and
powerful processors like the Digit al Signal Proces­
sor, or DSP, it was very hard to design and tune
complex controllers .

T he introdu ction of Hoo cont rol theory by Zames
in 1981 was done from a highly theoret ica l and
math emati cal point of view, and it took sev­
eral years to find that th is concept connects very
weil with classical frequ ency domain considerat ions.
The int erpretation of frequency dep end ent singu­
lar values as a mu lt ivar iab le equivalent of gain was
already known, and }-Ioo th eory provides a means



1.0 shape this gain according 1.0 the wishes of the
cont rol designer: this makes it possible 1.0 improve
robustness using gain margins. The first solutions
1.0 Hoc control problems were based on an opera­
tor theoretic approach, as for instanee explained
by Francis (1987). They had the practical dis­
advantages of a complex numeri cal calculation and
resulted in controllers of an extremely high order
(te n times the oreler of the plant was no excep­
tion). Recently it was Iound that Hoc problems can
be solved as a modified LQC problem, resulting
in a much simpier, more reliable numerical calcu­
lation and controllers that have the same order as
the plant (Doyle and Clover, 1989). This then fo­
cuses the attention on problem formulation rather
than on solution: using a general 'standard plant'
framework the con trol desi gn er should specify the
desired result. Thi s mostly involves the select ion
and/or definition of disturbance inputs , control oh­
jecti ve fun ctions (error signais) and weight fun c­
tions, whi ch provides a multivariable way 1.0 tune
t he resul ting con trol1cr.

The process of t uning a mult ivariable cont roller
im plies t hat it is necessa ry 1.0 have a very short
design-implem entat ion cyele : ba sed on t he actual
performan ce of the cont rolle r, t he weight fun ctions
mu st be adjusted , aft cr whi ch a new cont rolle r can
be calcula ted and implcmented . Besides making
use of a fast and Ilexibl e processor , it is ther efor e
also desir abI e to have an implem entation environ­
men t in which th is entire cyele can be performed
qui ckly and user-fri endly. Although many imple­
menfation environments for DSPs are now commer­
cially available, they are usually aimed at produc­
ing efficicnt code for maximal speed and necessitate
low-level programming.

As we are interestcel in th e possibilities of appli­
ca t ion of Hoc control theory on the experimental se­
tups available at our laboratory, for instanee the in­
verted pendulum and th e hydraulic positioning sys­
tem discu ssed in this paper, and because for most
mechanical servo prohlems the calculat ion speed of
t he DSP is more than sufficient, we chose the im­
plementation environment produced by dSPACE.
Thi s provides very high-level programming possi­
bilities, su ch as a direct link 1.0 PCMatLab, whi ch
enab le design-implementation cyeles of less than 15
minutes (for specificatien of new weight functions,
calculation of Hoc controller and implementation).

The next section will give a very short introduc­
tion 1.0 the standard plant approach , the interpre­
tation of weight functions anel Hoc theory. After
that, a description of the main properties of the
dSPACE implernentat.ion environment wil1 fellow
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in section 3. Som e of t he results obtained by app li­
cation of Hoc controllers on t he inverted pe ndulum
setup are in section 4, foliowed by t he result s of t hc
hydraulic positioning system in section 5. Fi nally
some conelusions will be given in section 6.

2 The standard plant approach
and Hoc theory

The general framework used in Hoc theory is given
in figure 1. Here P is the standard plant , con-

P

L----I1 I ' I~~~--:l \. r

Fig. 1: The gen eral fram ewe rk for Hoc con trol sys­
t em design

taining the combination of a model of the systcm
to be cont rolled and sevcra l weigh t funct ions, K is
t.he controller, z is a vector of control objectives­
usually error signals-that are 1.0 be minimizeel , y

is a vec tor of measurem en t signais, UJ a vector of
extern al disturban ces and 11 a vector of control in­
puts. The auxiliary signals VI an d V2 are ad deel to
he abl e to test internal stahility of t he elosed loop
system: if for any bounded VI, V2 and UJ t he signals
11, y and z remain boundcd , the elosed loop system
is said to be internally stabIe.

Many control problems can be brought in to t his
form; the control obj ective is 1.0 find a cont roller K
that minimizes th e tran sfer from w to z in some
sense. We will assume that Pand J( are lin ear
time invariant (LT!) syste ms that can be descri bed
by a fini te dimensional sta te-s pa ce m odel or a real ­
rational transfer function matrix. A specific cont rol
design problem can be accommodated by extend­
ing the model of th e physical sys te m 1.0 be con­
trolled , available in P, with structural proper ti es
and weight functions. Thc choice of this structure
and the weight functions great ly influen ces t he re­
sult of Hoc analysis and sy nt hes is and should t he re­
fore be set up by the con trol enginee r who has a
thorough knowledge of the control problem at hand.

In standard Hoc problems the transfer from w 1.0

z is minimized in the sense of the infinity-norm,
when searching over all allowable (i. e. internally
stabilizing and rcal -rational) controllers:

. min IIPwz + Puz(I - J( PUyt l
J( Pwyll oc (1)

1\allowable
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3 The dSPACE implementation
environment

As mentioned before, our intention 1.0 design and
implement 1-1 00 controllers makes it very desirabIe
1.0 have an implementation env ironment that al­
lows controllers calculated with PC MatLab or sim­
ilar high level matrix calculation tools 1.0 be imple­
mented quickly and efficiently without having 1.0
write low-level programming code. One of the very
few DSP-based commercially available solutions for
this is produced by dSPACE GmbII as the 'DSP­
CITpro Control Implementation TooI'. The hard­
ware is supplied as adel-on cards for the IBM com­
patible PC and is built around a DSP of the Texas
Instruments TMS320 line .

The main processor board (dSPACE type nr.
DS1001) that was used for the experimental setups
discussed in the next two paragraphs contains a
fixed-point 40MIIz TM5320C25 DSP with alOOns
cycle time and a 16 x 16 bit hardware multiplier

for sing le cycle multiplicat.ion and accumulation.
Communication with this processor is possible from
the PC (aeting as host system) via the 16-bit AT
bus of the PCj programs can be downloaded to the
DSP and during program execution 4K words of 16~

bit true dual-port RAM is available for monitoring
key variables (simultaneous DSP- and host-acccss),
Further memory available 1.0 the DSP is 64K words
of program memory and 59K words of data mem­
ory, both accessible with zero wait states and with
DSP- and host-access arbitration.

The interaetion with the experimental setup is
performed by means of A/D and D/ A converters:
two DS2001 boards containing 5 A/D convertors
each and one DS2101 board with 5 D/A converters.
Communication between processor board and inter­
face boards is performed via the PHS-bus (Periph­
eral High Speed bus), a 32-bit synchronous I/O-bus
with 13.3 MB/s peak transfer rate; this allows th e
digital controller 1.0 run completely independent of
the PC. The DS2001 A/D boards each contain 5
Iully parallel 16-bit A/D converters with 511S con­
version time, 14-bit linearity (typical) and Sample
and Hold circuits (tracking and hold ); A/D conver­
sions can be started separately or simultaneously
and ADC ready may be signalled via interrupt or
flag. The DS2101 board contains 512-bit D/A con­
verters with 311S full scale settling time 1.00.01%.

Equally essential to the usefulness of this con­
trol implementation environment is the impl emen­
tation software package IMPAC, consisting of the
Irnplementation Expert module IMPEX combin ed
with the high level programming language DSPL.
Il\IPEX is a menu-driven programming 1.001, inde­
pendent of specific target hardware, allowing the
setting up of any linear time-invariant controller.
The controller parameters should be available in
state-space form and given in an ASCII-file accord­
ing 1.0 a prespecified format. Utilities 1.0 interface
with PC Matl.ab are available 1.0 automatically ere­
ate this file, such that any control design algoriti.m
implemented in MatLab can be used 1.0 create a
state-space controller and prepare it for IMPEX.

In general, such a controller will be continuous
time and in an arbitrary state-space realization;
IMPEX provides tools 1.0 couvert this into a de­
scription suitable for implementation in the dig­
ital fixed-point TMS320C25 processor. First the
controller may be discretized either step-invariant,
ramp-invariant or bilinear, according 1.0 specific re­
quirements. Next a transformation may be per­
formed 1.0 reduce the nu mb er of controller pa­
rameters, the number of calculations and-most
importantly-the coefficient sensitivity for instanee

(2)IIPlloo sUPwä(P(jw))
sUPw J>'(P(jw)P(jw)*)

ä( P(jw)) denotes the largest singular value of
P(jw) and J..( P(jw)) denotes its largest eigenvalue;
P(jw)* denotes the complex conjugate transpose
of P(jw) . In the case that wand z are scalar,
the infinity-norm can be interpreted as a maximum
power amplification factor for sinusoid signals (i.e.
the peak value of the frequency response or Bode­
magnitude plot), and can thus be related 1.0 the
classical concept of gain.

The importance of the selection of weight Iunc­
tions has already been mentioned. The nature of
the Hoo design is sueh that a controller is synthe­
sized in one single calculation, resuJting in a trade­
off between all spccified signals and weight func­
tions. It is therefore important that all available
signals are made.comparable with each other, for in­
stance by sealing them in such a way that their val­
ues are expected 1.0 be between -1 and 1. The seal­
ing factors necessary for this can be seen as weights
and can be modified 1.0 put more or less emphasis
on the effect of a part.icular signaIon the result­
ing controller. Dy making these factors frequency
dependent it is also possible 1.0 put emphasis on a
specific frequency range of a signal: for instanee
if a disturbance signal has a known spectrum it is
possible 1.0 use a real-rational approximation of this
spectrum as a weight function. Examples of the use
of weight functions can be found in sections 4 and 5.
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with respect to quan ti za tio n effects . Thirdly it
is poss ible to perform automatic or user-specified
sealing of variables (input , out put and st ate vari­
ables) to user-defined ran ges; bec ause th e standard­
plant approach usual1 y makes sure t hat inputs and
outputs are correctl y scaled, this is especially im­
portant for (internal ) state variables when using a
fixed-point processor. Th e final st ep then is au­
tomatic code generation based on th is discretized ,
transformed and scalcd st ate -space model, first set­
ting up the high level language code DSPL, fol­
lowed by the compilation into TMS320C25 target
processor assembly souree code; after that, assem ­
bling and down-loading of object code will complete
the automated implementation procedure.

Disadvantages of such a highly automated imple­
mentation procedure are of course restrictiveness of
useable hardware (dSPACE products) and impl e­
mentable controllers (Iinear time-invariant) . How­
ever, it is possiblc to extend IMPEX with ternplates
and drivers for user defined interface hardware or
even complet ely di fferent TMS320C25-based pro­
cessor boards. Furthermore, IMPEX provides very
weil documented ASCII files of the DSPL-code and
the assembly souree code generated. These files can
then be used as shcll -files that allow a program­
mer to add non-Iin ear relations, limitations, gain
scheduling, start up sequ ences, etc. Clearly th is
implies a large programming effort of the user; in
most cases it is sum cient to make changes to the
DSPL -code, which can be seen as a high-level pro­
gramming language that was tailor-made for every
TMS320 processor. Only if time optimality is nee­
essary, it may be uscful to get into programming
assembly code: to give an impression, a 12th or­
der , 9 inputs, 3 outputs state-space controller for
th e hydraulic positioning syst em was automatically
impl emented with a calcul ation time of 7511S, giv­
ing a processor load of only 7.5% at th e more than
suflicient sampling rate of 1kHz.

This then sums up t he most essent ial parts of th e
irnplementation environme nt used to obtain th e re­
sults in the following sections. Th e ext remely fast
developm ents in thi s area of hardware and software,
however , have alr ead y surpasse d thi s in several re­
spects.

• TMS320C30 and TMS320C40-based processor
boards provide single-cycle floating-point mul­
tiplicationjaccumulation and many other im­
provements.

• Instead of DSPL-code it is possible to use C,
which can be written by the user or automat­
ically generated from several block oriented

110

simulat ion lan guages: t here is a direct col­
laboration between the manu faet urers of Mat ­
LabjSimuLink and dSPACE to develop a Iully
automated procedure for implementation of
non-linear cont rollers .

• Op tions for multiprocessing with DSP s are be­
ing developed , etc.

4 The inverted pendulum

Th e main parts of th e inverted pendulum set up are
shown in figure 2. Th e pendulum itself is a hollow

------0> x, X
'==:J

Fig. 2: The inverted pendulum set up

steel bar, weighing about 0.6 kg; it is 57 cm long,
measured from rotationpoint to tip. The pendulu m
is connected to a cart by low fricti on roller bea r­
ings, giving th e pendulurn one dogree of Ireedorn,
i.e. one rotatien in th e ver ti cal plane. By means
of two rubber cylinders th e angular deviation from
the vertical dir ection is lirnited to 15 degrees on
each side . The aluminium cart can move along solid
st eel guiding-bars, also using roller bearings. 1 he
effective range of th e cart is limited to about 1 me­
ter. A toothed belt conn ect ed to the bottom side of
th e cart provides slip-free t ract ion. The dr ive train
consists of this toothed belt , two toothed whecls
and a servomotor. Th e toothed belt is very stiff in
longitudinal direction , but not in t ransve rsa l direc­
tion. This implies that by adjusting the internal
tension of the belt a trade-off must be foun d be­
tween the occurrence of low frequ ency vibr ations
in transversal direction and friction at th e tooth ed
wheels and the cart bearings.

This trade-off resulted in a considerable amount
of (dry) frict ion in cart bearings and driv e train ,



The hydraulic positioning system is given in fig­
ure 9j it consists of a stee! block weighing 48 kg,
supported by an air bearing on a steel tabIe. Th e
air bearing permits frictionless motion in the hor ­
izontal plane, allowing three degrees of freedom.
Three asymmetrical hydraulic motors are attached
10 block and table according to the diagram in fig­
ure 6. Each motor is fitted with a linear displace­
ment potentiometer and a piezoresistive pressure
transducer (absolute pressure in first compartment
of motor). The motors are actuated by means of
two-stage electro-hydraulic servo valves based on a
dry torque motor and a nozzle-flapper pilot stage.

Fig . 4: Simulated limit-cycle of inverted pendulum
with non -rebust controller
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Fig. 5: Measured limit-cycle of inverted pendulum
with robust controller

ing a linear control design method that is abl e to
effectively attenuate the effect of a highly non-linear
disturbance. For more information on these results
see van der Linden (1991) and van der Lind en and
Lambrechts (1992,1993)..

5 The hydraulic positioning
system

specify a larger, more realistic value for th e dry fric­
tion effect, which resulted in a controller with good
performance in all respects and a limit-cyclc with
an amplitude of 1 mm in non-linear simulations and
of 5 mm in actual implementation (figure 5): the
remaining difference is probably due to unmodelled
dry friction and backlash in the pendulum bearings.
Note that we thus have found a linear controller us-

the effect of dry friction into account by specifying
a small value for the appropriate ent ry of Dj. AI­
though the resuJting controller performed very weil
on a linear model in simulations, a limit-cycle with
an amplitude of 10 cm occurs when dry fricti on in
th e cart bearings is taken into account (figure 4)
and the actual irnplementation appeared to be un­
stabIe. This implies that it is indeed necessary to

ë
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With this standard plant we are now able to corn­
pletely specify a trade-off between the various con­
trol design objectives mentioned befere. For in­
stance we may design a controller without taking

Fig. 3: Standard plant for inverted pendulum con­
troller design

p =

(3)

tual plant model is given as C: the combination of
Gu , the transfer from control input u to measured
variables y, and Cv, the transfer from disturbance
inputs v to y. The vector v consists of two signaIs:
one representing a torque disturbance on the pen­
dulum, the other a disturbance force on the cart;
the lat ter can be used to account for the dry friction
effect in the drive train (see van der Linden (1991),
and van der Linden and Larribrechts (1992,1993)) .
The measured variables are pendulurn angle, cart

position and cart velocity; all these signals arc af­
fected by measurement noise represented by n with
weight function N and result in measurements Yk
that are available to the controller. Disturbance do
with weight function Do represent a reference sig­
nal for the cart position to accommodate the track­
ing demand; disturbance dj with weight function
Dj determines the effect of v on the design. The
error signals è with weight function Q are to be
minimized in combination with the actuator effort
u with weight function R. In cornparison with fig­
ure 1 we th us find:

which must be considered in the controller design.
The control problem therefore was to design a con­
troller that stabilizes the pendulurn, tracks a refer­
ence signal for the cart position, attenuates torque
disturbanccs on the pendulum and is robust against
the occurrence of friction. To solve th is problem the
standard plant given in figure 3 was set up. The ac-
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As in the case of the inverted pendulurn, it is now
possible to find a trad e-off between the aforemen­
tioned control design obj ecti ves by adjusting the
appropriate weight functions. A remarkab le prop­
erty of Hoo optimization appeared to be that no
combination of constant weight functions can be
found such that th e asymptotic trackin g objective
is obtained, while th e integral action inh erent to
hydraulic motors ensure that sim ple proportiona l
feedback is already sufficient for this. To obtain
asymptotic tracking it is necessary to include inle­
gral action in weight fun cti on Do, such that steady
state errors result in constant ly growing errors in
ë (see Lambrechts and Bosgra (1991) for the gen­
eral solution of this problem ). W it h this restric­
tion it again appeared to be possible to adjust the
properti es of th e controlled system by means of the
available weight fun cti ons. T he x-direction step re­
sponse of a solution with bandwidth above the hy­
draulic frequ ency, rea sonable damping and asymp­
toti c tracking is given in figu re 8; step responses in
e ther directions ar e sim ilar. For a more extensive

(4)
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Fig. 6: Schematic representation of the hydraulic
positioning system

The control problern for this setup was to find
a cont roller with an (IC,o-) op timal trade-off be­
tween tracking performance, actuator effort , mea­
sureme nt noise and actuator nois e. In comparison
with the inverted pendulum design , also asymptotic

t racking of position rcference signals was desired.
The st andard plant tha t can be set up for this is
given in figur e 7. G denotes th e actual plant , with
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Digital Signal Processor based cont rol implemen­
tation hardware is suitable for impl ementa tion of
sophisticated complex controller s for most mechan­
ical servo control problem s at sam pling rat es that

Fig. 8: x-direct ion ste p resp onse of the hydraulic
positioning system

~ i1
• •hH ··· ft , ,I ·..nl.. ,.. ..·······+I ·I+ ·j

"-1

discussion of th ese resul ts sec de Bru yne (1992).

6 Conclusions
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Fig. 7: Standarel plant for hydraulic syst em con­
troller design

cont rol input vector U th at is disturbed by actu­
ator noise di acting through weight function Dj.
The tracking objectivo is again accommodated by
adding disturbance doand weight function Do; mea­
sure me nt noise is given as n with weight function
N . Objective function s to be minimized are th e
three position error signals given in è and weighted
by Q and the three actuator eflorts u after appli­
cation of R. The measurement signals available to
the controller are th e three position error signals
and the three pressure signaIs. The resulting stan­
dard plant can thus he given as:
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ar e extreme!y high. Especially for the design of
mu!tivariab!e controllers a single-processor so!ution
is pr eferable; considering the performance of DSPs
it is often unnecessary to resort to mu!tiprocessing
solutions. When one is interested in contro! de­
sign rather than control imp!ementat ion environ­
ment design , it is not only necessary to obtain ap­
pr opriately specified hardware, but a!so to have a
software environment that removes most of the bur­
den of actua! controller imp!ementation. The envi­
ronment described in this paper shows that this is
po ssib!e without !oosing flexibi!ity and without in­
creasing ca1cu!ation times to unacceptab!e levels.
Recent developrnents in this area show that flexi­
bi!ity and speed are still growing fast: the int ro­
duetion of floating point DSPs open possibilities to
perform fully automated implementation for non­
lin ear controllers.

T he advantage of automated controller imple­
mentation becomes especially c1ear when looking
at t he design examp!es. Modern control theory
that only recent1y has reached the level of numerical
solvability (matlabahility) can quickly be tested on
it s practical use. Instcad of bothering with hard­
ware issu es and programming low-Ievel code, it is
possibl e to concentrate on the setting up of a stan­
dard plant and th e select ion of weight Iunctions; the
implernentati on cycle time becomes short enough
to tune t he cont rolle r on the actual plant. On the
other hand it is also pos sible to develop new meth­
ods or eve n t heo re t ical con cep ts using an actual test
setup inst ead of simulations.
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Abstract, In some high performance robot applications, the use of hydraulic rotary
vane actuators is preferred. The use of such (industrial) actuators mostly involves th e
introduction of Coulomb friction due to seals. Besides that, the connections between
the actuators and th e loads are often flexible . Paying attention to these phenomena
during th e modeling of such an actuator, results in reliable linear and nonlinear modeIs,
which are ver y useful for control design (linear mod el) and for tes ting of the designed
cont rollers (nonlinear model). Implementation of th e designed controllers in practi ce
proves th e validity of the followed approach.

Keywords. hydraulic rotary servo system , modeling, control design, Coulomb friction ,
flexibl e load conn ection.

1 Introduction

Contrary to e1ectrical actuators, hydraulic actu­
ators are not very common in high performance
robotic applications. I-Jowever, especially in ap­
plications where big loads have to be handled and
whcre available space for construction is rare, hy­
draulic actuators are favorable due to their excel­
lent rate of dimension to delivered torque. This
makes hydraulic servo actuators also very suit­
able for direct drive applications , especially when
t hey are provided with hydrostatic bearings, so
tha t Coulomb friction is eliminated (Viersma, T .J .
(1990)) . For linear actuators, this bearing tech­
niqu e is wide1y used, hut rotary actuators are not
industrially available with such bearings, which im­
plies that they contain a considerable amount of
Coulomb friction . Furthermore implies the appli­
cation of a rotary actuator the use of a connec­
tion shaft to the load, which in general can not be

lThis pap er is also presenr ed at the 32nd IEEE Con­
ference on Decision and Control, San Antonio, Texas , USA,
December 15-17, 1993. Copyright of this paper remains with
IEEE .
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expected to be stiff, contrary to applications with
linear actuators. The above mentioned phenom­
ena (Coulomb friction and flexible shaft) have been
observed from some rotary actuators, appli ed in a
SCARA bricklaying robot as designed and devel­
oped in our laboratory (Paap, V.W . (1990) ). As
it is expected that the overall performance of thi s
robot highly depends on the performance of the sin­
gle actuators , we will focus on one such a rotary
actuator.

The objective is to realize a controller for a hy­
draulic rotary vane actuator , by which a high per­
formance is achieved, with regard to th e band­
width as weIl as to the positioning accuracy at low
frequencies. We present an integral approach of
modeling an actuator, model based control design ,
closed loop analysis on simulation level and exper­
imental evaluation of results. Besides the standard
actuator dynamics, we are especially focussing on
the influence of Coulomb friction and ftexibl e load
conneetion onto the controlled system behavior.

Hydraulic components have been studied already
for many years, also in view of control design
or evaluation . A standard linearized third order



Natural frequency actuator : ~ 7 Hz
Bandwidth valve: ~ 200 Hz

Fig. 1: Schematic drawing of a rotary vane actua­
tor with 4-way valve.

(1 )

E:~6e8Njm2

J, : 1 kg .m2

T c: 4Nm
Ct : 1.3e4 Nmjrad

L.:.Jv,. : 7.38e-6 m 3 jrad
S : 4.88 rad
r, :1.4e7 N jm2

c .2.52e-6 m 4 jAVNs

with: Pj pressure in compartment j [N /m 2
),

the dot means the time derivative
E bulkmodulus of oil [N/m 2

]

<l>j oil flow 1.0 compartmentj [m3/s]
<l>lv leakage flow across the vane [m3 / s]
ga actuator position [rad]
v,. actuator volume per radian [m3 / rad]
S total stroke [rad]
SLj ineffcctive stroke of

compartment j [md]

actuator, the abov e-m entioned dynamics are de­
scribed by a number of theoretical relations.

The equations of continuity for both the corn­
partments are:

Because the bandwidth of the valve is weil be­
yond that of the actuator, the valve dynamics were
neglected. Furthermore assuming turbulent flow
through the valve, the oil flows can be described

structure for an actuator is widely spread (Merrit,
H.E. (1967), Viersma, T.J. (1990) , Walters, R.B.
(1991)) . Known extensions include: two extra or­
ders for the valve dynamics (e.g. Feuser, A. Von
(1984), Köckemann, A., Konertz, J. and Lausch,
H. (1991)); the flexible conneetion between actua­
tor and load (Wierschem, T. Von (1981), Neumann,
R. , Engelke, W. and Moritz, W. (1991a), Neumann,
R., Engelke. W. and Moritz , W. (1991b), Izawa, K.
and Nakayama, Y. (1991)); and the incorporation
of Coulomb friction (Köckemann, A., Konertz, J .
and Lausch, H. (1991), Yun, J.S. and Cho, H.S.
(1991)) . In most of these studies, an experimental
validation of the theoretical model is incorporated.
Another way 1.0 obtain usabIe models is the appli­
cation of standard system identification techniques
(Shih , M.-C. and Chen, C.-K. (1991)) .

The ste p which is often neglected, is 1.0 address
th e flexible load conneetion and the Coulomb fric­
tion explicit ly in the system identification proce­
dure and in the control design and analysis.

In section 2 we present an on physical rela­
t ionships based model and the subsequently lin­
earized state space model. Correct parameters for
the model have been found by means of identifica­
t ion tec hniques applied on experime ntally obtained
data, as is short ly addressed in section 3. In section
'1 thc control design based on th e linear model and
th e closcd loop analysis with th e use of th e nonlin­
ear model is discussed. Results of the application
of th e designed controllers in practice are given in
sect ion 5.

2 The modeling of a hydraulic ac­
tuator

In principle, a hydrauli c actuator consists of two
oil compartme nts, separated by a movable part . In
the case of t he rotary actuator, this part is th e vane,
which is connected 1.0 the output shaft. Sec figure 1.
The oil flows into and out of the compartments are
provid ed by a valve , which is the regulating ele­
ment. A const ant valvc opening will result in a
constant oil flow which will generate a rotation of
constant speed. This cxplains the basic integrating
bchavior of a hydraulic actuator. Bccause the oil
in th e two compartments is compressible, the two
oil columns will act as two springs. Via the vane
th e load is clamped between these 'springs' . This
causcs the second order bchavior, which is always
found in series with the intcgrating character of a
hydraulic actuator.

Wc will examine a symmetrical rotary actuator
with a symmetrical critical-center valve. For this
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by:
<I> = .!.±l.!.lCVP - P + i=IflC rp1 2 • 1 2 v r i

(2)

(so th e position of the actuator and not that of the
load is measured) in th e given expe rimental set up,
the equations (1) - (5) can be brough t into a fifth
ord er state space mod el of th e following structure:

with: control signal [A] (valve steering current)
C valve constant [m 4 j AVNs]
P, supply pressure [Njm 2

]

For the leakage across the vane a laminar flow is
assumed, giving the equation:

q/ 0 1 0 0 0 q/ 0
q/ -Ol 0 Ol 0 0 q/ 0
qa 0 0 0 1 0 qa + 0
qa O2 0 - 02 03 04 qa 0
L\p 0 0 0 Os 06 L\p Oï

(3) (6)

The friction torque Tc is modeled as a constant
torque during movement (opposing the movement),
and a varying 'stiction torque' during standstilI,
similar as described in e.g. Southward , S.C., Rad­
cliffe, C.J . and MacCluer, C.R. (1991).

with LPV the leakage parameter [mSjNs].
When th e shaft which connects the load to the

actuator is modeled as a torsional spring, the fol­
lowing two equa t ions of motion for the ' load system'
(onc for the load and one for the actuator shaft) are
obtai ned:

~ ]010
000

q/

q/

qa
qa
L\p

This model has a (2 x l) t ransfer functi on vector
G (jw), in which the two transfer funct ions qi(~~)

and ~rj~)) are uniquely determined by the seven
parameters 01"" , Oï. Note that the dynamics of
the flexible shaft , togeth er with t he chosen output,
int roduce an im aginary pa ir of zeros in the open
loop position transfer function qi(}~)' as can be de­
duced from (6) .

It should be rem arked , that th e param eters in
this model in principle represent nonlinear effects,
as they may vary with signal amplitudes andjor
operation positions of the actuator. Three nonli n­
earities are incorporated in this structure.

First, there is th e position dependence: th e pa­
rameters OS,6,7 vary with the position of th e act ua­
tor. At some position as an operation point , these
parameters are considered to be independ ent of th e
position.

Next, the parameters 03 and 06 vary with the sig­
nal amplitude in th e frequ ency domain. Parameter
03 represents the friction, which includes the non­
linear (amplitude dep endent) effect of the Coulomb
friction. When Coulomb friction is neglected this
parameter is constant. Parameter 06 represents the
leakage, which includes the dependenee of the valve
flow on the pressure difference. Assuming th at the
valve flow only depends on the valve steering cur­
rent i , this (amplitude dep endent ) nonlineari ty is
canceled.

Taking the constant parameters as menti oned
here, a linear model with model structure (6) is
obtained. For a more detailed treatment of th e th e­
oretical model and the linearization pro cedure we
refer to Schothorst, G. van (1992).

(5)

(4)

position of thc load [rad]
inerti a of the load [kgm2

]

inertia of t he actuator shaft [kgm2
]

to rsion stiffness of the conneet ion
shaft [Nmjrad]
viscous friction coefficient [Nms]
Coulomb friction andjor stietion
torque [Nm]

with: q/
J1

Ja
Ct

Linearizing the nonlinear model

To be able to apply linear cont rol design techniques,
we have to linearize the model. Under the assump­
tion that th e mean pressure in each compartment is
~ P., only th e pressure difference L\p across the vane
is rcquired to describe the dynamics of the pres­
sures (PI and P2 do not constitute two independent
statcs) . This leads to the reduction of the model
order by one state, and moreover it implies that
only a pressure difference transducer is required for
th e identification of the system dynamics from the
experimental setup (section 3) , instead of two abso­
lute pressure transducers. Noting furthermore that
besides th e pressure difference transducer, a posi­
tion transducer is mounted to the actuator shaft
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Fig. 2: Schematic drawing of the experimental
setup.

Givcn this linear model structure, the mod el pa­
ram eters can be est imated from experimental data
by means of system identification techniques, as
t reated in the next section .

3 Experimental setup, parameter
estimation and model validation

The experimental data, requi red for the pa rameter
estimation and the model validat ion, were obtained
with an experimental sctup, which is schematically
depicted in figure 2. W ith t he use of a Hewlct t
Packard 3562A Dyn ami c Signal Analyzer , the open
loop frequency response vect or Cm (jw ) of t his sys­
tem was measured at severa l working points .

From one such a frequ ency measurement one pa­
ramete r set Ol ,, ' " ()7 of model (6) was est imated
by minimizing cr ite rion (7):

with : c(jWk) est imatcd respon se at frequ ency
point jWk

N number of frequ ency points in
Cm (jw)

Th e idea is to convert the estimated parameter
set 01"", 07 back to th e 'physical parameters' of
th e nonlinear model, given by equat ions (1) - (5).
Due to the nonlinear properties of this model it is
not possible to deduce all the physical parameters
at once from one estimated parameter set .

Measurements and est imations at 3 different ac­
tuator positions qa appeared to be imperative to
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Fig. 3: Frequency respo nse of the experimental ac­
tuator, the linear and nonlinear model,

I t f qa(jw)
open oop rans er i(jw)'

discriminate between 5 , 5L 1 and 5L2• For th e fric­
tion parameter 03 t here was a considerable ampli­
tude depen dency, while for 06 this dependency ap­
peared to be negligibl e. Although it might be pos­
sible to separate th e effects of viscous and Coulomb
fricti on by st udy ing th e amplitude dependency, it
appeared to be more accurate to est imate the fric­
tion par am eters from time domain measurements,
as Coulomb friction is a typical time domain phe­
nomenon.

In figure 3 th e frequ ency response of the linear
and the nonlinear model and th e measured :re­
quency response of the open loop actuator (t ransfer
qi(Y~» ) are compared. The typical dip in these re­
sponses at ~ 17 Hz, which is characteristi c for the
imaginary pair of zeros in the transfer , was also very
weil observable during the measurement in pract ice:
while th e load oscillated at that frequency, t he act u­
ator did not move . Especially in the low frequency
region the nonlinear model is a bet ter description
of the hydraulic actuator, due to the correct in­
clusion of the Coulomb frict ion . This observation
was clearly confirmed by the model validatien of
time responses and of the phase plot of th e open
loop frequency response of the transfer ~ft» . See
Schothorst, G. van (1992) for a further examination
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• With respect to classica! feedback, there is a

feedback respective1y, see e.g. Chen , C.-T . (1984)
and Anderson , B.D.a. and Moore, J.B. (1989).

Having obt.ained a sat isfactory cont roller for the
linearized model, we applied it to our nonlin ear
model. From th ese simu!ations we not ed th at:
11 the gained dynamic performance in terrn s of
closed loop bandwidth is not disturbed by th e non­
linearities of the model, and 21 the nonlineari ti es
high!y destroy the low-frequency tracking perfor­
mance: instead of an amplitude gain of 1 in the
linear case , a gain of c.a. 0.9 is found with the
non!inear model.

In order to investigate the benefit of full order
state feedback, we designed a classical cont roller
(feedback of qa and .ó.p ) and a partial state feed­
back plus estimator (feedback of qa , tja and .ó.p),
based upon a mode! neg!ecting the flexib!e shaft
dynamics. The closed loop frequency responses of
the nonlinear model (transfer qaIJ('w))) , controlled by

qreJ JW

the classical, the third order and the origina! fifth
order controller are given in figure 4. Not e th at th e
dip in the amplitude plot is now located at ~ 12 Hz
instead of at ~ 17 Hz. The following two remarks
can be made:

of th is topic.
At this moment we can state that a satisfac­

tory simi!arity bet ween experimental and model
responses is obtained, and that a re!iable nonlin­
ear mod e! is available. The model allows physical
interpret ation of observed phenomena, which pro­
vides ext ra confidence in th e model. Via a linear
mod e! structure and with standard optimization
techniques, an effective procedure for the estirna­
tion of the parameters of the non!inear mode! is
develop ed. As a consequence, the linear model can
be assumed to be a good approximation of the non­
linear system and will be suitable for linear control
design techniques.

4 Control design

In common practice, the contro! of a hydraulic servo
actuator consists of a position feedback for tracking,
and mostly a pressure feedback to alter the amount
of damping. I-Iowever, this control is rather sen­
sit ive to Coulomb friction (causing tracking errors
and st at ic offset) due to the pressure feedback loop.
Moreover , only a bandwidth of at most 7 Hz can be
achieved , while a bandwidth of 12 Hz is desired. In
order to achieve a high er performance we will de­
sign full order state feed back cont rollers, based on
mode! (6) .

Th e paramet ers used in this model are those es­
t imated in sect ion 3, exce pt for one: th e torsi on
st iffness of the flexible shaft is chosen somewhat
smaller. In this way, the frequency of the zero of
th e syste m is in th e same range as th e desired band­
width, so that th e effect of the dynamics of the
flexible shaft on the performance of the controlled
syste m can be made clear.

From equat ion (6) it is clear that on!y ~p and
qa are being measured. To be ab!e to feed back
all states, a full order state estimator has been de­
signed with th e !inear Ka!man filter technique. The
state and out put noise int ensity matrices which are
required in th is design procedure, acted as design
parameters. Assuming the output noise on the .ó.p ­

signa! to be large with respect to the qa-signa! , and
assuming the state noise intensities to be re1ated to
the input noise resu!ted in a reasonab!e fast state
estimator.

In order to realize the desired closed loop band­
width , a pole-placement controller was designed.
I-Iereby, we placed the three dominant 'actuator
po!es' on a circle of radius 75 in the complex p!ane.
The rcmaining pair of almost imaginary po!es due
to the flexible shaft needed just some extra damp­
ing. For the theory of state estimation and state
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Fig. 5: Frequency response of non linear mod el,
controlled by t he fifth and t hird order con­
troller, transfer q,()(·w))) .
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F ig. 6: Frequency response of nonli near model,
controlled by t he fifth order controller with
an additional integrator in the estimator,
transfer qa(jw) .
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considerable im pr ovement of the bandwidth by
rneans of state feedback. However, the aimed
bandwidth of 12 Hz has not been ach ieved .

• The fifth order controller gives a higher band­
width t han the third order controller.

The fact that the required bandwidth is not
achievcd, despite the poles were placed on their de­
sired locations, is clearly caused by the location of
tbe zeros: they are limi t ing the achievable band­
width in the transfer qa()(·w» . Il owever , whi le one

qreJ JW

is often interested in the pos it ion ing of the load , it
may be better to look at the t rans fer q:~ ~{7~). It
can be seen from t he linear model that no zeros
are present in this transfer . And ind eed , th e closed
loop frequency responses of the t hird and fifth order

I· d I ( r ql()W») ' ficontrolled non mear mo e transter --(-. -) m g-
qreJ JW

ure 5, show that the bandwidth of 12 Hz has been
reached . Moreover , t he fifth order cont rolle r ap­
pears to give better resul ts in te rms of bandwidth
once more, wh ich justifies the inclusion of the flex­
ibi lity in the model".

Although a good performance is achieved with re­
gard to the bandwidth by the des igned controllers,
this is not the case for the low frequency track­
ing behavior cq . pos it ion ing acc uracy. This ap­
pears to be caused by the Coulomb friction; this
strongly non linear phenomenon highly disturbs the
.6.p-signal at low frequencies . This again disturbs
the linear state estimation of the Kalman filter at
low freq uencies . So disturbed estimated states are
fed back by the control law, which results in bad
tracking performance. In order to reduce the l'iSt
effect, an integrator has been included in the es­
timator feedback path of the esti m at ed pos ition­
state . Thus, the est im ated pr essure state may dif­
fer from th e m easured , disturbed .6.p-signal at low
frequ en cies , bu t the position-state estimation error
is reduced at low frequencies by the integrator. In
t his way, the Iow frequen cy t racking behavior has
been improved at simuIation level as shown in fig­
ur e 6.

An expe rimental verification of th e control de-

1At the investigation of an equivalent system in Izawa , K.
and Nakaya rna, Y. (1991) (without Coulomb friction) , th e
t ra nsfer~ has been used. Although th ey validatodqre J(jW)

th e model and showed th e influence of th e sha ft stiffness
and load inertia on th e behavior , it becam e not clear how
this would affect the choice of a specific control struct ure
and th e accompanying performance results.
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by the simulation model
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Froqutncy [HIJ

Con clu s io n s6

These results were confirmed by simulated and
measured responses in the time domain. The state
feedback controller resulted in very fast step re­
sponses indeed, although the statie positioning ac­
curacy was moderate. These experimental results
can be seen as a further validation of the nonlin ear
model.

• the disturbing effect of the Coulomb friction
on the tracking behavior at low frequ encies is
clear in both responses.

In this artiele we have discussed the modeling and
control of an industrial hydraulic rotary vane actu­
ator. The considered dynamics in the model have
been select ed up on practi cal relevance. Special at­
tention is paid to the flexibility between actuator
and load , and to th e Coulomb fricti on. A linearized
version of the nonlinear model is used for parame­
ter estimation on th e basis of measured data, and
for cont rol design. T he results of practical appli­
cation of the designed controllers were conform the
expect ation from simulat ion studies. Model based
control design proved to be capable of achieving
high performance specificat ions for t he controlled
system. Specifically the following three items be­
came clear:
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sign, wil! be the final subject of this paper in sect ion
5.

-50

5 Experimental results

As the simulation model was bui ld in exactly the
' sam e configuration as the experimental setup, in­
cluding sealing factors et cetera, the designed con­
troll er which was tested on th e simulation model
(wit h th e corre ct parameter for the torsion stiffness
of th e flexibl e shaft), could be used directly for im­
plementation in practice. After an automated dis­
cret izat ion with a sample time interval t1t = 1 ms
by Matrix,, t he controller was implemented auto­
mati cally in the AC-l 00 digital controller (figure 2) .

For different designed controllers, the responses
were measured in practice and compared with the
simulated responses. A representative response is
given in figure 7. In th is figure , the simulated
as weil as the measured closed loop frequency re­
sponses (transfer qa(J(ow))) are given for the fifth or-

qre/ JW

der dynamic compensator (without integrator in
th e est imator). The given responses show a good
agreement between simulated and measured re­
sponse , especially at two points:

• the achieved bandwidth is predicted correctly

• Via a linear model structure and standard op­
timization techniques, one can effectively es­
timate the parameters of the non linear model
description .

• If the frequency of a zero , caused by the dy­
namics of a flexible conneetion between the
actuator and the load, approaches the desired
bandwidth, it is essential to include the con­
cerned dynamics in the model used for control
design.

• The closed loop behavior of a state feedb ack
controlled system (including a state estimat or)
is considerably affected by Coulomb fricti on ,
with regard to tracking behavior at low fre­
quencies and to statie positioning accuracy.

As these type of rotary vane actuators have been
used in an experimental SCARA-type robot build
in our laboratory, above mentioned results will be
important issues in the modeling and control re­
search of the complete robot.
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Abstract . The development of a state est imator for a crystal!izat ion process, equ ipped
with a sensor for the crystal size distribution (CSD ), is discussed. The est imator is
designed on the basis of an infinite dimensional non-Iinear process model, which des cribes
both the dynamics of the crystal size elistribution and the output of the sensor as a
function of th e CSD . The process model is lumped to a set of non-linear first ord er
differential equations, which are linearized leading to a high order state-space model.
The process state is augmentod with a single term to correct for background errors of
the sensor and a possible moelel deficit in the smal! crystal size range. With this model
a constant error feedback gain is designed using Kalman filter theory. Estimates are
used for the measurement and process noise covariance matrices. The designed gain
is implemented in the non-linear lumped process model. The resul ting state esti mator
is customised with raw data from a pilot crystal!izer, equipped with an on-line CSD
sensor. For different sets of output data the elesigned estimator is ab le to track the
process output signal trend, while reconstructing th e CSD, the sup ersaturation level , and
a set of related variables. The estimator designed at one specific st eady-state process
condition has sufficient performance at other conditions . Moreover sufficient robustness
is dernonstrated for sensor failure, an unfitted initial state and process elisturbances.

Keywords. process control; crystallization ; observability ; state estimation; distributeel
parameter syst em

1 Introduction

Th c clynamic behaviour of continuous industrial
crys tallizers is often charactcrized by badly damp­
encd or even oscillatory behaviour in time (Eek,
1993). The performance of a suspension crystal!izer
is mainl y elet ermined by the size, t he purity anel
t he morphology of th e proeluced crys tals. Although
crys tal purity and morphology aspects are rela­
tivcl y new anel active are as of present acad emi e and
indu stri al research, th e size of crystals expresse d by
the crystal size elistribution (CSD ) is often consiel­
ereel as th e most important pro cess parameter to
be optimizeel. Subsequently th e supersaturation of
the solut ion which enablcs crystal growth is seen as
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an important parameter since it st rongly influences
crystal nuc!eation and growth kineti cs which deter­
mine th e crystal size, th e purity and morphology of
partic!es.

In inelustrial practice undesired elynami cs of th e
CSD and supersaturation limit the marketabili ty
and transportability of crystals anel pu t a const raint
on th e performance of th e down stream crystal han­
dling processes like thi ckeners, cent rifuges an el elry­
ers. Therefore a elemand exists for cont rol systems
whi ch increase t he overall performan ce of crystal­
lizers and clownstream processes.

A basi c requirem ent for th e implementati on of a
control syst em is the availability of accur ate and re­
liable information on th e relevant process elynamics.



For on-line measurement of the CSD and supersat­
uration in crystallizers different sensors have been
developed which, however, still have severe short­
comings for application. On-line measurement of
supersaturation is usually extremely difficult as the
relative level of supersaturation is often not more
than 1 percent. CSD measurement is difficult as
most CSD sensors are indirect, i.e. reconstruction
scheme's are required to obtain a proper estimate
of the CSD based on the output of the sensor. So­
lutions which are often applied to this estimation
problem are direct inversion algorithms which es­
timate the CSD based on the estimated inverse of
the sensor model. This inversion procedure is how­
ever ill conditioned and as a consequence sensitive
to measurement noise. In addition, the resolution
is limited and the inversion algorithms do not take
into account the evolution in time of the measured
signal trend which is governed by the process dy­
riamies.
Another approach to the CSD estimation problem
is the use of dynamic process information to re­
construct the distributions. This can be achieved
with state estimators and observers, which were in­
troduced in the 1960's by Kalman and Luenberger.
State estimators and observers are derived from a
process model which is used to estimate the state
of a process from available (limited) input and out­
put measurements. Basically a state estimator is a
dynamic system, which runs on a computer and op­
erates sequentially on the raw sensor data as they
become available. An optimal designed estimator
will give the best compromise between sensitivity
for measurement noise and rapid convergence to
the real process. In contrast with state estima­
tors , observers are mostly designed for determinis­
tic systems with insignificant process or sensor dis­
turbances.
The purpose of this artiele is to present a practical
state estimator for a crystallization process, based
on a first principles process model. This estima­
tor should primarily reconstruct the CSD and the
supersaturation level for control purposes, and sec­
ondly serve as a process monitor to facilitate the
operator task in making decisions with respect to
manual control actions.
Most observer applications reported in the liter­
ature deal with space systems or navigation sys­
tems. Unfortunately the nu mb er of applications in
the chemical process industry is still limited, due
to severe modelling limitations and sometimes to
the absence of accurate and robust on-line measure­
ment systems. Some successful implementations in
polymerization reactors are reported by Dimitratos
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(1989) and in monitoring for hazardous conditions
by Gilles (1981). Applications of state estimation
techniques in the field of industrial crystallization
are reported by Cooper (1986), Hashemi (1982),
Myerson(1987) and Tsuruoka (1987). Most of these
applications lack robust on-line process sensors and
are often based on simple (MSMPR) process mod­
els.
In this paper an experimental 970 litre pilot crystal­
lizer equipped with a robust CSD sensor was used
to generate process data. The CSD measurement
system comprises a continuous slurry diluter and a
sensor based on forward light scattering. The esti­
mator is based on a lumped version of a non-linear
distributed parameter model of the CSD dynam­
ics. This lumped model is chosen instead of the
distributed model as it strongly facilitates the fil­
ter design and implementation (Anderson & Moore,
1979). A detailed description of the process model
and the estimation of unknown model parameters
is given by Eek (1993). Step response analysis ,
based on a linearized version of the model around
its steady-state, indicates that the crystallizer can
be considered as a sufficiently linear process. For
this reason we applied linear Kalman filter theory
to design the constant Kalman gain matrix. The
resulting filter is tuned and evaluated on experi­
mental data obtained from the pilot crystallizer.
Several robustness features like sensitivity of the es­
timator for sensor failure and process disturbances
are outlined.
The approach we follow is applicable to other crys­
tallization processes equipped with different sensors
provided that sufficient accurate models for their
behaviour are available.

2 Process description

The crystallizer studied here is an evaporative
isothermal continuous draft-tube bafRed crystal­
lizer equipped with an annular zone around the
crystallizer vessel in which classified removal of the
fine particles is established.
An elementary process flow sheet with the process
inputs, outputs and the constant controlled internal
variables is depicted in Fig. 1.
PI control loops are present to maintain the slurry
temperature (T), the pressure in the crystallizer
(Pr), the crystallizer volume (V), the fines (Q!)
and product (Qp) removal flows, the temperature
of the dissolved fines (TT) and the total heat in­
put (Ptot ) , at prescribed set-point values. Effective
actuators for the process dynamics are the fines re­
moval rate, the total heat input to the system de-
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Fig. 2: Principle of forward light scat tering.

Fig. 1: Schem atic drawing of an evaporative Draft
t ube baffied crystallizer, equipped with a
fines removal syst em.

with N(x , t) the cumulative number function de­
scribing the number of crystals per unit volume,
with a size equal or lower than x.

with aboundary condition n(x = Xa, t) and an ini­
tial condition: n.(x,t = ta).
With this equation CSD dynamics are described by
crystal growth and birth rates and fines and prod-

(5)y = H(cx)n ,

uct crystal removal. The crystal birth rate is in­
cluded in the model as a boundary condition . The
crystal growth rate, Ge, is determined by the su­
persaturation which is described by:

B (t ) = f b(n(x , t ), .0.C(t )). (4)

With u(t ) t he input vector which is given by: u(t) =
{Qp(t ), QJ(t ), Ptot(t )}, and t he infinite process state
z, given by: z(x, t ) = {n(x ,t ), .0.C(t )}. Empirical
rela tions for the crystal growth and birth kinetics ,
the separation efficiency of fine and product crystal
removal systems and the initial state are included.
The crystal birth rate B is assumed to be dependent
on the supersaturation level and the presence of
other crystals:

.0.C
di = h c(u(t) , z(x, t )). (3)

with H the sensor model matrix, y the light inten­
sity vector measured on the detector rings and n a
discrete population density function .
Invers ion of the model given by Eqn, 5 can be used
to calculate the size distribution from an averaged

The empirical relationships contain a set of un­
known parameters (J , which are estimated from pr~­

cess data resulting in optimal parameter values (J .

A detailed description of the population balance
model is given by Eek (1993) and de Wolf (1990).
The crystallizer model is extended with a sensor
model to describe the output of a Malvern" par­
ticle sizer as a function of the CSD that passes
through an optical cello The working principle is
outlined in Fig . 2. Measurement of partiele size
distributions with light scattering techniques is well
known and often applied (Hecht, 1987). The main
advantages are the relatively wide range of cryst al
sizes that is covered , the speed of performance and
the good detectibility of error sources. Fraunhofer
theory was used to develop a model for the parti­
cle sizer. The discretized version of t his model is
written as:

(1)( ) ~ u .0.N(x, t)
n x,t = lm A ,

~x-a uX

on(x ,t)
=

ot

oGe(x , t)n (x , t) _ Qp(t) +hJ(x , t)QJ(t) ( ) (2)
ox V n x, t ,

fined by: Ptot = Pin+Pox and the product removal
rate . CSD measurements are performed at sample
location SL (Fig. 1), where the CSD of unclassifi ed
removed product crystals is measured.
The CSD is characterised by the population density
function n(x , t) , defined by:

3 Process modelling

A widely accep ted framework for the modelling
of crystallization processes is a population balance
model in which CSD dynamics are described by a
first order hyperbolic partial differential equation:
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intensity vector y. Boxm an (1992) presented a pro­
gram that estimates the CSD from:

The resulting CSD: 1Î ,,(x, t), denotes a discrete crys­
tal volume distribution based on a grid with loga­
rithmically equidistant size classes. From this dis­
t ribut ion characterizing quantities like a median or
spread can be calculated . The non-negativity con­
straint is added to avoid physically impossible solu­
t ions. The weighting matrix IV is the noise covari­
ance matrix that corresponds to the average d light
intensity vector y. We will compare the outcome
of this direct inversion app roa ch with the observer
approach.

4 Modellumping and linearization

The process model is lumped to a finite non-linea r
state space model. For th is pur pose a second or­
der accurat e method-of-lines scheme is used (de
Wolf, 1990). Subsequently the model equations
are linearized by considering small disturbances
around t he stationary solut ion. The steady-state
solut ion is calculated from the right hand side of
Eqns. 2 and 3 and the expression for the boundary
condition from Eqn. 4. As these equations do not
represent an exp licit solut ion, an iteration scheme
is applied to find the stationary solution.
The linearized equat ions constitute a high order lin­
ear state-space structured model which is given by:

~:::r~'9 _~

l r~ê . 9 5
.::!. .... .. ,,..., .~:--- ..... -.

C .9~

~'~ lS;J
o 1 2 ::5 4 5 6 7 B 9 '0 l '

tim. [nou ••]

Fig. 3: comparison of linear (dashed) and non­
linear response of three state elements n(2),
n(40) and n(80) on a step in the product re­
moval ra te.

and heat inpu t disturbances were found to be quasi­
linea r. Therefore it is asumed that the popula­
tion balan ce model has only lim ited non-linearit ies
which can be approximated by linear models with
sufficient accuracy.

5 Process observability

T he st ate space model {F,G, H} enables the esti­
mation of observability proper ties. An important
tool to study observability propert ies of a process
is the observability Gramian Q which is defined as:

.6. ,i = F .6.z+ G.6.u, Zo = z., (7)

.6.y = H .6.z.

where .6. denotes a small perturbaticn around the
stationary solution . To imp rove the numerical con­
dit ion, this model is scaled by transforming the pro­
cess state with a diagonal transformation matrix,
which has the inverse of the stationary process state
on its diagonal. The t ransfo rmed linear st ate-space
model has 99 states and is used for further analysis
of the process behaviour and the design of a filter.
In Fig. 3 the step response of the linear model on
a positive step of 10 percent in the prod uct re­
moval rate was compared to t he positi ve and in­
verse negat ive non-linear model response. For a
model wit h negligible non-lin eari ties th e positi ve re­
sponse should equal the inverse negati ve response.
The product removal flow induces a proportional
change in the main dynamic respons e t ime period .
Disturbing the product removal rate can be consid­
ered as a worst case, becau se the responses on fines
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An interpretation of the observability Gramian can
be given in terms of energy. The amount of energy
measured at output of the system from t = 0 to
t = 00 due to an initi al condition Xo at t = 0 with
zero inputs is:

100

y(t fy (t)dt = x~Qxo . (8)

If Q is singular an unobservable ini tial condition
wil! exist t hat will not cont ribute to the output sig­
nal energy. In addi tion Q wil! provide information
about well or weakly observable states.

6 Kalman filter design

With Kalman filtering theory a state estimator can
be devised which takes into account the stochastic
nature of model and process information in a sys­
tematic way. The working principle of a Kalm an
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where PJ satisfies an algeb raic Riccati equation:

Based on this model the filter gain matrix K J is
given by:

seen as a disadvantage as it is often difficult or even
impossible to obtain a sufficiently accurate model
representation of the process and the corresponding
noise sources. However in many practical situation s
it suffices to treat the noise covariance matrices as
free design parameters that are adapted to achieve
a satisfactory filter response based on an imperfect
model.

7 Results

T he results of two free-run experiments (described
by Eek, 1993), measured on the product output
(5L in Fig. 1) of the pilot plant, at different pro­
cess conditions, were used to optimize and evaluate
the designe d state estimator. Figs. 5 and 6 show
the raw light intensity patterns measured on the
inner 20 detector rings of the Malvern instrument ,
over 30 hours for a fines removal rate of 1.0 lis and
3.4 lis respectively. The measured signal trends
are corrected for outliers by linear interpolation.

In Fig. 7 the corresponding experimental time
response is given for the median crystal size X so
which was obtained from volume based distribu­
t ions calculated by direct inversion (Eqn . 6). In this
plot all outl iers caused by tube blockage or other
process disturbances are present.

From inspeetion of the singular values of the observ­
ab ility Gramians, depicted in Fig. 8, it is concIuded
that the system is weak ly observable. Because only
a limited number of modes « 6) are wel! observ­
able , a lot of redun dancy is present in the 31 pro­
cess out puts . To improved the numerical condition
and to reduce the infiuence of measurement noise
the measurements and the model output matrix H

(9)

(10)

(11)

(12)

E {VTv} = V,

E{wT w} = W.

i(t) = F z(t ) +Gu +w(t ),

y(t) = H z(t ) +v(t) .

filter is depictedin Fig. 4. The error f between the
actual process output y and the model output y is
calculated and amplified with the so cal!ed Kalman
gain KJ. This results in a correction signal which
is used as an additional input that forces the model
in a way that the estimated state converges to the
real process state.
For linear time-invariant state-space models the so­
lution for the optimal filter gain is given by the so­
lution of an algebraic Ricatti equation (Anderson
& Moore, 1979). Extending the mo del described
by Eqn. 7 with uncorrelated rand om process an d
sensor noise inputs gives:

The corresponding covariance matrices for the sen­
sor and process noise are given by :

T his solution indicates t hat an accurate process and
senso r model and good est imate s for the covariance
matrices for the different noise sourees play a deci­
sive role in the filter design procedure . T his can be
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Fig . 9: Columns of the optimal feedback gain KJ
scaled by the stationary crystal size dist ri­
bution.
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are transformed by a matrix U.r . This mat rix is
obtained from the singular value decomposition of
the output matrix given by: H = U.L. v.T , where
L . contains the 31 singular values of Hand U. and
V, are unitary matrices containing the right and left
singular vectors. The matrix U.r now contains the
first n, left singular veetors corresponding to the
largest singular values. The reduced output matri x
H, is now calculated with: H, = U;"H. Good re­
sults are obtained when only three modes (nr = 3)
are taken into account.

The Kalman filter gain is calculated from the so­
lut ion of the Ricat ti Eq uat ion 13 for the model
{F, G, Hç , V,W }. Diagonal st ructured matrices are
used for the noise covariance matrices V and W.
The matrix W could easi ly be est imated from noise
present in the experime ntal data. A rough esti­
mate of the process noise covar iance mat rix V was
obtained by first perturbing the physical parame­
ters f) of the model randomly wit hin their estimated
confidence bounds and calculating the correspond­
ing stationary crystal size distributions. From the
resulting large set of stationary crystal size distri­
butions an est imate is obtained for the varianee of
each state variable,

The calculated Kalman gain is implemented to the
non-linear model as dep icted in Fig. 4. Fig . 9 shows
the columns of the (sca led) optimal gain KJ . Th e
final filter is adapted to achieve a satisfactory filter
response by amplifying the designed filter gain by
a constant factor o.J. To reduce the sensitivi ty of
the filte r for out liers t he gain K J is redu ced to zero
when st rong signal outli ers occur. Furth er the state
to be est imated is aug me nted with one element to
correct for model deficit in the small crystal size
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response of ring {5,10} after st ar t-up
(fines flow 1.0 lis) .

Fig. 11: Filtered (drawn) and measured (dotted)
of ring {5, 10} after start-up (fines flow 3.4
lis).

8 Discussion and conclusions

range (Eek , 1993).
In Figs. 10 and 11 the filtered and measured light
intensity on the rings {5,10} of the detector are de­
picted for the cases of smal! and large fines removal
flows, respectively.
These results indicate that the filtering capabilities
of the designed state-estimator are good. The sen­
sitivity for outliers is low and a significant noise
level reduction is achieved without introduetion of
a significant bias . Fur ther the model error causing
a st rong deviation in the open-loop model response,
which is fur ther explained by Eek (1993) , for a large
fines flow is corrected by the observer.
The capability of the estimator to reconstruct ad­
dit ional process information which is relevant for
operators or engineers is depicted in Fig. 12 which
shows reconstructed trends of the median crystal
size X so, the nuc1eation rate Band the supersat­
uration b.C corresponding to plant start-up condi­
t ions with a low fines removal rate . The median
crystal size obtained from the direct inversion ap­
proach is added as a dot ted line in th e first strip of
th ese plots.
In Fig. 13 the same trends are depicted but the
est imator reconstruction is deliberately biased by
selecting the steady-state CSD as the initial CSD.
In addit ion it is assumed t hat sensor measurements
were not available between 6 and 11 hours after
start-up. In this period the estimator generates an
uncorrected open-loop est imate of the process state
variables . It appears that although these large dis­
turbances bias the estimates the model still fol!ows
the signal trends reasonably well.
In Fig. 14 the observer reconstruction of a certain
relative volume distribution at four different time
instants corresponding to the time points of the
trends depicted in Fig. 12 are given. In Fig. 15
the same distributions obtained from direct inver­
sion are depicted. It can be seen that the resolution
of the estimated CSD is much larger then the res­
olution of the CSD obtained by direct inversion. It
should be noted, however, that the error between
the model and the measured output signals , as can
be seen in Figs. 10 and 11, is not uncorrelated white
noise. Because no strong process disturbances have
ocured this indicates that a model error exist which
bias the estimates .

With the applicat ion of a state estimator dynamic
process information stored implicitly in a dynamic
model is combined with on-line process information
to reconstruct quantit ies that cannot be measured

Fig . 12: Reconstructed CSD values for first 14
hours compared to X so from inversion
(dashed) for start-up (fines flow 1.0 lis).
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Fig. 13: Reconstructed CSD values for first 14
hours compared to Xso from inversion
(dashed) for start-up (fines flow 1.0 lis).

directly. The strong advantages of this approach
compared to a direct sensor inversion approach, in
which only static sensor model knowledge is used,
are:

• Since the correlation in time of the measured
signal trends is used, the varianee of the es­
timated state is lower as compared to direct
inversion techniques.

• When process data are not available for a lim­
ited period of time, due to sensor failure, an
open-loop model prediction of the process out­
put signal trend can be used. This will prevent
a controller from undesired upsets.

• Physical quantities like the supersaturation,
the crystal birth rate and the crystal growth
rate, that cannot be measured directly, are re­
constructed to support operators and engineers
to gain knowledge on the process physics.

It should be noted that the state estimator is a dy­
namic system which will respond, with a certain
response time, to setpoint changes. When unmod­
elled process disturbances occur, the trend of the
observer state should be corrected solely on the ba­
sis of the reconstruction error, which will introduce
a bias in the estimated state.
As described a good model and covariance matrices
for the different noise sourees play a decisive role in
the filter gain design procedure. This can be seen as
a disadvantage as it is often difficult or even irnpos­
sible to obtain sufficiently accurate representations
of the nominal model and the corresponding noise
rnodels. However when a model is available it will
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Fig. 14: Volume based CSD reconstructed with es­
timator at 0.5, 2, 4 and 4.5 hrs. after start­
up (fines flow 1.0 lis).
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Fig. 15: Volume based CSD reconstructed with in­
version at 0.5, 2, 4 and 4.5 hrs. after start­
up (fines flow of 1.0 lis).

enhance the qua lity of reconstructed distributions
as compared to the direct inversion approach.
This paper has indicated how a state estimator for
a crystallization process that is based on an simpl:­
fied high order model can be applied for reeonstruc­
tion of the CSD and related quantities from raw
plant data. This approach forms a good basis for
observer applications for industrial crystallization.
Future work will be focused on the topic of observer
robustness and the search for simple dynamic mod­
els which still enhance the quality of reconstructed
process states as compared to direct inversion.
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Frequency-weighted balanced reduction in
closed-Ioop systems

Pepijn M .R. Wortelboer", Okko H. Bosgrat, and Carel Cet.on]
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Abstract . A recen t extension of ba lanced redu ction to aspecific frequen cy-weighted
closed-loop configuration is refo rmulated to fit into the more general controller synthesis
configuration using linear fractional transformations . Bot h system an d controller are
written in a feedback loop of an interconnection system of which the performance is
specified. The order-reduetion scheme is as simple as balanced reduction and faci litates
interactive step-by-step sol ution of the lew-or der controller design problem. High-order
models encountered in structural dynamics control can be reduced safely within a few it­
erations. New properties of the method are derived and two examples show the efficiency
of the method.

Keywords. order- reduction, controller design, balancing, linear fract ional transforma­
tions, structural dynamics, cornputer-aided des ign.

1 Introduction

In high-performance control of mechani cal servo
systems, one of the hardest problems is to find an
appropriate linear mo del of t he sys tem to be con­
trolled . A mo de l of the mechanical part is often de­
rived using finite element techn iques. T hese mod­
els of the structural dy namics can only be accurate
for a bo un ded set of inpu t and disturban ce signais.
Knowiegde about the contro l signal(s) however is
very lim ited in the early stage of servo-syste rn de­
sign. T his forces one to mo de l in great detail whi ch
leads to hig h-order mo dels. T he servo-controllers
are preferred as sim ple as possibl e in practi ce. Since
t he cont ro ller complex ity roughly equals t he corn­
plex ity of t he controller design model , order red uc­
t ion of ei t he r the sys tern model or the controller
is indisp en sabl e. If t he model of t he mech ani cal
sys tem is of ver y high or de r, the cont roller syn the­
sis will generally fail to generate reliabl e results.
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Model reduction is often the onl y way to start the
controller design process. T he evaluation of the fi­
nal performance of any controller sho uld always be
done usin g t he most acc urate (h igh-order) model
of t he mechanics . For mechanical servo-systerns we
ca n say t hat high performance wit h lew-order con­
trollers requ ires some type of it er ati on : in each step
a bet te r underst anding of the essential system dy­
namics ca n be obtained and t he im pact of the per­
formance wishes on t he controller complexity be­
comes clearer. In t he light of t his it is im portant to
have easy manageable redn et ion schemes for reduc­
t ion ' in-the- loop' that app ly both to the mechanical
model and t he controller .

To make t hings more clear, let G rep resent the
mechanical model , J( a controller, an d M a collee­
tion of frequen cy weighting fun ction s that are in­
volved in the performance specifica t ion of the servo­
sys tem . The it eration can be performed at differen t
levels



model structura! dynam ics
---7 high -order model Cm (A)

2 defin e performance
---7 crite rion for t he at tenuation of

iu«, Cm, Kunknown) (B)
3 reduce mode!

---7 reduced model C; (C )

4 make controller synthes is configuration

---7 T i M; Cn , I<cornputable) (D)

5 com pule controll er
---7 controller K n « (E)

6 redu ce controller
---7 implem entablc cont rolle r Kr (F)

7 eva!uate performance
---7 Ti M, Cm, Kr) OK, or go back (G )

The converge nce is bet te r if we take advantage of
the knowled ge gained in previous steps. For step
3 th is means that the unknown cont roller may be
repl aced by a preliminar y one to refiect t he closed­
loop in which Cm ope rates bet te r. The order re­
c1ucti ons in step 3 anc1 G sho uld be performed in
such a way that conve rgence of the iteration does
not br eak down . The reduetion method for st ep 3
should be very efficient and rob ust to avoid numer­
ical problem s. It erative cont ro ller design requires
many steps of adjusting weighting Iunctions , orde r
reduetion , and controller synthesis .

This paper focu sses on order reduction within
th e above scheme. T he st rategy is to use bal ­
ancec1 rec1 ueti on in a closec1-loop configuration (Ce ­
ton, Wortelboer & Bosgra, 1993) which is rela ti vely
sim pie, and to ad just the resul t s if necessary by
introducing frequency weighting functions; these
can be created efficient ly basec1 on the frequency­
dep endent reduction error (Wortelboer & Bosgra,
1992) .

Balanced reduction in closed-loop can be applied
to model and cont roller. It onl y requires the closed­
loop sys tem to be stablo. It is a straightforward
exte nsion of balanced rec1uction to systems in a
feedback conneet ion in th e same way as frequ en cy­
weighted balanced reduet ion is an extension of bal­
anced reduction to sys te ms in a series conneet ion
(Enns , 1984a , 1984b). Frequency-weighted bal ­
an ced reduetion can be used for reduction in closed­
loop systems as Enns showed, but system and con­
troller have to be stable. The creat ion of closed­
loop relevant weighting funetions may be difficult
and high-order funetions may be needed to ernpha ­
size specific frequency regions.

Other rednetion techniques that take the con-
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trolled syste m into account are LQG- balanced re­
du etion (J onckhee re & Silverman , 1983), and H ­
balanced rec1uetion (Mustafa 1989). The im plicit
assumption in th ese methods is th a t a normal ized
full-order LQG (or I-J00 ) cont rolle r closes the loop.
These controller s can be corn puted and red treed in
the same marmer. Consic1ering t he schemc above,
these methoc1s are sit ua te c1 in steps 5 and G pro­
vided we have an unweighted performance spec ifi­
cation in LQG or 1100 sense. For fixcd -order LQC
cont roller design, Hyland & Bernstein (1984) Ior­

mulated the optimal proj ection equat ions to satisfy
the first-order necessary conditions for qu adrati c
optima1ity. Due to th e numeri ca! complexity of thc
equat ions, thi s method cannot (ye t) be applicd di­
rectl y aft el' st ep 2 in th e ab ove sche me .

On ce a cont roller has been com puted, controller
reduetion can be applied. Closed- loop cont ro ller
reduetion can and has to take full advantage of
the knowledge of the full-orc1er closecl-loop sys tem .
Many strong resul t s have been rep or ted on this is­
sue . T he faet ori za t ion theo ry largely st irnulated
these res ults: see Andcrson & Liu (1989) for an
overv iew. Fracti onal balan ccel reeluct ion, an exten­
sion of balanced reduction to possibl y unstablc sys­
tc ms is closely relateel to LQG -balanced red uct ion;
see Meyer (1988). Bonger s & Bosgra (1991) pro­
pose frequency-weighted optimal Hankel-norm re­
du etion with weightings based on the fact ors of thc
syste m and th e full-order cont roller, and they c1e­
rive an a pr iori controller order th at is suffic ient
for closed-loop stability. De Villemagne anc1 Skel­
ton (1988) proposed a controller reduction method
based on "controller canonical corr e1a t ion coordi­
nates" to force redneed-order stability whil e retain ­
ing important closed- loop sys tem param eter s.

This paper des cr ibes an alternative approach
that tries to perform closed-loop re1evant rednetion
in a configuration that is also used for controller
synthesis . The incorporation of frequen cy weight­
ing functions is given special attention. It is shown
how simple ex tensions of th e famous balan ce and
truncate procedure can be used to achieve Iast anel
accurate order reduction within a gen eral cont ro ller
design configuration . Iterations on th e modellin g
method or the controller design method are not dis­
cussed . We concentrate on cont inuous time linear
syste ms with performance specifica tions in th e fre­
quency elomain. The organisation of this pap er is
as follows .

First the general controller synthesis configura­
lion (CSC) will be introduced and adopted for com­
bined system ancl cont roller rednetion. Secondly
the principles of balanced reduction will bc formu-



z = I (M , G, O )w

z = F/(N , f( )w
N = F,,(M, G)

w

wz

2.2 Controller Synthesis Configurat io n
(CSC)

ii: T he controller is empty: K = [J. Thi s rneans
the controller inpu t cha nnels are considered rele­
vant outputs in the model redu eti on step , and th e
cont roller output channels are used for inputs in
model reduet ion. T he equivalent feedback sche rnc
t hen is

z

In the controller synthesis step , the model is al­
ready of an order amenable to controller synt hesis.
The airn is to find a controller Kis; that achieves
sufficient attenuation of the following system

w

z = I(M, G, J()w .

z

2 A general feedback structure

lat ed in terms that opens up the way for the ex­
tension of balanced reduct ion of a system intercon­
nected with any set of other systems. Frequency­
weighted and closed-loop balanced reduction are
special cases . Finally the effect iveness of the pro­
posed method is shown in a standard example in­
troduced by Enns (1984), and in CD-player model
reduetion .

In order to be able to do system and controller
reduetion in any stage of design, the sys tern an d
controller have to be isolated from the controller
design configurat ion. T he general inter conn ecti on
structure proposed is given in Fig. 1. This inter­
conneetion strueture was first used to define the ro­
bust controller design problem (Doy le, 1982). T he
performance is the attenuation that is ach ieved be­
tween signals w and z . G is the system model,
and f{ is the controller. M will be referred to as
th e connector system or connector and incorporates
any seleet ion of weight ing funetions .

Fig . 1: Interconnecti on with weights in M and sys­
tem G an d controller f{ in feedback loops

Fig. 2: Cont roller synthesis configuration

T he model used in controller synthes is is of lim­
ited order n.

Cont inuous-time finite-dimension al time-invariant
linear systems can be written in state-space as

3 Reduction based on Transforrn &
Truncate

2.3 Controller reduction configuration

The controller redueti on configuration is the same
as the cont roller synthesis configuration with th e
difference that the model beh ind N might be of the
original order m .

2.1 Open-loop frequency-weighted model
red u ction

In th e early stage of des ign we on ly have a very
high -order model and some idea of the req uired
performance specification . Sometimes a prel imi­
nary controller is available. Here we assume we
do not know any controller that achieves closed­
loop stability. We discern two differen t approac hes
in adapting the general controller design configu­
ration. i) the controller is set to zero, an d ii) the
controller is om ittted .

i : The controller is set to zero. This means
the controller inpu ts and out puts are assumed to
contribute only weakly. T he equivalent feedback
scheme then is

G : x A x + Eu
y = ex + Du
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G is a specific reali zation , and it will be abbreviated
as

Using x = T- l x other realizat ions can be definecl
for the sarne input-ou tpu t system :

4 Balanced reduction

Balanced redu ction is th e truneation of a bal a nccel
realizati on (Moore, 1981). Transformation 1.0 a bal­
aneed reali zation hinges on t he cont rollabilit.y and
observab ility Gr ami ans (P and Q ) of the original
realization. For Gn (s) st abie with realizat ion

G:
x T -1ATi:+ T-1Bu
y = CTi: + o«

and Gare two realizations of the same transfer ma­
trix G(s) = G(s) = C(sI-AtIB + D . A state
tr ansformation on G will be denoted by

G~' _ 'D (G)~f [T-lATIT-lB]
t - 1~[T-H .Tl ,- CT D (1)

Pand Q are solved from

AP+ PA lI + BBlI 0
AllQ+QA+ C llC 0

and these Lyapunov equations have uniquo posi­
tive definite solutions clenoted by P(Gn ) , Q(Gn ) .

Pand Q are realization-dependent: for c, =

R[T-ll,T](Gn ) we have

A subscript n as in G n(s) means that the transfer
matrix has McMillan degree n. Gn is an nth-order
realization. In th e sequel n will always be the full
order, r is the reduced-order, and t = n - r repre­
sents th e reduction in order. State-space matrices
of the full-order system are partitioned as follows

Balancing is the transformation 1.0 a realization

A= B = [~:] for which P(G) Q(Q) = diagto), with a =

.J>'(PQ) a vector with n Hank el Singular Values
(HSVs) satisfying

Let C = [ ~ ] with 0 E IRtxr a zero matrix, th en
the truncation of realization Gn 1.0 order ris:

R (G)~f[f;Afr
[rr.rr] ' n - Cf

r

[~] ~'D (G)c;:-rD - I~r - n ' n

Note that this formul ation is consistent with (1).
Ord er reduction of Gn by Transform & Truncate

diseern s two ste ps:

c, = R[T -H ,T] ( G n )

c. = RWr ,fr](Gn )

and thi s ean be merged into th e equivalent
proj ection-based operatien

with

R; = Z'I', , Lr = T-Hf r

satisfying Lt1R; = Ir. This means Lr and R; form
a proj ection matrix TIr = RrL;! of rank r .
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The balancing transformation for a given realiza­
tion Gn is not strictly unique. In the sequ el we
will use a pair of matrices to clescribe the balancing
operation:

[T- H
, T] ~ ['in,Rn]=

T(P, Q) = T(P(Gn ) , Q(Gn ) )

We call also writ e ['in,Rn]= T (Gn).
• v v V V _ HWlth R; = T(:.l:r) , Lr = [T k .l:r), t he balanced

redu ction can be formulated as:

5 Balanced reduction in the gen­
eral feedback interconnection

To define balanced redu ction within a general in­
tereonnection structure we need 1.0 ana lyse the re­
alizations of th e intereonn ected system I(M , G, K ).
From linear fractierial transformation theory (Doylc
et al., 1991, Zhou et al., 1993) we know that

I(M, G, K) = :Fi(Fu(M,G), K) = Fu(F{(1vJ, K) , G)



The key point for our scheme is that we make a re­
a lization of I(M, C, ]( ) with a state vector that is
built from C-states, NI -sta te s, and ](-states in that
precise order : x; = [ x~ x:c xr ]. Balanced re­
duet ion of G within I follows the standard balanced
reduction procedure with the difference that in­
stead of P, Q parts of t he Gramians of I (M , Cn , ]( )

are used . The sche me for C reduction t hen is:

Pa = P (I(M,c.;](» ~ [P(I(M, Cn, ](»](1:n,l:n)

Qa = Q(I(M, Cn, ](» ~f [Q(I(M, Cn, ](»](1:n,l:n)
[I n, R n] = T ( Pa, Qa)

Cr = baIRr_n(I(M, Cn, ](»~f R[Lr,ilr) (Cn)

For ]( reduct ion we have

and

th en we can write the full -order closecl-loop system
as

I n I(Ma, Cn, ](0» = Fu(Na, Cn)

[
A + BNagSC B5Nav ]

NawSC Nae+ NawD5 Nav

T he reduced-order closed-Ioop system is

Order reduction of both the system and controller
can be perforrned, the weightings involved remain
unreduced .

Since I r is the balanced approximation of I n whi ch
is stabIe, I r is also stabIe. Note that Cr need no t

be stabIe. 0

and

T he freque ncy pulse s«: [w]) or iginates from

(m+ mlwl+ mw2) 7](w,[!:;!.,w] ) def

m - tiu» + mwz for w E [-w,-!:;!.]
m + tiu» + mw2 for w E [!:;!.,w]

and from pu lse parts

mó(w, [w] )~ m(ó(-w) + ó(w)

For dynamic controllers, the procedure still lacks
a priori stability conditions, but using generalized
frequency-weighted balanced reduction [Worte l­
boer & Bosgra , 1992) in an iterative fashion , a good
trade-off can be found between the controller ord er
and the performance in most cases. This will be
discussed in the next Section .

6 Balanced reduetion with piece­
wise quadratic frequency weight s

T he full procedure cons ists of closed -loop bal ­
anced red uction with in pu ts wand/or ou tputs z
weighted by scalar interval-based frequen cy fun c­
tions (Wortelboer & Bosgra, 1992) . These Ire­
quency functions can be interpreted as filters on
the inputs wor on the outputs z , and ar e very ef­
fective in em phasizing sp ecific frequen cy regions in
which a better fit is required compared to t he ur it­
weighted case. Let 'ljJ (w) be a po sitive symmetrie
frequency function which built from inter val parts
with qu adratic weighting

(3)

[
0 lies) ]

W( s) 0Mi s, =

III(AI( s), Cn, 0) - I(lv!(s), Cr, 0)11

Rem ark 5. 1 ( Frequency-weighted balanced
red uction) In frequency-weighted reduction the
aim is to m inimize 11 W(s)(G« - Cr )V(s)ll . This is
equi valent wi th minimizing

[Ln, Rn] = T (Pa, Qa)

balances both the closed-Ioop system I and Gn

within I (Ma, Gn, [(0) ' Next we prove that

yields a stabIe I (Ma, G" Ka)

Let

Proof: Since 1\10 and ](0 hav e order zero,

Pa = P (I(Ma,c; ](0»
Qa = Q(I(Ma, Gn, Ka»

Pro p osition 5 .2 Stabili t y of reduced­
orde r configura tion) Let C; be stabilized in
I(Ma,Cn, Ka) by a constant controller ](0 an d let
Ma be constant too . T lien model reduction within
I(Ma,Cn, Ka)

Cr = balRr _ n (I (Al a, Gn, ](0» = R[LroRrJ(Cn) (2)

[or
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Eac h in pu t or output ca n be weigh ted ind ividually
by such interval-based scalar freq uency fun ction s.
A di rect solution ex ists for t he ljIw(wl-weighted con­
t rollability of a system I , a nd t he ljIz(wl-weighted
observability of I. We simply wr ite P (I · ljIw) and
Q(ljIz . I ). T he com putat ion involves t he standard
Lyapunov equat ion so lution an d t he com putation
of mat ri x logari thms. T he parts of t he frequen cy
weigh ted Grami an s P(I· ljIw) and Q(1/Jz . I ) that
are du e to t he st.ates of On are used to transform
a nd t ru ncate the sys tem :

T he same can be defin ed for controller reeluction .
The fruitfu l use of th e met.hod heavily dep ends on
an ade quate implem entation , The resul t of order
reduction should be visualized in relevant perfor ­
mance terms. In the current MATLAB4 imple­
mentation t hese are attenuat ion measures (Hz, Hco )

and freq uency-magnit udc plots . T hese plots are the
clue to making scalar frequency fun ction s (mouse
dr ivcn) that ca n im prove the approximat ion for eer­
tain frequency ranges while allow ing worse fits out­
siele these ran ges.

con figuration lead s to a non- m inimum phase sys­
te m . T he system is described by t he following cqua­
t ions

x = A x + B u + v~.

y = Cx + tv

with white noi se elisturbance signals Vx and tv hav­
ing inten si ti es

and th e performance objectivo is to rninimi zc

with

Ru 1
u; rHr

r [ 0 0 0 0 0.55 11 1.32 18.0 ] * 10-3

for spec ific values of qz and for small controller or ­
ders. The matrices A, B , C, D are taken frorn Gree­
ley & Hyland (1988)

C= [ 1 0 0 0 0 0 0 0 ],

By sett ing

7 Examples

T he proposed procedure will be illu st rated by ap­
ply ing it to two controller design probl em s. Thc
first is the four-d isk problern of En ns ( 1984b) . Th is
exam ple is often used in literatu re to illu strate the
eifect iveness of new contro ller reducti on method s.
We do th e same,

T he second exam ple focusses on the reduetion of
a 120th -or der model of a C D-player servo -sys te m for
controller des ign purposes.

[
-p f 7 ]A= 00 , p=

0.1 61

6.004

0.5822

9.983.5

0.4 073

3.982

o

, B=

D = 0

o
o

0.006'1
0.00235

0.07 13

1.0002

0. 1045

0.9955

z

we have

7.1 4-disk system

Enns ( 1984b) t reats t. he prob lem of cont rolling t he
angle of a d isk t hat is rnounted wit h t hree other
d isks on a fiexib le shaft . T he actua t ion is on t he
third disk (Fig. 3). All parameters (d isk iner t ia ,

y

rx

A x + B (u + y'ii2v )
Cx + tv

u
1 2 3 4

u

" r-. •

,
shaft•

a ngle outp ut t o rq ue input

Fi g. 3: Four di sk sys te m

spring constants) ar e equal to one. Two po les are in
the or igin. The vibration mod es ar e damped by in­
troducing 2% modal damping. This non -collocated
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z rx

with v, tv unit inten sity whitc noise, an d t he per­
formance index

We intro duce a new input variabie :

U G = u+ ..;q:;,v



with indirect methods that first design a ruil-ord er
optimal controller and then reduce thi s cont roller
by aspecific method . 7 values for th e disturban ce
noise intensity parameter qz were exarnined:

0.01 0.1 1 10 100 1000 2000

and the controller order r was flxed to:

Fig. 4: controller synthesis configuration 23456 7

Figure 4 gives the controller synthesis configura­
tion. 1'0 state the general Jf2 control problem in
terrns of the interconnection I (M , C, K ), we have
to define Cts) suc h t hat it has no di rect conneet ion
to the 'wo rld', i.e . the regul ati on variab ie z has to
be fed back to Mts):

[y~ w] = [ ~] (s I-A)-IB (u + -fihv) = cu»;

resu lting in a non-square system transfer matrix
Cts) . 1\1 is non-square too, it only contains the
weighting parameter q2 and thus has no dynamics
of its own :

The original method of Enns only failed to give
stabie closed-Ioop systems in 4 cases, as did thc
fractiona! balanced reduct ion method of Liu cV, An­
derson (1986) . Closed-loop balanced contro ller re­
duetion as deve loped in this paper yielcls 6 un­
stabie cases as shown in Table 1. Three of th em
are due to an almost hidden unstable pote in th e
controller, and the stable part of the cont roller
achieved closed-loop stability. The remaining three
cases are clearly the most crit icalones: th e dis­
turbance levels are high and the controller order
is limi ted to 2. The advantage of closed-loop bal-

Enns (1984d)

U a 0 0 v02 0 1 y - tv

.. .... ... . . . ... ... . . . z

U 0 0 0 0 1
V

z = 0 1 0 0 0 tv

. . .. . . .. . ... .. . ...

1 0 0 1 0 U
Y
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U a [ Y ~ w ]

7

Fig . 5: Signals in the four-dis k problem 6
5 --

anced controller red uction is t hat it IS extremely

Ta ble l : Stability of I(M,C,Kr ) for different q2
(horiz.) and r (vert.)

o :stabie,~ : unstable , I = I: stabie with stabie par t

of unst able contro ller

/(( 5) for different values of qz and for different con­
troll er orders . For the Iull-order case opt imal so­
lutions exist t hat can be computed by solving Ric­
cati equations, These cont rollers will be denoted by
/(8 (they depend on q2)' Greeley & Hyland have
shown that the difficulty with obtaining redu ced­
order controllers that yield a st able closed- loop sys­
tem can be resolved by directly synt hes izing a low­
order controller using th e opt irna l proj ecti on equa­
t ions. T hey compared th eir me thod in 42 cases

4

3
2

=
• • •
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Jf2-norms of c1osed-loop system divided by
V1fi for different values of qz

cl
8 15.60

4 16.2 116.99 130.10 I 16.92
7Pv ,w = 1+12.79c5(w, [0.0917])

7Pu,z = 1+75.23c5(w, [0 .0637]l+
(-9.875+40.01w-18.33w2)q(w , [0.6804,1.4953])

2 16.8130.021 42.361 18.06
7Pv,w = 1+250ry(w , [0.0003,0.03])
7Pu,z = 1+60q(w, [0.03,0.6])

Tabl e 2: H2 norms of closed-Ioop sys tem for t he
q2 = 2000 case

A) K , as in Hyland & Richter (1990)
a) K, as in Greeley & Hyland (1988)
b) K; by fractional balanced reduction
c) balR.r-s( 7Pu,z(w) . I(M, C, 1(s) . 7Pv,w(w))

It can be concluded that the frequen cy weigh ting
functions ar e very effective in obtaining a srnal l per­
formance degradation. The results a re even better
than the optimal projection results whi ch can be
explained by conver gen ce problems with the algo­
rithm used in Greeley & Hyland: in a la ter a rt iele
(Hyland & Richter , 1990) a homot opy algor it hm
is used and results for q2 = 2000, r = 2 are very
close to the optimal full -order resul t as is shown
in Table 2). Hyland & Richter do not provide

/

./

0.7

0.6 §. ~: .~..~..~ :: ~
------ c
---d

O'Sr---------
0.4 --_~""""_'==:~~:...:....:.~_---.:

simple and that the results can be manipulated af­
terwards by adding scalar frequency functions . It
proved to be relatively simple to force slabilily by
adding frequency functions in regions where unsta­
bie poles occurecl. Also it was revealed that bet­
ter performance was possible by highlighting the
frequency regions that cont ribute most to the H 2

norm of the closed-Ioop system. Thereto we corn­
pare normalized H 2-norms. Since Greeley & Hy­
land only give the controllers of 9 cases we only
treat those cases. For q2 ~ 1 the reduetion re­
sults are almost the same which means that by a
simple method as closed-Ioop ba lanced controller
reduction , controller states that are spurious can
be discarded. For q2 > 1 differences occur esp e­
cially for small I'. Figure 6 compares the optimal
J1I(M, C, I(s)112/0i2 with J1I(M, C, 1(2)112/0i2 for
[(2 eit her from optimal projeetion , fractional bal ­
ance d reduction , or frequen cy weighted closed-loop
balance d contro ller reduction . T he frequen cy fun c-

---+ qz

a) [(2 by optima I projection
b) 1(2 by fractional balanced reduction
c) balR.-d7Pu,z(w) . I (M , C, [(8 ) . 7Pw,v(w))
d) optimal controller /(8

Fig. 6: Performance degradation wit h second­
order cont rolle r

redneed-order controller data for the other values of
qz- Other solutions for Finally it should be noticed
that Anderson & Liu (1989) achieved stability in
all cases by introducing a scalar weighting param­
eter. They did not give reduced-order controller s
nor performance measures. The same holds for

7.2 CD -p layer m odel reduction

For in = 10 it was suffici ent to use one additional
frequency pulse:

tions used to achieve the reduction in performance
degradation are very sirn ple: each channel has a
unit weight over all frequen cies and pulses and/or
intervals are added to both inputs ancl/or both out­
puts. For the qz = 100 case the frequency functions
wer e

1 + 0.05 c5(w , [0.05])

1 + 1000 c5(w , [0.246])

1

1 + 35 c5(w, [0.17])

The next example shows the approach in reduc.ng
high-order models of me chanical servo-mechanisms .

From finite element analysis a lin ea r mod el of or­
der 120 has been derived for the ser vo-mechani sm of
a CD-player. It has inputs for in-plane t racking and
out-of-plane focussing . The outputs are the track­
ing and focussing errors. The vibration modes are
lightly damped. Balanced reduction is appropriate
for r 2: 32. For smaller r balanced reduction yields
bad resu lts in the desired cross-over frequen cy
range. Ceton (1993) compares a number of meth­
ods to do closed-Ioop relevant rednetion to 14t h

order. These includes LQG-balanced reduct ion ,
Hoo-balanced reduetion, the open-loop frequen cy­
interval balanced rednetion balR.14-1 20 (7P(w)· 0 120 ,
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1 .
balanced reductien: 120 -> 14
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Sim ple extensions of frequency weighted balanced
redu cti on are very suit able for application of or­
der reduction within cont rolled systems. Model and
cont roller reduction can be used in conj unction with
model-based control design, since the same config­
uration is used. Flex ible com puter implementation
using MATLAB4 facilitates th e interact ive des ign
of systems with relat ively low-order controllers .

'l/J(w)) , t he unweighted closed-Ioop balanced reduc­
t ion using a simple preliminar y (stabilizing) con­
troller K.l, baIR 14_120(I(M, G120, /(4)) ' and the
frequency-interval closed-Ioop balanced reducti on
baIR14-120('l/J(w) ·I(M, G120, /(4)·'l/J(W) ). The conclu­
sion was that all metho ds did achieve closed-Ioop
relevant red uction, bu t the first two only at th e cost
of solving 120th-orde r Ricca ti equations . The fre­
quency interval weighting 'l/J(w) was applied at all
channels simultaneously. Here we focus on open­
loop reducti on with only input shaping to empha­
size the cross -over frequen cy region in which nor­
mal balanced reduction fai led to fit t he me chanical
modes. Figure 7 compares unweighted balanced re­
du etion baIR14 -120(G120) with interval-balanced re­
duetion baIR14-120(G120 ' 'l/Jw (w)) with
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Mixed forms of modal and balanced reduction
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Abstract. In thi s pap er it is shown that modal redu cti on an d balanced redu ction each
have diffi cul ties wit h specific redu ction prob lems, whereas a combination of both can
solve these reduction problems . High-order modeIs wit h lightl y damp ed and/or closely
spaeed eigenvalues are well-known examples of difficult reduction prob lems and requi re
a reduction strategy based on such a combination. It is shown that a minor adjustment
of the reduction algorithm is sufficient to preserve gains bot h at w = 0 an d for w --+ 00 .

Keywords . model reduction; modal reduction; balanced red uction; st ructural dynarnics;
mode clusters; steady-state match.

1 Introduetion

Alt hough model reducti on is not an isolat ed prob­
lem in systems ana lysis an d design (Balas (1982),
Bernstein & Hyland (1988)), t his pap er focusses
on diffi culties in open- loop model redu ction appli­
cations as encou ntered in the structural dy namics
field. Examples of these are large-space-st ructure
models that exhibit many vibration modes of ex­
tr emely low damping and little frequency separa­
tion , and fast mechanical servo systems of which
many high-frequency modes may deteriorate the
closed-loop behaviour.

Models of such systems are ofte n in modal
form . In specific applicat ions not all vibration
modes are equa lly impor tant: the placement of ac­
tuators and sensors determ ines an input-output­
importance ranking of the vibration modes that
may deviate from the natu ral frequen cy ranking of
the vibration modes. Irrespecti ve of th eir natu ral
frequency, vibrat ion modes may be almost hidden,
and ext ract ion of th ese modes from th e mechanical
model (ofte n called mod al reduction) is a st raight­
forward procedure to obt ain a lower-ord er and ac­
curate input-ouput description of th e mechanical
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system. l Other order reduction techniques, such
as balanced reduct ion and optimal Hankel-norrn re­
du etion (Glover, 1984), that are designed for re­
ducing input-output systems, are not used much in
struct ural dyn ami cs modelling: they are more elab­
ora te and te nd to minimize t he frequ ency response
mismatch over all frequ encies, while in mechanical
systems it is often mo re ap propriate to minimize
the relaiiue frequency response mismatch due to th e
inherent roll-off. The reason for using other meth ­
ods than modal reduction, is that modal redu cti on
of systems with closely-spaced eigenvalues can be
very difficult . Balanced reduction can be apphed
to high-order models if all modes are damped . It
will be shown that balanced rednetion sometimes
outperforms modal reduction and that modal re­
duetion handles almost cancelling modes much bet­
te r than balanced reduction. This paper sketches
a reduction strategy incl uding modal and balanced
reduction, that can safely solve reducti on probl ems
in structura l dynamics.

Besides, a general procedure is developed to mod -

1 Not e tha t modal redu ction in system theory is based on
th e assumption th at some modes with th e highest frequen­
cies are infinitely fast and can be describ ed statically by a
singular perturba tion approach.



2 Preliminaries

:r (l) E JRn xl , u( i) E IR" uX 1, and y(il E JRnyXl . Ma­

t rices A, B , C, D have com pat ible sizes .

3 Structural dynamics and
modal reduction

À = -(3wo +jwo~

In structural c!ynamics (see Bathe (19 2). anc! Ar­
gyris (1991)) it is cornmon practice to model me­
chanical systerns using fini tc-element te chniqucs:
the distributed inert ia of each element is lumped to
its nodal points (corners of the elemcnt), and t.he
(dist ributed) f1ex ibi lity is translatec! to flexibilities
between nod al po ints. T he resul ti ng inertia and
st iffness matrix (lvI and K ) toget her state thc un­
damped eigendy na m ics of t he mechanical systern :

with Wo the undamped frequency and (3 the damp­
ing ratio. In th is case it is convenient to builel a
second-order moela l fraction with real parameters
by tak ing the complex conjugate pair of first-order
fractions together:

1'0 model all vibration mod es with an undamped
frequen cy below a specific t hres hold frequency ac­
curately, it may be nccessa ry to use many ele rnents
and t his leads to high-c!i mension al A matrices. The
highest-frequen cy vibrat ion modes are lcss accu­
ra te t han t he lower -frequency vibration modes and
t he refore only the lower-Irequ en cy modes are actu­
ally com puted . 1'0 mod el a specific input-output
beh aviour onl y t hc st ructural point s on which ac­
t uat ion far ces or disturban ces enter, and structural
poin ts of whi ch t he moti on is measured (controlled ),
are re levant : t hey state t he input matrix Band
output mat rix C. Dampin g is hard to quantify,
but very sm all in most cases. This explains why
it is oftcn negleeteel in t hc finite-e lement-medelling
stage and spec ified afte rwards by adding a small
moelal damping fact or to t he moeles. Next we look
at the moelal syste m description from a more gen­
era l point of view. Reeall t hat cach linear system
has a parti al fra cti on ex pansio n (see Skelton, 1988)
of which most fracti on s are of the r/(s - À)-form,
wit h r t he residue an d À the eigenvalue or pole. In
case À is com plex, wc aften write

T E JRnxnnon-singu lar

Ax(l) + Bu(t)

Cx(l) + D uW

x(l)

y(il
G :

The systems discussed in th is paper are linear t ime­
invariant an d finite-d imensional. A system of orde r
n with nu in puts and n y outputs is rep resented in
state-space coordinates as follows:

ify the rednetion such that the steady state gain
is preserved. This is important in mechanical sys­
tems in case the static deformation due to external
forces has to be described accurately, The common
approach to achieving a perfect match at zero fre­
quency is residualization. The advantage of the new
method is that it does not introduce (or change) the
direct feedthrough term D.

T he organisation of th is paper is as follows. Af­
te l' some pre1imin aries the modelling approach in
st ructural dyn ami cs is ex pla ined, t hen th e re duc­
t ion princ iple be hind modal and balan ced redne tion
is described and tnod al and balarteed rec!uction ar e
reviewed in an 'algorit hm ic' way, Some illustrative
difficul t rcduction prob lems are introduced to show
t he wea knesses of balan ced and modal reduction .
T he redu ction stratcgy to solve t hese problems is
exposed t hereafter. Finally t he modifica tion for
matching the steady state is develop ed and applied
to one of t he examples.

represents othcr rcalizations of Cts) = Cts).

Systern norms t.hat are frequently used to measurc
the reduction error GT - Cn a re the infinity norm

is a.specific realizat ion of t he t ransfer mat rix G(s) =
C(s l - A)-I B + D.

',_ [T-1AT T-1B ]G-
CT D

11F11 <Xl (~f sup çmax(F(jw)) (1)
wEfR

with ç(A) t he sing ular valucs of a cons tant m atrix
A, an d t he two-no r rn

r f--+--.
s- À s - À

= 2 Re(r) s + Re(r~)

S2 - 2Re(À) s + ÀÀ

? Re(7') s + Re(r~)

~ S2 + 2(3wo s + w6

IIFI12~f .l. j <Xl t r [pll(jw)F(jw)] dw
2iT -<Xl

(2) In st ruc t ural dynamics, a ' mode' means a vibra­
tion mode, anel de1eting a moele means neglecti ng a.
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secend-order moeial fraction. Candidates for dele­
t ion ar e modes with large (3 and Wo anel small 11'1.
The problem is t hat modes may have st rong interac­
t ion . On e ofte n reso r ts to Irequen cy-response-based
mo ele select.ion; if the polcs ar e lightly dampeel and
weil separate d , the cont ribution of each mode to
th e Irequency response of the system can be eas­
ily traeed back , but in case modes have po les that
are well-damped or close to each other, t he selec­
tion process is less obvious and reduction is often
harelly possible.

In mo eial reeluction it is poss ib le to make approx i­
mations that are bet te r in one frequ en cy ran ge than
in the ot her.

4 Reduction by projection

First we elefine a project ion matrix (V illemagne &
Skelton, 1987)

D efinition 4 .1 ( Projection matrix) A pro­

j ection matrix TI r is a square matrix (n x n) , that
can be inriti en as

I1 r = RrL~

with Ie; Lr E IRnxr satisf ying

L~ s. = Ir

TIr has the following properties: 11; TIr,
rank(TI r) = 1' , it has l' eigenvalues equal to 1 and
t = n - r eigenvalucs equal to 0, anel t here exist
RI, L, E IRnxt su ch that TI t = RtL~ = In - TI r is a
proj ection matrix of rank t. If TI . = TI ; the proj ec­
t ion is calleel 'ort hogonal' , otherw ise it is 'o blique'.
A subspace S' ç IRn is often characterized by an
orthogonal proj ect ion matrix (Golub & van Loan,
1989): S' = rangef Il} , anel for the distance between
two su bspaces S and T we hav e

dist(S, T) = IITI. - TI t l12

wher e TI ., TI t a re or t hogo nal proj ections onto S and
T respecti vely.

Next we ana lyse t he role of projections in model
rednetion . In the sequel a subscript as in Cr means
that the reali zation is of order r . The original model
is of oreler n , but we often write C instead of Cn'
Order reduction is basically achieved by neg lect­
ing sta te s with the highest inelex : this amounts to

truncating a state-space realization . Let r r = [ ~ ]

with 0 E IRtxr a zero mat rix, then t he t runcation
of real ization C n to order r is:

c. = [r;Ar r r;B ] = [ A(I :r'l:r) B(1 :r,:)] (3)
crr D C(:.1:r ) D
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In the projection of dynarni cs forrnulation , t hc t run­
cat ion is induced by the project ion matrix

4.1 M odal reduction

The type of realization prior to truncation states
the reduction type. Modal reduction is t he trun­
cation of a modal realization. The ordering of the
modal states in a modal rea lization is Iree an d t. he
proce dure for modal reduction t hen is:

1) compute mo dal realization
2) arrange modal states in decreasing ord er of

importance
3) truncate the new modal realization

In case of vibration modes, the complex conj u­
gate pairs of moeial states shoulel be kept together.
As all truncation methods moeial reduction pre­
serves the transfer matrix 'at infinity': D eloes ne t
change. The steady-state however changes in gen­
era!. Resielualization of the least important modal
fractions:

l' l'
--+- (4)
s - >. ->.

restores the steady-state gain, but the new con­
stants of (4) adel to the D-term.

4.2 Balanced red uetion

Balanced reduction was first describeel by Moorc
(1981) . A short summary is given in tcrms
of the balancing algorithm for a stabie linear
finite-elimensional system. First the controllabil ity
Gramian Pand observability Gramian Q are solved
from two Lyapunov equat ions

AP+PAH+BBH 0
AHQ+QA+ CHC o.

a = J>'(PQ ) are reali zation indep enden t H,,n­
kei singular valu es (HSVs) arr anged in decreasin g
order. Rel atively small HSVs point to t he ex is­
tenc e of states th at cont ri bute lit tl e to t he input­
output behaviour of th e system. These statcs can
be found be applying a balancing transformation f
that achieves equal and diagorral Gramian s of t he
transformed (balanccd) realization

wit h

f-Irt:" = f HQf = ~ = eliag(a)



Balanceel reeluct ion is the truncation of a balan ceel
realization. Aftel' partitioning of T,

T
f-H

[Ar Rt ]

[Lr Lt ]

(k = fr)
(Lr = f -Hr)

0.61072 + 1.56996j

s +0.0098736 - 0.999430j
-0.69828 - 1.55806j

s + 0.0100070 - 0.999930j
- 8.92875 - 6.55249j

s +3.0000 - 9.,539200j
we can write

Inspeet ion reveals that Gp2 and Gp3 almost cancel
each ot he r, anel moel al reduction to oreler 8 secms
na tu ral:

10.2
f·· ··· ··· ·· ·· ···· · ·· ··

Maximum singular value

--original

- - - - reduced

... difference

Fig. I: Mod al reduction of G12 to orde r 8 by trun­
ca t ing almost cance lling modes: c,

The approxirnation is visua1izeel in Fig. 1. The Ire­
quency response plots of the full-order and reelucecl­
order model lie on top of the other. Next the 8/1> _

ord er balanced approxim ati on c, is shown in Fig . 2.
It is clear that balanced reduction suffers from these

Remark 4.2 Th e link between modal and bal­
aneed reduetion tluii has been established [or lightly
damp ed sys tems diseppears [or systems with closely
spaeed eigenvalues (Gregory, 1984) .

T he balanceel approximation is sti ll stabie an d bal­
anced. The steady-state changes in general. Simi ­
larl y as a moelal rea lization the balanceel reali zati on
can be truncateel and residualized . The balanced
residualization leads to preservation of the steady­
state gain and to a change in the D-term.

The choice of the oreler I' is based on the HSVs:
as shown by Enns (1984), and Glover (1984), we
can derive an a priori Hoo reduction error bound
based on the HSVs associated with the truncated
balanced states

Balanced reeluction is not opt imal in Hoo -norm nor
in Hrnorm, but the experience is that balanceel
reduction is a nice compromise between Hoo-norm
and Hrnorm optimal reeluct ion in most cases (see
Hakvoort (1993) for computat ion of th e Hoo-norm
optirnal redu cti on ).

5 Difficult reduction problems

Here we consider a siso system with some ligh tly
damped anel close eigenvalues.

Maximum singular value

6

G I 2(S) L Gpi(sl
i = 1

Gpi(s) = Gci (S)+ conj (G c;(s») i = I, .. . ,6

, ,

--- original
- - - - - reduced
............ difference

Each second-order real-valued modal fract ion Gpi(s)
is completely defined by a complex-valued first ­
order moelal fract ion :

7.62080 + 0.04598j

s + 10.000 - 0.082960j
-2.0 1979 + 1.13666j

s + 0.00 15324 - 0.314136j
2.00633 - 1.13571j

s + 0.0015243 - 0.314140j

Fig . 2: Bal an ced reduction of G12 to order 8: c,

nea rly cance lling modes . This is a common phe­
nomenon in mechani cal systems, and shows that
moelal reeluct ion can help in avoiding unprcdictable
reducti on results.
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The second example is meant to stress that bal­
an ced reduct ion can cope with modes of nearly
equal eigenfrequencies . Consider

K I 2 = Gpl - Gp2 + Gp3 + Gp4 + Gp5 + GpB

and let

k, = k p3 + k p4 + k p5 + k pB

be the 8th-order balanced approximation (Fig. 3) .
Th e frequ ency function of the reduction error does
not show any peaks which is confirmec\ by IIK l 2 ­

ksll oo = 0.4001. Loosely speaking, the Gpl dynam­
ics is lost, and -Gp2 and G p3 are subst it uted by a

new k p3 with poles - 0.0015291 ± 0.0314I4j very
close to the original pai rs . Modal reduction can-

Maximum singular value

- - original
- - - . reduced

..... . difference

is shown in Fig. 4. Truncating G pi - C p2 , G pi +C p3,

C p2 +C pB, or C p3 +C pB all yield extreme ly bad H ­
norm errors (> 1500).

Next we summari ze th e st rong and weak points
of modal reduction:

+ computationally st ra ightforward
+ recursive
+ direct frequ ency dep endent approxim ation
- restricted for st rongly coupled modes
- iterations required

and balanced reduction

+ computat ionally straightforward
+ recursive
- restrict ed for nearly cance lling modes
- no direct frequ ency dependen t approxirn a ti on

+ only iterations on order required

It seems that depending on the typ e of coup ling
between modes , either modal or balanced reducti on
is required.

,
0 . .....

6 Reduction st rat egy using both
modal and balanced reduction

Fig . 4: Modal reduction of J(12 to order 8: k,

Fig . 3: Balanced reduction of J(12 to order 8: ie;

Starting point is a modal realization as mechan i­
cal system analysis usually provides. Frequency re­
sponse ca1culations are extremely simpie, eve n for
very large modeis . This enables fast graphical eval­
uation in the frequ ency domain.

The main idea is to use clusters of modes. Modes
wit hin a cluster have eigenvalues close to each
ot her, but clearly different from the eigenvalues of
all modes out of the cluster . Each cluster can be
reduced separately by ba lanced reduction . This
includes truncating th e entire cluster in case the
modes in the cluster are nearly cancelling each
other. Each time we reduce, we compar e th e resu lt­
ing model with th e full-order model by insp eeting
both frequency responses . If the reduetion error 'u ­
creases dramatically, we go one st ep back and t ry
less severe reduction within the clus ter . It may weil
be necessary to keep the cluster ent ire ly, Having
found a satisfactory cluster approximation , we pro­
ceed with another clust er. The procedu re assurnes
that a system can be divided in par allel subsys­
tems that have little coupling seen from inp ut to
output . lnstead of balanced reduction oth er red uc­
tion methods can be applied to the clust er s too .
The freedom in clustering and in choosing t he re­
duced order per cluster , can be exploited to force
t he approximation to be mo re accurate in spec ific
frequency regions t han in others . A drawback is
that many choices ar e to be made whi ch makes com-

.':'-........ ..:.. ...

- - onginal
- - - - reduced
....... .... difference

10.1 10°
frequency [rad/s]

10.1 10°
frequency [rad/s]

Maximum singular value

10° .

not me rge -Gp2 and Gp3 , we have to select one of
them or both. If we choose both we can approx i­
mate the main peak very weil, but only at the cost
of less accuracy at other frequencies .

k, = -Gp2 + G p3 + G p4 + G p5

The reduction error , IIKI 2 - ksll oo = IIGp l +
G pBlloo = 3.0985, is clearly larger than 004001. This
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12 (s )

Example 6.1

G6 (s )

maximum singular value

.... .... ..... ....: .

10'2 10°
frequency [rad/s]

10.2 10°
frequency [rad/sj

maximum singular value

10.2 10°
frequency [rad/s]

maximum singular value

---original
- - - - reduced
... ...... .. difference

maximum singular value

- - - original

- - - - -reduced

....... difference

..............................................~
--original ' ·x.
- - - - reduced '-.
...... .... difference

Fig. 6: Mod al reducti on of G6 to order 4: c,

Fig. 7: Balanced reduction of G6 to order 4: 04

1O'41.-_-'-_ _ ~_--'- .L..- ----'

Fig. 5: Optimal Hankel-norm reduction of G6 to
order 4 with fixcd poles: fIt

( Hung & M uzlifa h, 1990) Let

R 2(s ) + 12(s ) + J2 (s )
8.4693 8. 7211
-------
s + 1 s + 1.5

s + 0.055805
0.0080014 S2 + 0.1 s + 1

s + 4.3278
J2 (s ) 0.25380 S 2 + 3 s + 100

Th e purpose is to reduce G6 [rom order 6 to or­
der 4 uihile reta ining lh e poles of J2 . In Hunq f1j

lvJuzlifah (1990) ilie opiimal Hankel-norm soluiion
is given. This

s + 20.616
H4 (s ) = 0.1510......,.---- - -

S2 + 3s + 100
s - 6.7534

0.6937 ---=-------­
S2 + 2.9131 s + 1.8241

+ 0.0336

is compared unil:
a) Modal reduciion: è4 (s l = R2(s) + J2 (s )
b) Balanced reduc iion : 0 4(S)

c) Cluster-baeed balanced reduciion: 04(S)

F2 (s ) + J2 (s ) uiiili F2 (s ) ihe second -erder bal­
anced appro ximat ion of F4(s) = R 2(s) + 12(s)

puter graphics indispensable.
A priori error bounds cannot be given in gen­

era!. In case we reduce each cluster only once, an
Hoo-norm error bound can be derived straighfor­
wardly and t he method is recursivc in this special
case . T he procedure unifi es modal reduction and
balanced reduction. Summarizing:

+ computational1y st raight forward
+ direct frequen cy dependent approximat ion
+ 110 problems with strongly coupled modes
+ modal and bal an ced reduction are special cases
- it er ations on clu st er select ion required
- it erations on order required

The next example was uscd by Hung & Muzlifah
(1990 ) to il1ustrate th eir optimal Hankel-norm re­
du ction method that can retain specific poles. The
purpose was to force a good approximation near
specific rcsonant poles .

10'2 10°
frequency [rad/s]

- - - original
- - - - reduced

.difference

10·4'---_ ----'--__~_--'- .L..-__-'-_...J

Fig. 8: Cluster-based balanced reduction of G6 to
order 4: c,

s + 4.327 8
ê 4 (s ) = 0.2538 S2 + 3 s + 100

s - 16.341
0.2457......,.----------

S2 + 2.5092 s + 1.5153

From Fiqures 5, 6, 7, 8 it can be concluded iluü ihe
high-frequency appro ximation of balanced redaction
and optimal Honk el-norm rednetion unili fixed poles
is uiorse than the high-frequency approxima tion of
moda l rednetion and clust er-baeed balanced redsic­
tion .

1. e.
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7 Matching the steady-state

Here a projection-based modificat ion is worked out
to ensu re that the steady-s t ate response remains
the same after reduction. From Vil!emagne & Skel­
ton (1987) we have th e fol!owing result.

Proposition 7.1 (Projection of d y n am ics fo r
steady-state matching) Let

and define the orthogonal projection matrix fI N =
NNH. Let

then

define a projection to an rth-order realization

and the projection matrix Il, = RrL;! sueh that
with Gn{O) = Gr{O)

Proof:
(5)

then
and

has the same steady-state response as G.

In - Il, = RtL{l
NNH

t

[ [Nt~H]-l ]

Proof:

o

Proposition 7.2 ( 'Oblique t r un cat ion') Let

= -2.7972 s + 2.4213
82 + 3.7962 s + 6.0786

s + 0.01283+ 2.9004 (8)
S2 + 0.77758 +0.009842

s +4.3283
= 0.2538 ---.:...----

S2 +38+ 100

0.2493 s - 16.1962 (9)
S2 + 2.5289 s + 1.5202

ê~(8)

G~(S)

Condition (5) is identical to IT tA-1B = 0, and this
follows from

L{lA-I B = NtN HA-I B g 0

o

For Art = 0 stability of Gn{s) impli es stability of
Gr{s). Thus th e modification can be applied to any
modal realization without the risk of destabilizing
the model.

A similar result can be derived based on
CA-I Il, = CA-I. Matching of the st eacly-st ate
gain requires I' to be larger than or equal to
minfn.,, n y) .

E xample 7.3 ( H ung's example cont'd) The
steady-state modification is applied to Hung 's exam­
ple. The 'oblique truncation' o] the balanced real­
ization yields a [ourih -order model (8) that appr->x­
imates the Jull-order system beit el' than the nor­
mal balanced approximation JOl' most [requencies,
see Fig. 9. In Fig. 10 a similar impro vement is
shown JOl' the modification oJ the cluster-baeed bal­
anced reduction (9).

(7)

(6)

A A _ I A

D - CrAr B,
D - êrA.; 1L~A A- 1 B

(0 D - ê A.-ILHADLHA-IB
T r T .1Ly- r

D - ê L1I A- 1B
r r

D - CRr L~1 A- 1B

(_Sj ID - C A- B = G{Ü)

span the nul! space o] [A-IB]H:

NH A-IB = 0

be the Jull-order and truncated model respectively.
Let

Without loss of generality we only consider reduc­
tion by truncation. It is the purpose to adjust the
truncation proc ess such that Gn{O) = Gr{O). The
t runcation is governed by L~l = R~ = [Ir 0], i.e.
an ort hogonal projection. The idea is to apply a
minor ac!justment to th e proj ection to satisfy (5) .
T he solut ion wil! be an oblique projection.
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maximum singular value maximum singular value

--original
- - -reduced
....... difference

--original
- - - - reduced
... .. .. .. difference

10.2 10°
frequency [rad/sj

10.2 10°
frequency [rad/sj

10.5 '-'-'------'---,--------'--------'-:--~----I

Fig. 9: ba lanced red uct ion of 0 6 1.0 order 4 with
st eady-state match: 6~(s)

Fig. 10: Cluste r-baeed balanceel redu et ion of 0 6 1.0

oreler 4 with steady-state match : ê;~(s)

8 Conclusion

Both modal reduction and ba lanced redu ct ion can
have difficulties with redu cing systems that have
mod es with close eigenvalues. A redu ct ion st rategy
based on it erative reduction of separate mode clus­
ters is proposed . On a number of example prob­
lems th e new method shows best resul t s. A new
method for exact matching of the steady state re­
spon se has been introduced, that can be applied
1.0 all truncation-based reduction meth ods such as
modal and ba lanced reduct ion .

9 References

Argyris , J ., and H-P. Mlejnek , (1991) . Dynamics
of slruciures . vol.5 in 'Texts on Computat ional
Mechanica' , No rth-Ho lla nd, Amsterdam.

Balas , M., (1982) . Tren ds in large space structure
control theory: fondest hopes, wildes t dreams.
IEEE Trans . Automat . Conl r., vol.AC -27, no.3,
522-535 .

Bathe, K-J., (1982). Finit e element procedures in
engineering analysis . Pr ent ice-Hall.

Bern stein, D.S., and D.C , Hyl and , (1988) . Optirnal
pro
fied t heory of reduced-o rder, rob ust cont rol de­
sign. Large Spa ce Siructures (Eds A tluri, A mos),
Springer- Verlag, 263-302 .

Enns , D.F . (1984). Model reeluct ion with ba lanceel
realization: an error bound and a frequency
weighted generalization . Proc. 23r d IEE E Conf.
Dec. f:j Conir., 127-1 32.

Glover, K. (1984). All op t imal Bank el-norm ap­
proximations of linear mult ivariable syste ms and
th eir Loo-error bounels. Int. J. Conir., vol. 39,
1115-11 93.

Golub , G.H., and C.F. van Loan, (1989). Matrix
com putations, 2n d edit ion, Th e Jolins Hopkin a
Univers ity Press, Bal ti more.

Gregory C.Z. Jr. , (1984). Reduction of large f1 ex­
ible spacecraft models using internal balancing
theory. A /AA Journa l of Guulance, Control aud
Dynamics, vol.7, 725-732.

Hakvoort , R.G. (1993). Frequency domain cur ve
fitt ing with maximum am plit ude cr iterion and
guaranteed st ability, Proc. 2n d -European Cont rol
Confe rence, 252-257.

Hung, Y.S. and M.A . Muzlifah , (1990) . Hankel­
Norm Model Redu ction with F ixed Modes, IEEE
1'1'. A utom at. Conir. , vo1.35, 373-377.

Moore B.C. (1981). Principa! com ponent analysis
in linear syst ems : cont rollability, observability,
anel model reeluetion, IE EE Trans. A uiomai.
Conir., AC-26, 17-32.

Skelton , R.E. (1988) . Dynamic S ystems Con trol.
New York: John Wiley & Sons.

Villemagne, C. ele, and R. E. Skelton, (1987) .
Model redu ctions using a projeeti on formulat ion,
Int. J. Control. vo1.46, 2141-2169.

Wortelb oer P.M.R. , (1994). Frequencu-iueiqti' ed
balanced rednetion of closeti-loop m echan ical
servo-s ystems: th eor y and iools, Dr. Disserta­
t ion, Delft University of Techno logy, 1994.

150



@ 1993 Delft Un ive rsi ty Press Selected Top ics in Id entification , Modelling a nd Co n! ro l
Vol. 6, Decem ber 1993

Cont ro1 of a series-resonant converter with a new
t opo 1ogy and a reduced number of thyristors

Henk Huisman
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Abstract . Multiphase ser ies-resonant (SR) power converters provide a flexible way to
t ra nsfer m power between a utility grid and a multiphase load or source. Th e current
implementations all suffer from a high component count , which makes th e use of these
converto rs un att racti ve from an economical point of view.
A new topology for mul tiphase SR converters has been proposed in De Beer, 1991 in
a simu lat ion context . This to pology uses half th e number of power semiconducto rs
compared to th e exist ing mul tiphase SR converters.
The present pap er addresses the impl ernentation of th e new topology in a pro tot ype
converter. Sirnulation data and rneasured waveforrns are shown , and a comparison is
ma de between th e new and t he exist ing top ologies. It is shown that the reduction in
com ponent count is offset by a lower power rating.

Keyword s. Power electroni cs; Cont rol syste rns; inverters ; series resonant converte rs;
t hree-phase; AC-to-AC power converter; reversible power flow; thyristors; reaetive power
generation

1 Introduction weight ,

Series-resonant (SR) techn iques have been used for
a long time to attain low switching losses in DC-DC
power co nverfe rs. Th e low switching losses mak e
it possible to use high switching frequencies while
keepin g, at th e same time, the conversion efficiency
high.

During th e last decad e th e use of series-resonant
(SR) techniques has spread out into th e field
of mul tiphase applications (Schwarz,1979; I-Iuis­
man ,1985;1988b;1992). The convert ers which have
been presented in th e literature feature several in­
te rest ing propert.ies, including:

• Smooth input- and output voltages and ­
currents,

• adjustable power factor at the input of t he con­
verter, including unity,

• absence of low-frequency filte rs, thus reducing
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• com mon grounds for inpu ts and outputs, thus
reducing high -frequency int erfe rence, and fa­
cilitating 'clean' measurements ,

• easy parallel ep eration of multiple modules,
and

• expandability to any number of inputs or out­
puts.

In these applications one resonant L-C tank is t ime­
shared between the input- and output terminals of
th e converter. The topology of the power circuit
which is often used makes it necessary to conneet
both sides of th e resonant tank to th e terminals
of the converter. For AC operation, we need to
achieve current flow in two directions , and th erefore
the number of semiconductor switches needed for
mu lt iphase AC applications equals four times th e
total number of terminals. For a three-phase to



3.1 State-plane description

3 Operation during one
resonant pu1se

The operation of the power circuit of figure 1b is
most eas ily demonstrated starting from th e sit ua­
tion where the voltage across the resonant capac i­
tor (Vc) is at its maximum value . We will assume
that the magnitude of t his peak capacitor voltage
is larger than any of the inpu t- or output voltages.
Furtherrnore we will assurne that the valu e of th e fil­
te r capacito rs (Co) is much larger than the valu e of
CT'es, which implies that th e souree and load of the
converter can be modeled as ideal voltage sources .

Current flow in th e cir cuit starts with th e closing
of one of the six switches. With th e ass urnpt ions
above, the direction of th e resonant current is die­
tated by the sign of Vc , i.e. lT'es will become posi­
t ive if Vc was negative and vice ver sa . 1"01' brevity,
we will onl y consider th e case of a negative ini ti al
value for Vc in th e following. The case for positi vo
Vc can be treated in a corn pletely analogous way,

Without further intervent.ion, the res onant cur­
rent lres will develop as a positiv e sinewave. At
th e moment thi s cur rent becom es zero again , the
thyristor switch will turn off, and Vc will have been
mirrored in the voltage of the terminal whose switc h
lias been closed.

Figures 2 a) an d b) show the development of th e
resonant cur rent (I,.es) and capacitor voltagc (Vc)
against t ime. When these two variables are plot­
te d against each e ther in the so-called state-p lan o

output

TTTTTT

• • 0, • 0

)
- t..; j

_,-.-Gres -
~I ~I -r-

i i i ;

- '---'---- -~-~ -~

input

three-phase conver ter 24 switches would be needed.
Clearly, thi s number com pares badly to the number
of active devi ces whi ch is needed to build a PV/i'vI
bridge.

The ' ne w' circuit topology can be thought to be
deri ved from t.he 'classic ' topology which has been
presented in (Huism an,1988a;1988b). Simplified
schemat ics of bo th the 'old' and the new power cir­
cuit topology have been depi ct ed in figur e 1.

2 Circuit topo1ogies

In figurc 1 every switc h represents the com­
bination of two ant iparallel th yristors and their
snubber circuits . The operation of the cir­
cuit in figure la has been verified in (Huis­
man,1987;1988a;1988b ;1992). A slightly differ ent
version of the circuit in figur e 1b has been presented
in a sirnula t ion context in (De Beer,199l) .

The syrnmetry of the circuits in both figures la
and 1b gives rise to two classes of power converters
wit h these two basic topologies. Table 1 gives an
indicat ion of possible applicat ions of converters for
different numbers of terminals .

In this paper we will pr esent a modified multi­
phase series-resonant con vertel' topology, in which
only one sid e of th e reson an t circuit can, by means
of a switch matrix, be connected to the input- and
output terminals of th e converter . The other side of
th e resonant tank is connee tod to a common neu ­
tral. The number of active semiconductors (SCR
thyristors in our case) in this topology redu ces to
12, which clearly is an advantage as compared to
the 24-thyristor alt ernative.

In scction 2 wc will introduce both the 'classic'
and th e ' ne w' power circuit topology. The follow­
ing section discusses the intended operation of the
new circuit. The resonant circuit is grounded at
one side. It is shown that th is topology severely re­
stricts th e freedom to choose active terminals. This
topic is further dealt with in section 4.

Before committing our ideas to hardware, a sim­
ulation was set up. In section 5 the simulated con­
vertel' is shown to be running smoothly. Sectien
6 shows measurement results of a prototype con­
vertel'.
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CE] applications

3 One-phase DC-OC conve rter
(see T ilgenkamp(8ï))
Three-phase reactive power
controller (see Melse(88))

4 idem with starpoint conneetion
DC-OC to OC/OC converter

5 Three-phase to OC (+/-) convertel'
or vice-versa

6 Three-phase to three-phase converter
7 idem with neut ral conneetion

9 Three-phase in , t hree-phase out
un interruptible power supply
with +/ - / 0 battery conneetion

t??:?

Table 1: Applicat ions of SR converters for a num­
bel' N of terminals

(Oruganti,1985) the trajectory shows up as an el­
lipse, or, wit h proper sealing, as a circle . T his circle
has been depicted in fig. 2c. T he cent re of this cir­
cle is located at (VLC,O), where VLC indi ca tes the
voltage applied to the resonant circuit . Geomet­
rically the "mirroring" of the capacitor voltage in
VLC is quite obvious.

3.2 Energy considerat ions

For continuons operat ien of a multiphase resonant
converter. it has been argued in (Huisman,1987)
that Vc shou ld be exactly inverted aftel' every res­
onant ha lf cycle, In th is way it is guaranteed that
the initial conditioris for the next resonant ha lf cy­
cle are (apart from a trivial inversion) identical to
those of the cycle which has just been finished.

If the capacitor voltage is exactly inverted aftel'
every resonant half cycle, the net energy supplied
to the resonant circuit needs to be zero. This im­
plies that we need to apply two voltages of opposite
polarity in sequenc~ to the reso nant circuit. The
reader may want to compare t his need to the sit ua­
tion in the well-known buck-boost converter. where
two voltage polarities are used to const ra in the en­
ergy in the main inductanee.

The moment of turnover (tI) from the 'first' to
the 'second' terminal voltage serves to control the
final value of Vc. If the two termina l voltages in­
volved satisfy some auxi liary constraints, t he reach­
ab ie range for Vc at 1res = °includes the inverse
of the initi al value of Vc . Figure 3 shows th e in­
f1uence of a varyin g moment of turnover from th e
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Vc

Fig. 2: Signal shapes for one resonant sine wave
a: (left) 1res' Current through L res

b: (m iddle) Vc: Volt age across Gres

c: (right) I res vs. Vc

first to the second current segment on the shape of
the resonant current (fig. 3a) and on the capacitor
voltage (fig. 3b) . The state-plarie portrait of the
operation of the convertel' for this case has been
drawn in figure 3c.

T he t ra jectories in fig. 3c are each composed
of two circle segme nts . The first circle is cen­
t red around the first voltage (VLCI ) applied to the
resonant tank, and the second segment is cent red
around VLC2. If the values for Vco, VC2, VLCI, and
VLC2 are supplied, the construction of the trajee­
tory is straightforward. Clearly, the proper moment
for turnover is indicated by the intersection of the
two circles.

3.3 Predietor circuit

For the real-t ime cont rol of the peak capacitor volt­
age (VC2) we need to determine the instant in time
where the two circles of the state plane trajectory
intersect . In t his converter we have used the fol­
lowing meth od.

The value of the capacitor voltage at the in­
stant of turnover (VC I ) can be derived analytically
from th e equat ions describing th e circuit behav iour .
Skipping th e derivation , which can be found in



G res

~ Jres

t..;ri;

Fig. 5: Currents in the branches of figure 4

The currents in the two voltage sourees show in­
finitely steep transients at the instant of turnover.
Por physical thyristors, these steep current slopcs
would lead to high turn-on and t um-off losses.
Also, high levels of EMI (elcetromagnetic interfer­
ence) may be expected. T herefore, in the rea l cir­
cuit commutation induet ances are placed in series
with th e thyristors in order to smoothen the cur­
rent tr ansients sornewh at. It needs to be noted t hat

Fig. 4: The part of the power circuit of figure I
which is active eluring one resonant half cy­
cle

first voltage (VLCd applied to the resonant circuit
has been el rawn at t he Icft , and the secoud volt ­
age (VLC2) at the right. J-I owever, these voltages
can correspond 1.0 any of the te rminals (input or
output) in figure lb.

If SCR thyristors are used for the power semi­
cond uctors, the sequence of voltages applied to the
resonant circu it is sub ject to the laws which gov­
ern the com mutation of current from one thyristor
(T h} in figure 4) to the ether (Th 2 ) . Inspeetion of
the circuit shows that if I res is pos itive, VLC2 needs
to be more positi ve t han VLCI, in oreler to be able
to t urn off 'I'lu ,

An examp le of thc currents in the circuit
branches of figure 4 has been dep icted in figure 5.

(2)Vco + VC2 = 0

(Huisman,I992), th is value is given by:

. VC2(VC2 - 2VLC2) - Vco(Vco - 2VLCI)
VCI = (1)

2(VLCI - VLC2)

Vclf-- - - - - - - ---,,@j; "----- - - -----i

Fig . 3: Signal shapes for a resonan t sine wave
composed of two current segments for
varying turnover time tI
a: (left) hes: Current through L res

b: (m ideIIe) Vc : Voltage across Gres

c: (right) I res vs. Vc

Vc

For t he c1urat ion of one resonant half cycle, th e
act ive par t of t he circuit of figure I b can be dr awn
as in fi gur e 4. Por convenience, in figure 4 th e

3.4 Commutation

which simplifies equation I somewhat. However,
we have used the complete equation for our control
setup .

The value of VCI in equation I can be computeel
in real-time, and compared to the actual (rnea­
sured) value of the capacitor voltage. As soon as
the lat ter crosses the value of VCI , the t urnover to
the second current segment is initiated.

where Vco equals t he ini ti al value of the capac ito r
voltage, an d VLCI and VLC2 inelicat e the voltages
ap plieel to the resonant circuit eluring the first and
secoud current segment, respect ively. Note that if
no elisturbances are present, then
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t hese inductan ces have not been incorporated in th e
circuit moelel on which the preelictor op eration lias
been baseeI. As a conseque nce, devia tions in the
peak capacitor voltage ca n occ ur .

3 .5 Current contro l

Errztli-----------:::::::::===== ----l

pul se will flow in the same di rect ion as the rcs­
onant current, and

Errl11r-------===":;7"""::::::::::===--= = ===

Fig . 6: Signals in the cont rol system

(3)Err =J(i - iref )dt

The signals in figure 5 show that th e cur rents in
both voltage sou rees (with the sign convent ions of
figure 4) flow in t he same direction as I res- Clearly,
during the next resonant half cycle h es will flow
in the opposite di recti on. This implies that at least
two (ot her) terminals should be available which can
handle thi s directi on of current flow. We will come
back to th at matter in the following section .

Figure 5 shows th a t a fini te amount of charge
has been t ranspo rteel to two out of th e six termi ­
na ls of the conver ter. For th e next cur rent pulse
ot her terminals can be chosen , which implies that
in t ime eve ry te rminal can be supp lied with the de­
sired amount of charge. A control loop is neeeleel to
adj ust the charge t ra ns fer process in order to arrive
at the elesir ed curre nt flow in eve ry terminal.

T he control system which we have useel con­
sists of a moelifieel ASDTIC cont roller (Schwarz 1969', ,
Huisman ,1985) for every term inal of the power cir­
cu it. In t his cont roller, every terminal is associa ted
wit h an ASDTIC error signal wh ich is elefineel as fol­
lows:

T he sum of t he recti fieel ASDTIC errors, which can
be interpret ed as an ove ra ll er ror signal, is used to
trigger t he genera tion of a new cur rent pulse.

Som e signals in th e modi fieel ASDTIC cont rol sys­
te m have been shown in figure 6. The upper traces
show t he curre nts in th e two voltage sourees of fig.
4. T he lower t races show th e corres poneling ASDTIC

error signais. T he figure shows that elue to th c dis­
placed charge of t he cur rent pul se th e two ASDTIC

signals are restored to a position closer to zero.

• In ord er to be abl e to keep th e peak capacitor
volt age a t a preelictable level, the voltages on
these two terminals neeel to op pose eac h ot her.

Of course, th e charge transported by aresonan t cur­
rent pulse neeels to be used to lower th e overa ll error
signal. Therefore a select ion of term inals acco rding
to the sign and magnitude of t heir indi vidu al error
signals is appropr ia te.

4 Select ion of terminals 4 .1 Strict polarity check

The flow of current in t he resonant circuit is initi­
ated when the overa ll error signal, composed from
the individual te rminal error sign ais, crosses a eer­
tain bound . However , in which terminals th e cur­
rent is going to flow is st ill to be decieled. From th e
previous eliscu ssion two item s are of special impor­
tan ce here:

• The cur rents in both terminals which will be
serviceelduring this particular resonant cur rent

For the sit uat ion depi ct ed in figure 6, it obv iously
woulel be wise to service those terminals with the
most negative err or signal first .

If we were to aelhere strictly to this polari ty cri­
terion , t he minimum number of terminals for a con­
ver te r would appear to be 4. Two out of these
terminals wou lel operate wit h positive cur rent flow,
anel be serviceel eluring the positive reson ant hal f
cycles, anel t he ot her two woulel be serviced eluring
the negat ive half cycles.
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Closer inspeetion of the circuit operation would
indicate that proper operation of a4-terminal con­
vertel' would hardly be feasib le. Due to the exact
invers ion of the capacitor voltage the net energy
consurnption of th e convertel' over a resonant half
cycle is zero. Therefore both the two 'posit ive' and
the two 'negative ' terminals are subject to an en­
erg y const raint, whi ch for the ' posit ive' pair can be
formulated as follows:

and similarly for th e ' negat ive' pair . 1+1 here de­
notes th e current in the first 'positive ' terminal, etc.

Furthermore, due to Kirchhoff's current law the
sum of the currents flowing into th e con vertel' over
one complet e reson an t cycle needs to be zero. Con­
sequ ently, this also applies to the average curre nt
over any t ime span:

(5)

Three const raints applied to four currents implies
that only one cur rent can be chosen freel y in thi s
situation: the ether three can then be found using
the constraining equations.

In the (more interesting) case of a three-phase
to three-phase convertor, we wou ld expect to have
th ree degrees of freedom (six terminals - three con­
straints}. These three degrees can be used to select
the wave shapes of the three output currents, th e
input currents would then be defined by the con­
straints . It follows th at in this situation we are
not ab le to select th e shape of the input currents:
the system has too many constraints to ach ieve
this . This conclusion was confirmed by a simu la­
t ion of th is system : although the output currents
conformed reasonably weil to their prescribed (sine)
wave shapes, th e input currents showed a ragged
appearance. The reader may want to compare
thi s result with t he simulation data given in (De
Beer ,1991, fig. 7).

For exarnple, for a posit ive half wave of the res­
onant current , we would first select the terminal
with the most negative or least positivo error sig­
nal. Then, on the remaining terminals with oppo­
site po larity of th e voltage, we would again perform
a similar selection . In some inst. ances th is sche dule
could for example lead to positive current fl ow in a
terminal with an al ready positi ve error signa l, t hus
in fact worsening the si tu ation for this ind ividual
terminal. However , for the complet e conve rter sys­
tem the to tal error is st ill lowered. Contrary to the
setup with a strict polarity chec k, the operat ien of
th e complete system doe s not stall an y more be­
cause we might for example have only one terminal
with positive current flow. Simulation of thi s set up
showed superior performance. It was even shown to
be possible to operate a three-t erminal con verte l' in
this way.

4 .3 Algorithm

Similarly to the system which has been discussed
in (Huisman,1992), '(Ie have used a sequential two­
pass selection circuit here. During the jirsl pass, th e
terminal with t he most positive (least negative) or
most negative (least posit ive) error signal, dep end ­
ing on the direction of the resonant current (polar ­
ity of Va) , is selected. The secoud pass is used to
select a second terminal from th e rem ai nin g te rmi­
nals with an opposing voltage.

Aftel' the select ion process, th e thyristor which is
going to cond uct during the first current segment
can be fired . Turnover to the second current seg­
ment is ini ti at ed whe n the Vcpeak-predictor circuit
ind icates that t he cross-over point between th e two
trajectories of figure 3 has been reached. The sec­
ond cur rent segment is terminated when th e reso­
nant current again reach es zero. Aftel' an appropri­
ate turn-off time, th e circuit is read y for th e next
current pulse.

4.2 Loose p olarity check
5 Simulation

Inspeet ion of the operation of the sim ulated con­
vertel' revealed that as a consequence of the strict
polarity check th e control system spent a large per­
centage of time waiting for one of the terminal volt ­
ages or -current references to pass through zero . For
th e cont roller with a st rict polarity check, a signal
being at +1 or -1m V makes a large difference. How­
ever , a human obs erver would interpret both values
to be ' close to zero ' .

Trying to mimic th is observation in the control
system, it was decided to loosen the polarity check .
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In order to test the intended operatien of th e power
circuit and its control, a sirnulation need ed to be
set up. Due to th e similarity of th e 'ne w' circuit
to it s 'old ' counterpart, it was decid ed to re-use
th e software which had been wri tten for that cir­
cuit (Huisman,1992) . It was found th at onl y minor
modifications were needed in th e analog sections of
the simulation. However, th e new select ion algo­
rithrn made it necessary to reprogram th e digital
part of the circ uit .
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Fig. 8: Simulation of th e op eration of the new cir­

cuit configured as a reactive current com­
pensator.
Upper traces: unfilter ed current and volt­
age in terminal R, S , and T resp ect.ively,
Lower trace: cur rent in the reson ant tank .
The simulated time span is 20 ms.

It is inter esting to note that t he 'o ld' power cir cuit
configuration (see figure l a ) was able to power a
t hreefold load (25n in star, see (I-luisman,1992)).
The main reason for t his differen ce is rooted in th e
fact that in the new power circ uit on ly one side
of the resonant t ank is used to supply current to
the terminals. Another reason lies in the han dling
of reactive output power. The old power circ uit
was able to transfer power between two terminals
and supply current to the third in one resonant hal f
cyele. The new circuit needs a complete resonant
cyele to accomplish the same.

and negative pulses. This kind of behaviour would
not be compatible with a strict polari ty check.

Figure 9 shows the op eration of the system con­
figured as a three-phase to three-phase converter.
The simulated input frequen cy is 35 Hz, the fre­
quen cy of the output volt ages is 50 Hz. The traces
in figur e 9 show the division of reson ant current
pulses over the input (R , S, T ) and ou tput (U, \I, Hl)
terminals. Due to the larger number of degrees of
freedom, the alternating pulse pattern whi ch was
shown in figure 8 is practically absent her e.

In the simulation, the convert er is load ed with
3 resistors of 75n in a star configuration. T hro ugh
simulation expe rime nts it was found that thi s is ap­
proximately the maximum resistive load which can
be powered for this configurat ion . At a rated line
voltage of 380 V (rms) , t his corres ponds to an out­
put power P of:

t- t-
Fig. 7: Simulat ed op eration of the terminal selec­

tor and st art of current flow.

Figure 7 shows the algorithm for the terminal
selection doing it s job. For elarity, the left-hand
part of the figure is plotted with a stretched time
scale. During a ' first pass , indicated by the second
ste p on t he stairc ase -like signal LS, all six terminals
(R,S,T,U,V,W) a re chec ked in order to find the one
with the worst error signa!. The signal WR indicates
whe the r a te rminal has been temporarily selected .
T he last terminal for whi ch signal WR is high, is
ineluded in t he final se lection. In the figur e , this
is terminal W. AIso, during the first pass , the sign
of t he voltage on the selected terminal is stored for
use during the second pass.

In the seco nd pass, indicated by the fourth
step on signal LS, t he remaining five terminals ar e
chec ked for the proper pol arity of their voltages. If
more candida te s are available, the one with (again)
th e worst error signa l is taken. Figure 7 shows that
finally terminal S remains select ed in this pas s.

T he right- hand part of figure 7 shows th e devel­
op me nt in t ime of t he curre nts in the resonant cir­
cu it and in two of t he six terminals of the power cir­
cu it on a m uch longer t ime scale. The cur re nt flow
is initi ated in terminal W, becau se during t he first
cur rent segment energy need s to be t ransported out
of the con ver te r.

On a much lar ger t ime scale, the op eration of t he
circuit start ing at zero initi al condit ions has been
de picted in figure 8. In figure 8, the converter is
config ured as a t hree- phase reactive cur rent com­
pensator. The upper traces show the current pul ses
flowin g in t he three input terminals and the associ­
ate d voltages. The cur rent pulses show a typical 90
deg. phase shift when compared to the correspond­
ing voltage.

Figure 8 shows that around the 'zero crossings'
the curr ents are composed of alternating positive
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Fig. 9: Simulation of th e operatien of th e new
circ uit configured as a three-phase AC to
three-phase AC convertor.
Upper traces: unfiltered current and volt ­
age in terminals R, S, and T (inputs) and
U, \I , and TV (outputs ) resp ectively,
Lower t race: curre nt in the resonant tank.
The simulated time span is 20 ms

6 Measurements

For th e expe rimental ver ificat ion of the new con­
cept, a prototyp e convertel' needed to be con­
structed. The primar y goa l of the experime nt s be­
ing to show th e ope ra t ion of th e new control sys­
tem on real hardware, it was decided to recup erate
an exist ing circuit. T he prototype cir cuit therefore
does not feature the highest possible efficiency for
t his configurat ion, but in our assessment this is not
a serious drawback.

Tabl e 2 list s th e most important parameters of
th e prototype circuit .

L res 148 IlJf

Gres 21l F

Go 90 flF
Le 20 «n
thyristors SKFT6 0j 12DT

Tablc 2: Parameters of t he prototype circuit

As has bee n discussed in sect ion 3.4, commuta­
t ion induct anc es (Le ) were plac ed in series with th e
thyristors in orde r to limit the dijdt values applied
to th ese components. A mor e thorough descrip­
tion of the power circuit can be found in (Huis­
man ,1992) .

In ord er to convert the old into the new topology,
two major changes were called for:
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• The two lower rails in figure l a needed to be
connccted together, and

• it needed to be made sure that t.he lower row
of switches would never be act ivateel.

The digital par t of t hc cont rol elcctrouics was
impl emented using programmabie logic devic es
(EPLD 's), which mad e the lat ter cha nge rather
st raight forward. With th ese, an d some mi nor
changes in the analog cont rol elec t ronics, we ob­
tained a configuration according to the to pology of
figure lb.

6.1 Three-phase operation

Figure 10 shows the operation of the pro totype con­
vertel' configured as a three-phase reacti ve current
compensator.

Fig. 10: Currents in th e prototyp e of th e new cir­
cuit operated as a reacti ve current com­
pensator
Upp er t race : curre nt in the resonant tank .
Lower t races: unfil tered currents in te rm i­
nal T , S , and R respecti vely.
The full ran ge of every t race is -52.4 to
52.4 A .
T he t ime sca le covers 20 ms.

T he measured signa ls in figure 10 show good
agreement to t hc simulat ion results in figure 8. Dif­
ferences !ie mainly in fast t ransient effects, which
were not modeled in the simulat ion which yielded
figure 8. Figure 11 shows a det ail of figure 10.

The currents in figure 11 show th e gradual
takeover of alternating current pul ses from phase
R to phase T. On this stretched time scale, th c
presence of reverse recovery spikes, which werc not



Fig. 12: The prototype of the new circuit opera teel
as a three-phase AC to AC converter.
Traces (from high to low):
Uv: voltage on input terminal R
Uu : voltage on ou tput terminal U
Ir: cur rent through input terminal R (un­
filter ed )
Iu : current in output terminal U (unfi l­
tered )
The full range of th e voltage traces is -240
to 240 V , t he current t races range from
-52.4 to 52.4 A.
The time scale covers 40 ms.

Url-----;;:/-----~:::__---_rL_---------'~

Uu l-- - - - - - ------'''---'=-:----- - - - - ---=l

6.2 Three-phase to three-phase op­
eration

Fig. 11: Traces as in figure 10. T he t ime scale cov­
ers 2 ms

included in the simulati on model, is visible. Fur­
t hermore, it cart be see n that, due to the commu­
tation induetances, th e slope of the current pulses
is limited.

Figure 12 depi ets t he system ope rat ing as a three­
phase AC to AC converter. The input frequ en cy is
50 Hz, the converter genera tes an output waveform
at 25 Hz.

7 Conclusions

The operation of a prototype of series-resonant con­
verter with a new topology has been presented,
bo th in a sirnula t ion context and in a prototype
circuit.
The converter is based on a six-phase switch ma­
trix. Half of th e matrix is used for the three input
terminals, th e e th er half caters to the three out­
puts. Due to th e resonant circuit, commutation of
th e th yristors in t he matrix is guaranteed.
Inputs and outputs of the converter are all capaci­
ti veIy shorted to a common ground. Therefore mea­
surements of input- and output voltages can be per­
form ed with relative ease .
The new topology uses only half the number of
thyristors compared to older topologies . There­
fore the new converter is an attraetive candidate
for the development of new, flexible power conver­
sion equipment .
The converter topology can be ap plied as a flexi-

bie interface between any two mult iphase grids, in­
cluding DC. In th e three-phase to three- phase con­
figuration, the converter is capable to generate or
consume react ive power at both input and out put
po rts, including homopolar currents.
T he state of the resonant circuit is tightly controlled
wit h a new Vcpeak control circuit. This new con­
troller uses only voltages to determine the inst ant
for switch-over, and is therefore less sensit ive to
sealing errors than the older circuit , which uses cur­
rent measurements as well.
The new topology shows a relatively low power lu.n ­
dling capacity.
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