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Abstract

Since building a machine learning model costs a lot while following 9 stages,
the automated machine learning model creation became a crucial role in a large-scale
context. At the same time, a monitoring system became an essential factor for machine
learning models.

This thesis presents the monitoring system for machine learning models at ING
in an enterprise context with new features required by users. Moreover, the thesis
describes a case study of ING, a large global banking company that develops software
solutions in-house. We conducted a mixed-methods study, consisting of data collection
of the monitoring system and a survey with the users of the monitoring system. Our
research shows that challenges found by the actual users of the monitoring system and
mapped challenges discovered by the Microsoft study are related to machine learning
model monitoring, the perception of the users on the importance of the monitoring
system, and the impact of the monitoring system.

We found that the monitoring system at ING supports relatively efficient model
management in terms of checking model validation and evaluation. Moreover, the
users of the monitoring system perceived that it is an important system, and it supports
the models regarding quality, the trust of the automated model creation, and usability.
Additionally, compared to the existing solution, the monitoring system at ING supports
useful model management.
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Chapter 1

Introduction

As people’s interests and requirements are heterogeneous, it is imperative for business today
to understand their customers, for instance, to predict the customers’ future behavior and
needs in terms of satisfaction[13]. To comprehend the clients, today businesses leverage
big data technologies and approaches to gain unique and differentiating insights on their
clients. Also, they treat customers’ data by building a machine learning predictive model for
forecasting the future behavior of customers. Such a model is created by different people,
for instance, a researcher, data scientist, or a business analyst. Their tasks include giving an
example, formatting a correct input dataset, choosing the appropriate model/algorithm, and
picking a software package that is used to train models[50].

Building a machine learning model is a trial-and-error based repetitive process in an
enterprise context[54]. A model is built based on a hypothesis, and then the model is trained
and tested. After this, the results redefined the hypothesis, and then the refined hypothesis
revised the model. Amershi et al.[3] describe a machine learning workflow shown in Figure
1.1. Amershi et al. illustrate that the machine learning workflow is composed of 9 stages:

1. Model Requirements
2. Data Collection
3. Data cleaning
4. Data labeling
5. Feature Engineering
6. Model Training
7. Model Evaluation
8. Model Deployment
9. Model Monitoring
In this thesis, the final stage, model monitoring, is the key topic. In the machine learning

workflow, there are many feedback loops in some stages, such as Feature Engineering,
Model Evaluation, and Model Monitoring. The thick arrows in Figure 1.1, represent that
this stage can loop back in any other previous stage. The thin arrow denotes that the model
training stage can loop back to the feature engineering stage. Consequently, when people
want to create a machine learning model, they have to go through all the machine learning
workflow stages manually.

While many enterprises are now actively employing machine learning solutions and in-
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1. INTRODUCTION

Figure 1.1: The nine stages of the machine learning workflow[3].

corporating machine learning models in a business setting, it brings along a set of various
challenges. These challenges regard to managing the models’ life-cycle from model initia-
tion to model deployment, and also collaboration working across the several business teams
and tools[3, 51].

Amershi et al.[3] describe eleven challenges, regarding building large-scale ML appli-
cations and platforms:

1. Data Availability, Collection, Cleaning, and Management
2. Education and Training
3. Hardware Resources
4. End-to-end pipeline support
5. Collaboration and working culture
6. Specification
7. Integrating AI into larger systems
8. Guidance and Mentoring
9. AI Tools

10. Scale
11. Model Evolution, Evaluation, and Deployment

Also, Spooner and John demonstrate[51] three difficulties of building the framework
for modeling, namely, Inconsistent Data in the Wrong Format, Cross-Functional Involve-
ment, and Different Technologies Being Used. Plus, Schelter et al.[44] illustrate three chal-
lenge categories: Conceptual challenges, Data management challenges, and Engineering
challenges. Within the three groups, there are nine challenges on machine learning model
management:

1. Machine Learning Model Definition
2. Model Validation
3. Adversarial Settings
4. Decision on Model Retraining
5. Lack of a Declarative Abstraction for the hole Machine Learning Pipeline
6. Querying model metadata
7. Multi-language Code Bases
8. Heterogeneous Skill Level of Users
9. Backwards Compatibility of Trained Models
Some of the critical challenges mentioned in papers[51, 3], are data availability, collec-

tion, cleaning, and management. Many machine learning techniques deal with large tables
that include different data used by different roles. Therefore, machine learning projects
rely on data availability, quality, and management[40]. Also, the performance of models
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1.1. Motivation

relies on trained and tested data. The performance of the models is getting worse due to the
changes in data. In order to prevent the degradation of model performance, we need to track
the data and model performance to manage the model properly[54].

Another difficulty is to ensure the validation[44], evolution, evaluation, and deployment
of the models in a production environment and across the lifetime of the models[3]. This
particular problem is even more prominent in an enterprise where different roles engage
with the model’s process at a large scale because users have different backgrounds[44].
Therefore, a lot of manual work may lead to producing errors. Additionally, re-training the
model every day is a hassle and costs a lot, and also users may not have enough time to do
this.

An automated model building framework is critical to address these challenges, remove
all hassles, and accelerate the model creation process. Plus, since the machine learning
parts are grown and combined into the large scale system, the automation framework needs
to cover all different nine stages of machine learning workflow described in Figure 1.1, and
it needs to be aligned with the day-to-day workflow of software engineers[3].

1.1 Motivation

Achieving a fully automated machine learning framework is challenging due to the inherent
uncertainty of data-driven learning algorithms[36] and hidden feedback loops, which can
occur due to the component entanglements[46]. Furthermore, as the amount of data is
increasing exponentially, it is also getting more challenging to scale up systems in order
to deal with abundant data[12]. Besides, even though all the machine learning workflow
is fully automated, the automation framework still has to solve several issues such as trust,
engagement, and the fear of automation[20, 29].

Since a monitoring system aims at keeping a model in a valid status, such a monitoring
system can address these challenges by tracking the model creation process and checking
model validation and evaluation metrics[51]. Therefore, in this thesis, we seek to know the
importance and the impact of the monitoring system in terms of addressing these challenges.

In general, models are evaluated by ROC (Receiver operating characteristic), AUC
(Area under the ROC curve), and Lift charts[56]. ROC and AUC are model performance
measurements for classification models used in machine learning at various threshold set-
tings. They indicate how models can distinguish between classes, and measure predictive
quality. The Lift chart is another way of visualizing the performance of a classification
model. It is a measurement of the effectiveness of a predictive model calculated as the ratio
between the results obtained with and without the predictive model (model cumulative sum
/ random guess) [56].

1.2 ING

ING is a large multinational financial organization with about 54,000 employees and over
38 million customers in more than 40 countries[23]. In 2011, the bank introduced DevOps
teams to get developers and operators to collaborate in a more streamlined manner. Cur-
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1. INTRODUCTION

rently, ING has 611 globally distributed DevOps teams that work on various internal and
external applications written in Java, JavaScript, Python, C, and C[26]. The bank is in the
midst of a technology shift from a pure finance-oriented to an engineering-driven company.
As ING is a large corporation, there are many different roles, such as data analyst, data engi-
neer, and software developer, who in data driven projects work together to meet stakeholder
needs.

1.3 Objectives

Having valid models is critical in the decision-making process in an enterprise because the
enterprise needs to predict future preferences and behavior of the users. Building effective
prediction models requires high-quality model evaluation and validation, and addressing
the needs of each requirement and role. Therefore, model monitoring plays a critical role
throughout the model creation process. Thus, it must be supported by a monitoring system.
Different users will require various features in a monitoring system.

So, we focus on addressing all requirements that can give a better model diagnosis to
satisfy the different users. Based on addressing these requirements, we add new features in
a monitoring system that deals with model lifetime management. Moreover, in order to ex-
plore the impact of a monitoring system, we examine and test the monitoring system within
ING as a large-scale context. Additionally, we compare to the existing solutions from open-
source systems such as MLflow[35], Polyaxon[39], Prometheus[41], which cover most ma-
jor deep learning frameworks and give visualization features.

Our exploration resolves the following research questions:
RQ1: ”To what extent can a monitoring system support stakeholders in terms of main-

taining machine learning models?”
The main reason for having a monitoring system is that it facilitates managing and

maintaining the models. In order to see the impact of the monitoring system, we collect the
data in a quantitative way and perform a survey among stakeholders involved in machine
learning model development, maintenance, and use.

RQ2: ”How do users of a monitoring system perceive the way it supports the models
with regard to usability, quality, and trust?”

A monitoring system needs to be utilized by users, and therefore it is necessary to see
how the users perceive the monitoring system. Hence, we would like to see the effects of
the monitoring system in perspectives such as quality, usability, and trust by surveying the
actual users of the monitoring system at ING. Additionally, we also want to see how the
users of the monitoring system perceive the importance of such a system.

1.4 Study Approach

In this section, we describe the approach to achieve the goal of this thesis. Also, we illustrate
the structure of the thesis.
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1.4. Study Approach

Figure 1.2: The structure of the thesis.

1.4.1 Background

In chapter 2, we illustrate the ING model factory, which is an automated model creation
system. In order to give a better understanding, we explain the current ING business needs
and status. Additionally, we demonstrate the ING Monithor solution, which is the monitor-
ing system for machine learning models at ING in Chapter 2. In this thesis, when we use
the word ’model,’ it refers to machine learning models created in the ING Monitor solution.

1.4.2 Study Design

We describe the study design of this thesis in Chapter 3. Our study consists of 3 parts: 1)
Feature implementation, 2) Data collection, and 3) Survey. The feature implementation has
been done based on the challenges of the existing ING Monithor solution that we identified.
We validated the quality of the ING Monithor solution, including additional features over
time in a mixed-method study, using both quantitative and qualitative ways for addressing
our research questions[7].

1.4.3 Build additional features

In chapter 4, we investigate the challenges of the existing ING Monithor solution. Based on
the results of the challenge investigation, we build new features to address these challenges
in the ING Monithor solution. The design, features, and implementation are described in
Chapter 4.

1.4.4 Validate the ING Monithor solution over time

We examine and verify the ING Monithor solution, including the additional features over
three months. This is described in Chapter 5.

Collect data

In order to comprehend the effectiveness of the monitoring system on machine learning
models in terms of managing the models, we collect data such as the number of models, and
the number of users of the monitoring system in ING. After that, we evaluate the influence
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1. INTRODUCTION

of the monitoring system quantitatively. Plus, we conduct a quantitative survey among the
users of the actual monitoring system at ING.

Survey

In order to know how the actual users of the monitoring system in ING perceive the mon-
itoring system itself, we execute a qualitative survey with them. We ask several questions
to the users in terms of how the monitoring system supports their work. Moreover, we also
investigate how the users perceive the monitoring system regarding the machine learning
model management. Based on the survey results and collected data, we analyze the impact
and the importance of the monitoring system.

1.4.5 Related work

Related work can be found in Chapter 6, which describes state of the art on research re-
lated to software engineering for machine learning, machine learning models and data life-
cycle management, and existing solution for machine learning model management such as
MLflow[35], Polyaxon[39], Prometheus[41].

1.4.6 Discussion

In the final chapter, we compare the challenges we examined and the monitoring system
solution with the existing solutions. Furthermore, we discuss further research, and any
threats to validations in Chapter 7.
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Chapter 2

Background

In this chapter, we describe background information, needed to understand the remainder
of this thesis.

In recent years, a DevOps method for software development has been developed, in
order to give appropriate feedback to application developers working within rapid devel-
opment cycles, and to reduce the gap between development and operations[43]. DevOps
is a software process that emphasizes collaboration within and between different teams
involved in software development[10]. As the DevOps method became widespread, contin-
uous monitoring became increasingly important for dependability, quality assurance, and
resilience. It collects data and metrics that are coming from the various stages of the ap-
plication lifecycle. As a result, people who are involved can react quickly to improve or
change functionalities[48].

ING Data Analysts also aimed to achieve a streamlining campaign selection and eval-
uation. They found that machine learning models are useful in accomplishing their goals.
However, when users want to create a machine learning model, they have to go through
all model creation steps manually. This manual process takes a lot of effort and time from
users and developers. In order to decrease development time and effort, ING proposed the
ING Model Factory.

The ING Model Factory is an automated system that supports the development of pre-
dictive models at ING. The model creation consists of nine stages, described in Figure 1.1 in
the previous chapter. In the traditional way of machine learning model development all nine
stages are followed manually. In order to make the model creation process more efficient
and reduce manual work, the ING data scientists proposed the ING Model Factory. The
users need to enter a configuration file into the system, with various options: business ob-
jective (e.g., acquisition, deepsell, retention), business objective specification (e.g., which
product to acquire?), features, customers, and time specification (e.g., how long before a
customer makes a decision?). Once done, the ING Model Factory generates the model au-
tomatically and gives the predictive model as an output. Due to this, the users do not need
to follow all model creation steps, and they can make use of the created model in an easy
way.

As a monitoring system for machine learning models plays a vital role in the ING Model
Factory, ING tries to improve their monitoring system for the ING Model Factory. ING
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2. BACKGROUND

Monithor is the name of the monitoring system for machine learning models at ING. The
ING Monithor solution can check the existing models once they are deployed into a produc-
tion environment. Also, it provides several information that helps to manage the models,
such as the status of the creation process, logs, and visualized results. Before we propose
improvements to the monitoring system, understanding the architecture of the ING Model
Factory and the current architecture of the ING Monithor solution is essential.

2.1 The ING Model Factory

2.1.1 Requirements

In order to remove all manual processes for model creation, ING data scientist decided
to develop the ING Model Factory. It needs to support accelerating model creation and
building models without reinventing all the model-building processes. The ING Model
Factory only provides support for models based on supervised learning methods, which uses
pre-trained data[31]. The ING Model Factory requires to give a fully automated system
to the users. Therefore, using the ING Model Factory makes the users do not need to
go through all the model creation steps, as depicted in Figure 1.1 manually for creating a
model. Also, the ING Model Factory needs to give reliable models with high performance.
The ING Model Factory requirements that we identified are the following:

1. Create templates for different target labels depending on business objects (i.e. acqui-
sitions, deepsell).

2. Comply with GDPR (General Data Protection Regulation)[55] that is a regulation in
EU law on data protection and privacy for all individual citizens.

3. Model building pipeline with embedded feature selection.

4. Evaluation dashboards in ING Monitor & IBM Cognos that supports the entire ana-
lytics cycle, from discovery to operationalization[22].

5. Storage management and model versioning on the Hadoop Distributed File System
(HDFS), which is a distributed file system designed to run on commodity hardware[6].

6. Smooth technical productionalization process.

7. Export result sets to PDA (IBM PureData for Analytics)[21], which offers easy data
management and provides faster processing of the most complex algorithms and real-
time control information.

2.1.2 Stakeholders

As ING is a large financial business company, many different roles contribute to the ING
systems. In this thesis, we focus on the ING Model Factory, and a specific part of that, the
ING Monithor solution. We have identified the main contributors of the ING Model Factory
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2.1. The ING Model Factory

and the ING Monithor solution, based on the following categories: 1) Data Analysts, 2)
Customer Journey Experts, 3) Data Scientists, and 4) Data Engineers.

First, the task of a data analyst is to take the data from the big data source and use
it to ING stakeholders to make better business decisions. The data analysts mainly have
responsibilities for the creation, management, and maintenance of machine learning models
within the department they work for. Due to that, they are the main users of both the ING
Model Factory and the ING Monithor solution.

Secondly, the duties of a customer journey expert are to optimize and innovate ING
products and ING customer engagement. Due to that, the customer journey experts are
somewhat less interested in the model creation process itself. They solely use the output
of the models created by features they selected. For instance, customer journey experts
request for a model for predicting the future behavior of the customers and use the output
of the model that is created by data analysts.

Thirdly, Data engineers are the data experts who prepare the required big data infras-
tructure that is used by data analysts. They focus on designing, building, integrating, and
managing this data.

Lastly, Data scientists utilize statistics, machine learning, and analytic approaches to
resolving critical business problems. These two roles, data engineer and data scientist, are
also the core developers of the ING Model Factory, as well as the main users of the ING
Monithor solution together with the data analysts.

2.1.3 Architecture

Context View

The context view describes the dependencies and relationships of the system with its envi-
ronment. We divided these into groups derived from our stakeholder analysis and external
entities. In the diagram in Figure 2.1, we illustrate the ING Model Factory only. Therefore,
we will describe the ING Monithor solution in a later section.

The ING Model Factory has been used only internally in ING. The core developers
are the data scientists who mainly develop all processes, and other developers are the data
engineers who are responsible for deployment.

The Python programming language is the primary language used in the ING Model Fac-
tory development with the Jupyter Notebook. The Jupyter Notebook is an open-source web
application that allows you to create and share documents that contain live code, equations,
visualizations, and narrative text[25]. Also, the ING Model Factory is developed using
GitLab for version controlling and managing continuous integration.

Structure

The structure of the ING Model Factory is shown in Figure 2.2. The ING Model Factory is
composed of building blocks, a model building process, scoring functions and customers,
and monitoring. In the building blocks, based on the user input, which is a configuration file,
users can select the blocks such as target templates, shared features, pipelines, validation
methods, classifiers, and evaluators. After that, the Model Factory assembles the selected

9



2. BACKGROUND

Figure 2.1: The context view of the ING Model Factory.

blocks in the model building process and trains the models. Lastly, the models are scored
and checked the during evaluation and validation through the monitoring system.

Figure 2.2: The structure of the ING Model Factory.

The details of each component in Figure 2.2 are as follows:

• Config: The input for the ING Model Factory. The input is a model specification in
the form of a 10-15 lines JSON file. The model specification is prepared by a Data
Analyst, based on requirements given by a Customer Journey Expert.

• Building Blocks: In a building block process, various tasks are included: 1) Creating
the model feature sources, 2) Transferring the data to the model building environ-
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2.2. The ING Monithor solution

ment, 3) Breaking down of training- and test sets based on an input dataset sorted on
timestamps, 4) Preparing data for training, and 5) Filling missing values.

• Model Building Process: The model building phase is divided into two parts: 1)
Training models on cross-validations and 2) Training models on the entire training
set for prediction.

• Quality Assurance: Performing cross-validation to find which hyperparameters per-
form the best with auto-sklearn that Scikit-learn[45], which is an open-source Python
library for data analysis and data mining. Also, Quality Assurance evaluates the
model performance validation under the Spark MLLib evaluation metrics[49] such as
classification model evaluation, or regression model evaluation.

• Scoring function & customers: Score models and customers using the ROC curve
and AUC score on the test set and Precision-recall[56]. The models report the prob-
ability score for each customer to match the label in order to evaluate the predictive
performance of the models, based on the most recent information on the customer.

• IBM Netezza Analytics: An IBM Netezza appliance consists of a high-performance
hardware platform and an optimized database that empowers analytic enterprises to
meet their business needs[21].

• Monitoring: The ING Monitor solution gives a continuous monitoring function. It
will be discussed more in detail in the next section.

• IBM Cognos Analytics: A platform that supports the entire analytics cycle, from dis-
covery to operationalization. IBM Cognos Analytics visualizes, analyzes, and shares
actionable insights about data with anyone in an organization[22]. The user of the
IBM Cognos Analytics can see how a threshold changes within the Cognos interface,
with relation to the number of selected customers, and the expected conversion rates.

2.2 The ING Monithor solution

2.2.1 Requirements

The main goal of the ING Monithor solution is to continuously perform model validation
and evaluation checks. Besides functionality for users to manage their models, the ING
Monithor solution also supports users in tracking the automated process within the ING
Model Factory. Therefore, even though the Model Factory fully automates the model cre-
ation process, users are still able to monitor the model creation process through the ING
Monithor solution. The ING Monithor solution, built as a dedicated ING solution within
the ING Model Factory, offers the following functionalities:

1. Track and access logs regarding any stages within the model creation process. This
supports to decrease debugging time in case a job within the model creation process
fails.
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2. Perform quality checks in order to give data scientists full control over the quality of
their models.

3. Synchronize the distribution of datasets and the parameters of models created by the
ING Model Factory.

4. Analyze model performance over time, in order to understand any changes in model
performance.

5. Track all user-defined metrics with regard to models and define thresholds in order to
make sure that the models are valid and work properly.

6. Analyze the model creation process and model execution time in order to examine
any error occurrences in the model creation process and model runs.

2.2.2 Architecture

Context View of the ING Monithor solution

The context view describes the dependencies and relationships of the system with its envi-
ronment. We split these into groups derived from our stakeholder analysis in the previous
section and external entities. The ING Monithor solution diagram is shown in Figure 2.3.

The ING Monithor solution has been used internally within ING for continuously check-
ing model validation and evaluation. Two developers implement the ING Monithor solution
with a few contributors, and the primary users of the ING Monithor solution are data ana-
lysts in ING.

In order to build the ING Monithor solution, developers utilize various libraries, lan-
guages, and frameworks. Python is the main language. Also, the ING Monithor used
several frameworks and libraries such as Spark, Bootstrap, Pandas, D3, and Flask. Addi-
tionally, the ING Monithor solution also used GitLab to control the versions and manage
continuous integration.

Structure of the ING Monithor solution

The ING Monithor solution consists of a back-end and front-end. In the front-end, the ING
Monithor solution offers a dashboard, which shows all the models owned by a user. In the
back-end, in order to enable the users to monitor their models, the ING Monithor solution
offers an API. The structure of the ING Monithor solution is shown in Figure2.4.

The monitoring process consists of the following steps: 1) A user creates a project and
add metrics and models in the project, 2) all data from all underlying machine learning tools
is aggregated in Logtash[11] that is a server-side data processing pipeline that ingests data
from a multitude of sources simultaneously, transforms it, and then sends it to storage as a
JSON file, 3) the aggregated data is made searchable by using Elastic search, 4) the data is
presented by using Kibana.

Both the back-end and the front-end systems are implemented in python 3[42], as fol-
lows:
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Figure 2.3: The context view of the ING Monithor solution.

• Back-end: The data is stored in a Hadoop Distributed File System(HDFS)[6]. It
relies on MapReduce[2] jobs to process the data. The back-end system is based on
Spark[4], and used the Python data analysis toolkit called Pandas[32]. Additionally,
project files are saved as a JSON file in Logtash, and took Elastic search as a search
engine[19].

• Front-end: The web dashboard is designed by using D3[8] and Bootstrap[5]. The
developers chose Flask[14] as a web framework, and used Kibana as a dashboard[19].

Figure 2.4: The structure of the ING Monithor solution.

Based on the red dotted line in the middle, the above is the back-end and the below is the front-end.
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In the study that we carried out as part of this thesis, we investigated the challenges
faced by users of the existing ING Monithor solution, we developed additional features as
solutions to these challenges, and we validated the quality of these additional features over
time in a case study. In the next chapter we will look more closely at the case study design
and the various components in it.
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Chapter 3

Study Design

In this chapter, we illustrate the study design to answer our research questions. Our study
is structured in the following consecutive steps (see Figure 1.2 for an overview of the study
approach):

1. Inventory of challenges in the existing ING Monithor solution;

2. Build and implement additional features in the ING Monithor solution as an answer
to the challenges;

3. Analyze and validate the ING Monithor solution—including the newly built addi-
tional features—over a period of three months;

4. Compare the results of the validation over time with other comparable monitoring
solutions described in related work;

5. Discuss the results of our study with regard to implications for research and industry,
and any threats to validity.

In this section we start with an inventory of our research questions, after which we
further explain the five successive steps in our study.

3.1 Research Questions

For our study, we are following two research questions.

RQ1: To what extent can a monitoring system support stakeholders in terms of maintain-
ing machine learning models?

The main reason for having a monitoring system is that it facilitates managing and
maintaining the models and gives dependability, quality assurance, and resilience. In order
to analyze the influence of the ING Monithor solution, we divided the quantitative research
into two sections: data collection and a survey. We use the result of both sections to address
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our first research question.

RQ2: How do users of a monitoring system perceive the way it supports the models with
regard to usability, quality, and trust?

From a model quality perspective, we want to analyze the impact of the ING Monithor
solution. The survey questions address how the users perceived the ING Monithor solution.
We adopted the definition of usability described in ISO 9241. The definition of usability in
the ISO 9241 standard is: ”The extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context
of use”[24]. Since Frokjaer et al. described that effectiveness, efficiency, and satisfaction
should be considered an independent aspect of usability[16], we made survey questions for
each aspect.

3.2 Step 1: Inventory of challenges

We organize workshops and interviews for users of the ING Monithor solution in order to
investigate the difficulties of the ING Monithor solution from the users. The challenges
found are discussed in Section 4.1.2.

3.3 Step 2: Build and implement additional features

From the workshops for the users of the ING Monithor solution, we are able to discover
several challenges of the ING Monithor solution. Based on these challenges investigated
by the users, we build and implement new functionalities into the ING Monithor solution in
order to address these challenges. These new functionalities are described in Chapter 4.

3.4 Step 3: Analyze and validate additional features over time

After adding the new features that dissolved the challenges, we examine and verify the ING
Monithor solution over three months by collecting data and conducting a survey to users of
the ING Monithor solution.

3.4.1 Data Collection

During the first part of the quantitative research, we collected the data, including, the num-
ber of models over time, and model usage over time. Since the ING data scientists deployed
the ING Model Factory and the ING Monithor solution in a production environment in the
middle of June, we collected the data in the period June 21 to September 7, 2019 (the end
of the internship). In total, we collected data for 19 models.
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3.4.2 Survey

To assess the usage of the ING Monithor solution, we conducted an online survey[15] to
measure the reviewing time and the usage frequency of the ING Monithor solution. The
details of the survey design are described in the following subsections.

Survey Operation

The survey has been implemented in Survalyzer, which is a survey management platform
internal to ING. The candidate participants were invited using an invitation letter featuring
the purpose of the survey. We e-mailed 28 users and obtained 20 responses (71.42% re-
sponse rate). Respondents had a total of three weeks to participate in the survey. We sent
two reminders to those who had not participated yet at the beginning of the second and third
weeks. The survey ran from September 3 to September 26, 2019.

Survey Design

The survey was organized into three sections:

1. Part 1: Demographics

1.1 Job role In ING*

1.2 Years of ML experience

1.3 Years of monitoring ML models experience

1.4 Years of ING Monithor solution experience

2. Part 2: Quantitative

2.1 The number of models to verify*

2.2 Time spent on ING Monithor solution*

2.3 Time spent on managing models via ING Monithor solution*

3. Part 3: Qualitative

3.1 Challenges*, **

3.2 ING Monithor solution features for an effective model management**

3.3 Ease of use*

3.4 Efficiency of use*

3.5 Model quality*

3.6 Trust of the automated model creation*

3.7 Importance of ING Monithor solution*

An asterisk indicates that an open-ended is included. A double asterisk indicates that a rank-
ing question is included. The details are illustrated in Appendix A.
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Survey Part 2: Quantitative

After collecting demographic information of the respondents, the second part of this survey
links to RQ1. For this purpose, we collect the quantitative information on the number of
models, time spent on ING Monithor solution, and time spent on managing models through
the ING Monithor solution. All three questions are open-ended questions mixed with ques-
tions with five options. Also, we provided respondents with a set of open-ended questions
to help us understand their choices.

Survey Part 3: Qualitative

The qualitative survey questions are composed of open-ended questions mixed with a set
of five optional 5-level Likert scale questions format from Strongly Disagree(1) to Strongly
Agree(5)[30], and ranking questions. We are aware of the complex meaning of ’Neutral’ op-
tions, which can be divided into two groups, such as opinion neutrality and no opinion[18].
Therefore, to further explore the opinions of respondents, we included a ’Do not know’
option in all Likert scale questions.

To be able to map the results of question 3.1 asking about challenges with the results
of the Microsoft study[3], we decided to use the same challenges as discovered by the
Microsoft software engineering team in a ranking list. Also, we asked the users to write 3
challenges. For question 3.2, we asked the participants to rank seven significant features of
the ING Monithor solution. We used our own judgments to pick these seven features.

The remaining survey questions are about the user perception for the ING Monithor
solution features on machine learning model management. To address RQ2, we asked how
the users perceived the ING Monithor solution in terms of supporting easy and efficient
model management, increasing the quality of the models, and giving trust in the automated
system. Also, we asked how they perceived the importance of the ING Monithor solution.
We provided respondents with a set of open-ended questions to help us understand their
choices. The detailed survey design is described in Appendix A.

Selection of Participants

To explore the impact of the ING Monithor solution, we sent the survey to the actual users of
the ING Monithor solution. All respondents are working at ING. The participants must have
experience with the ING Monithor solution and with machine learning models in general
and within ING. In total, we contacted 28 participants, each working on their ING models.

3.5 Step 4: Compare the results with related work

We found 3 existing open-source monitoring systems that cover most major deep learning
frameworks and give visualization features. We compare the ING Monithor solution to
these 3 existing open-source solutions with regard to functionalities. The related work will
be described in Chapter 6, and the result of the comparison will be discussed in Chapter 7.
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3.6 Step 5: Discuss the results

To wrap up our study, in Chapter 7, we describe the implications of our study on research
and industry, and we illustrate the internal and external threats to validity.
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Chapter 4

ING Monithor Solution Extensions

This chapter describes the new functionalities of the ING Monithor solution that we built
and implemented within the scope of this thesis. We implemented the new features into
the existing ING Monithor solution, based on the existing challenges we identified. The
inventory of challenges and building and implementation of all additional features described
in this section were within the scope of our study and, therefore, have been done during the
internship period.

4.1 The ING Monithor solution Features and Challenges

In this section, we describe the features of the ING Monithor solution as they were before
the start of our study, and inventory any challenges that ING wants to solve as part of our
study. Since the goal of our study is to build, implement, and validate some additional
features into the ING Monithor solution, in order to solve limitations and flaws of it, it is
important to understand the challenges of the current system and current features. However,
first, we summarize the features that were part of the system before we started our study
(here identified as the existing ING Monithor solution).

4.1.1 Features in the existing ING Monithor solution

The existing ING Monithor solution included the following features:

• Tracking user-defined metrics associated with the model, and users define thresholds
overtime for these metrics.

• Viewing and analyzing parameters of trained Scikit-learn[38] and Spark models.

• Synchronization of the distribution of dataset and parameters of the model, and com-
parison of the data distribution of predicted values and features.

• Track the progress of the running data science pipeline.

• Search and display of log messages related to the data science pipeline.
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4.1.2 Inventory of Challenges

Together with ING data scientists and data analysts, we participated in workshops and inter-
views with the ING Monithor solution stakeholders about functions and requirements. The
interviewees were selected by two criteria: 1) they had to be an expert in their field, and 2)
all roles of the stakeholders had to be included. Based on the results of the workshops and
interviews, we found that the ING Monithor solution has several flaws and challenges in
terms of supporting model management to users. We describe three of the most mentioned
problems in the following paragraphs:

Lack of one single overview for multiple projects

Even though the ING Monithor solution is able to show a list of all projects with their
running status, it is not possible to see multiple projects in one single overview. Therefore,
when users want to check whether their projects are valid or not, they need to check each
model separately, which is not intuitive. Besides that, checking all projects one by one takes
a lot of time and effort.

Thresholds are not stored

Although the developers use thresholds in metrics, these are not stored. Hence, if the users
want to analyze the thresholds at a later stage, they need to re-do the model creation process
and check their input by themselves, since they cannot check it in a dashboard. Besides
that, the thresholds can be changed every run. If that is the case, recognizing the thresholds
and managing the models is even more complicated than when thresholds did not change.

The solution is not intuitive and user-friendly

The ING Monithor solution is experienced by its users as not intuitive enough, and not as a
user-friendly monitoring system. The users are able to handle a lot of information about the
projects and models such as logs, output graph, model validation in the dashboard. How-
ever, the overview of the dashboard is confusing and lacks any explanation of information
and metrics.

4.1.3 Overview of additional features

We aimed to address the challenges mentioned above and drawbacks in additional features
in the ING Monithor solution. After analyzing the challenges in relation to the features in
the existing ING Monithor solution, we decided to include the following additional features
as extensions to this existing solution:

1. Overview of Multiple Projects;

2. Expanding the thresholds;

3. Manage Projects by tags;
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4. Improve presentations;

The various new features are described in detail in the following sections.

4.2 Design of Features

4.2.1 Overview of Multiple Projects

The existing ING Monithor solution showed a detail of one project only, so it was hard for
users to manage multiple projects in one time. In order to provide better model management,
we designed and developed an intuitive status overview dashboard. In this dashboard, we
provide a list of multiple projects with each status in many phases and stages.

A vital design of the dashboard is monitoring the main stages of a project that users
can define. Examples of such stages are building models, input data, scoring models, and
evaluation of models. Each project has a flag section that gives an overview of the issues
investigated, including a colored indication of errors and warnings. The flag supports users
to identify errors or warnings that need action. The following flag colors occur: 1) Red:
errors, 2) Yellow: warnings, and 3) Green: ok. For example, when the data drops or raises
more than 5%, or when the data violates a threshold, the ING Monithor solution raises the
red flag with a detailed description.

Additionally, we designed a linking function to give users an opportunity to quickly go
to particular stages and logs. When some errors occur, the system displays the red flag in
the label with some explanation. Since the label is clickable, the user can go to a particular
stage and a log where the error occurred by clicking the label.

4.2.2 Expanding the Thresholds

We expanded two things for thresholds: 1) Store thresholds data and visualize that, and 2)
Add an upper bound threshold function.

The existing ING Monithor solution did not store the thresholds. For that reason, users
could not analyze threshold information once the model creation process was finalized. In
order to solve this problem, we decided to store the thresholds and represent them within
the metrics graph in order to create a more intuitive visualization. Consequently, users can
see both metric values and thresholds in the metrics graph at the same time.

The existing ING Monithor solution has functionality for the lower bound threshold
only. However, we sometimes need to use the upper bound thresholds or both lower bound
and upper bound thresholds in order to have a strong validation. Accordingly, we deter-
mined to add the upper bound threshold function and visualized it in the same way as the
lower bound threshold.

4.2.3 Manage the Projects by Tags

The increasing number of projects might lead to another difficulty in managing projects.
For example, when the number of projects is over 50, the way of presenting the projects can
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be a problem. Since the system shows a list of all projects in a view, users need to search
the projects one by one or scroll down all projects to find their projects.

In order to address this problem, we found that tags are useful to improve model man-
agement by filtering the projects. So we decided to implement the tag function. Each
model can have multiple tags, and the tags can be defined by the users when they create the
projects.

4.2.4 Improving the Presentation

While the ING Monithor solution has been used to maintain models, the users had 3 re-
quirements described in the previous chapter regarding managing their models. Moreover,
the users found minor practical issues that need to be solved. We made changes to address
them.

Figure 4.1: The result of the CDF in the ING Monithor solution.

The left area is a data summary section, and it describes all features and mean values. Users can
choose a chart type probability density function (PDF) or cumulative distribution function (CDF),
and then the chart is shown in the right area. A data detail field, which is the left area, enables the
users to click the compare checkbox to see the difference between results.
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Figure 4.2: The result of the CDF comparison in the ING Monithor solution.

This figure is a sequence result of Figure 4.1 when users select a compare checkbox at two values.
A chart draws the values that the user selected. A label above the chart shows the status of the
comparison. If the comparison results are the same, the label represents a green color. However, if
the comparison results are different, the label depicts a red color.

First, the users require a description field because when the users did not engage in a
model creation process, only giving results was not enough to make them understand. Thus,
we designed the description field in which the users can add an explanation when they run
or create the model.

Second, the users want to have a cumulative distribution function (CDF) to give a better
understanding together with a probability density function (PDF) that the ING Monithor
solution already had. As a result, we implemented the CDF in the same area with PDF. The
users can make a comparison graph, which helps to get intuitive visual comparison results
between different runs. The results are shown in Figure 4.1, 4.2.

Lastly, the ING Monithor solution had practical issues regarding the user interface (UI)
and functions: buttons, bugs, data loading fails, and resizing fails. Therefore, we solved
the UI problems and functional problems in the ING Monithor solution. For example, we
changed the ways to show the metrics and tables to help the users so they can easily read
the result. Also, we solved a couple of bugs that existed in the ING Monithor solution.

4.3 Implementation of Features

The ING Monithor solution needs to give an intuitive user interface design and compliance
with the requirements of the stakeholders. Moreover, we preserve the underlying architec-
ture, and add new features based on this architecture described in the previous chapter.
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All implementations of the ING Monithor solution are classified into four groups based
on the features: 1) Status view, 2) Thresholds extensions, 3) Tags, and 4) Presentation
improvements. The presentation improvements are mostly minor changes. Therefore, we
do not describe them in this section. The leading developers of the ING Monithor solution
at ING reviewed the feature implementation code.

4.3.1 Status View

One of the essential features of the monitoring system is maintaining the status of all
projects easily. As the results of the implementation are depicted in Figure 4.3, 4.4, we im-
plemented the status view, which provides an intuitive overall status of all existing projects.
The project status covers the overall status range of the model creation and model validation
and evaluation within the project.

Figure 4.3: The status view in the ING Monithor solution.

The top of the image shows a status label. The label is composed of 3 statuses: 1) failures, 2)
warnings, and 3) ok. The label presents the total number of projects in each status. In the middle of
the figure, there is a search area and a tag field. Users can search their projects through the search
section, and the results are shown the projects that include the retrieved text. Plus, the number of
projects next to the Available Project label shows the retrieved number of projects. Furthermore,
users can filter a list of projects by tags. The results of filtering with tags are represented in the
bottom part of the figure. Each line shows the name of the project, the status of the project, and tags
in order.
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Figure 4.4: An example of the model failures in the status view.

This example shows that the status view is filtered a list of projects by clicking the status labels.

4.3.2 Thresholds extensions

The main goal of the ING Monithor solution is verifying and evaluating the models. In
order to check the model validation from the outputs, we needed to set up the thresholds
and examined the results of the model runs. Thus, we implemented the visualized thresholds
lines on the graph to give an intuitive way of showing the values. The thresholds are stored
in Logtash as a JSON file, and we get the data from Logtash using Elastic Search to Kibana,
then draw it on the Highcharts graph. The outcome is shown in Figure 4.5.

4.3.3 Projects Management by Tags

Since the number of projects increases, users want to have a better way of handling their
projects. As Figure 4.6 shows, we implemented the tag function that helps to manage the
list of the projects easily.
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Figure 4.5: The result of the thresholds lines in the ING Monithor solution.

The result depicts a metrics section, and the buttons configure metrics. Each metric consisted of 3
components: 1) upper bound thresholds, 2) lower bound thresholds, and 3) metric value. A black
dotted line depicts the upper bound thresholds, and a red dotted line indicates the lower bound
thresholds. Both thresholds are not must-have value; both or one threshold can be empty. On the
other hand, a blue line represents the value of the metric run, and the value cannot be empty.

Figure 4.6: An example of the tagging feature in the Projects view.

The Projects view is composed of three sections: 1) search area, 2) tag area, and 3) project list area.
The top of the image involves the search area and the tag area. Moreover, the bottom of the result
represents the project area. Each project has a description section, an auxiliary information field,
a metrics area, and a status label. The project description is defined by the users when they create
the project. The auxiliary information field, which is a small gray box inside of the project area,
indicates the server information, the number of unique projects, and creation time. The metrics area
depicts all the metrics that the project has. Lastly, the status label illustrates the status of the project.
Additionally, when the users choose the tags, the outcome is filtered by tags.
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Chapter 5

Validation over time

In this chapter, we report results from 1) the analysis of collected data, and 2) the analysis
of a survey. Plus, we answer our research questions based on analyzing and evaluating the
results of the collected data and the survey.

5.1 Collected Data Analysis

We gathered two types of data of the ING Monithor solution: 1) the number of models over
time, and 2) the model usage over time.

5.1.1 The Number of Models Over Time

Figure 5.1: The Number of ML Model deployed in ING Monithor solution over time.

The x-axis illustrates the date when the model is created, and the y-axis describes the number of
models. The orange bar represents the number of new models deployed, and the blue line shows the
total number of models in the ING Monithor solution.
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First, as explained in Figure 5.1, the number of models deployed in the ING Monithor
solution, increased gradually over time. The number of models highly increased around
July 16 due to new users. As the graph shows, after June 21, the trend is flattening out
because new models are not deployed anymore after this date. We assume that the fact
that workshops for new users are still ongoing, the workshops are done in a development
environment, and overlapping with the holiday period, might be a reason for this.

5.1.2 The Model Usage Over Time

Figure 5.2: ML Model Usage in ING Monithor solution.

The x-axis represents the date when models used, and the y-axis demonstrates the usage of models.

Figure 5.3: Combination Chart for the Number of Models and Model Usage.

The x-axis designates the date. The left y-axis illustrates the number of models for the orange and
blue data, and the right y-axis represents the number of model usage for the yellow line.

The model usage perspective, as depicted in Figure 5.2 shows an increasing tendency of
model usage in general. In order to see the reason for the increasing tendency of the model
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usage, we combined the two charts Figure 5.1 and 5.2. The result is shown in Figure 5.3.
From the combination chart, it shows that at first, both model deployment and model

usage, are increasing equally. Around July 19, a relatively high number of models are
deployed. After this period, the deployment flattens out, at the same time, the model usage
value is increasing further. We argue that the model usage is influenced by both factors: the
number of models and the number of users.

5.2 Survey Results

In this section, we describe the three sections resulting from our survey.

5.2.1 Demographics

Job Role

As Figure 5.4 shows, 4 out of 20 respondents (20%) work as a data analyst, and 2 out of 20
survey contributors (10%) have a data engineer job role in ING. A majority (60%) of our
participants (12 out of 20) work as a data scientist, while the rest have a machine learning
engineer or a software engineer (5% each) role at the IT department at ING called ING
Tech.

Figure 5.4: Job Role of the Survey Respondents.

ML Experience

Three respondents dropped out of the survey because they did not have any experience in
Machine Learning models. Therefore, collected responses that we used are 17 out of 28
users (60.71%). As Figure 5.5 shows, the machine learning model experience of the survey
participants is scattered. 6 participants (30%) have 1 year or less, 3 respondents (15%) have
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2 to 3 years, 6 contributors (30%) have 6 to 7 years, and 1 respondent (5%) each in 8 to 9
years and 10 years or more.

Figure 5.5: ML Model Experience of the Survey Respondents.

Figure 5.6: ML Model Monitoring Experience of the Survey Respondents.

Monitoring ML Models Experience

As presented in Figure 5.6, most respondees have 1 year or less of experience with moni-
toring machine learning models in general in- and outside ING (53%). 5 participants (29%)
have 2 to 3 years experience, and a minority of respondents have over 6 to 9 years of ex-
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perience with monitoring machine learning models (12% and 6%). Thus, a majority of the
respondents have less than 3 years of experience (72%).

ING Monithor solution Experience

As shown in Figure 5.7, most participants (76%) reported having 1 year or less experience
with the ING Monithor solution. Only 1 respondee has 6 years or more experience. Thus,
most respondents have less than 3 years of experience with the ING Monithor solution
(94%).

Figure 5.7: ING Monithor solution Experience of the Survey Respondents.

5.2.2 Quantitative Results

In order to collect more diverse data on the number of deployed models and the time spent
on modeling, we asked three quantitative questions in the survey, as shown in Subsection
3.4.2 Part 2. The analysis of the quantitative survey section resulted in the following obser-
vations.

The Number of Models to Verify

A majority of the respondents reported having between 1 and 6 models in scope for veri-
fication. Only 1 respondee reported having more than 10 models in scope for verification.
The result of this survey question is shown in Figure 5.8.

Time Spent on the ING Monithor solution

A majority of the participants mentioned that they use the ING Monithor solution less than
once in a week, once or 2-3 times in a week, as presented in Figure 5.9. We also asked
open-ended questions to clarify the answers, indicating that some of the respondents used
the ING Monithor solution once in two weeks. Plus, only one of the respondees spent time
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Figure 5.8: Responses of the Number of Models to Verify.

4-6 times in a week on the ING Monithor solution. The contributor who used the ING
Monithor solution 4-6 times in a week, has 4-6 models, which is a relatively high number
of models. Thus, we assume that the included number of models may affect the time spent
on the ING Monithor solution. However, the involved number of models is not a single
reason because the participant who has the highest number of models spent less than once
in a week on the ING Monithor solution.

Figure 5.9: Responses of the Time Spent on ING Monithor solution.
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Time Spent on Managing Models through the ING Monithor solution

As we can see from the result of the statements in Figure 5.10, a significantly high number
of respondents mentioned that they spent approximately less than 5 minutes on managing
models via the ING Monithor solution (94%). Only one respondent spent approximately
30 minutes on this. However, the respondent has the highest number of models within
all participants. Therefore, we argue that the ING Monithor solution supports agile model
management, which can be finished within 5 minutes.

Figure 5.10: Responses of the Time Spent on Managing Models.

5.2.3 Qualitative Results

The qualitative part is divided into 7 sections of the survey structure shown in previous sec-
tion 3.4.2 Part 3: 1) ING Monithor solution challenges, 2) ING Monithor solution features
ranking, 3) Ease of use, 4) Efficiency of use, 5) Model quality, 6) Trust of the automated
model creation, and 7) Importance of the ING Monithor solution.

ING Monithor solution Challenges

We asked respondees to answer the challenges encountered while using the ING Monithor
solution. Furthermore, we requested to rank the given challenges. We are going to explain
these two results individually later. We used a list of challenges resulting from a Microsoft
study[3] for this purpose. Since the prior experience of participants with machine learning
and data science is heterogeneous as well as their experience adjusted the knowledge of
participants, Amershi et al.[3] divided their survey data into three groups: Low, Medium,
High, depending on the AI experience of respondents. We reused their method to analyze
our survey data. We grouped respondees into three groups: 1) Low: respondents with 1
year or less experience (n = 9, 53%), Medium: respondents with 2 to 3 years experience (n
= 5, 29%), and 3) High: respondents with 6 or more years experience (n = 3, 18%).
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First, concerning the challenges encountered, the participants mentioned challenges of
the ING Monithor solution. We clustered the answers of the open-ended question to similar
responses. We collected 13 different challenges in total. The results of clustering challenges
are shown in Figure 5.11, and only results that occur more than once are included in the
figure. The most mentioned challenge by respondents is the Ease of implementation. As
some participants put in, ”Not easy to add custom features” and ”Different components
need to be connected.” The challenge Error Tolerance and Robustness comes next.

Figure 5.11: Ratio of Responses of Challenges for all Experience Groups.

The graph shows the accumulated ratio of the challenges mentioned by respondents for each experi-
ence group(Low, Medium, High). The results are sorted in decreasing order.

Figure 5.12 shows the Ratio of responses for each experience group. Two things are
worth noticing here. First, the most concerned challenges are different regarding the experi-
ence of respondents. Low experienced respondees rank Error Tolerance and Robustness as
an important challenge, while high experienced participants rank Ease of Implementation
and Maintenance as important challenges. Second, various challenges are not mentioned de-
pending on the experience level of respondents. For example, high experienced respondents
did not mention Unstable Front-end as a challenge, while low and medium experienced re-
spondents did.

When we interpret these results, the perceived challenges are heterogeneous depending
on the experience level of respondents. Additionally, we assume that the respondents have
different tasks for machine learning models.

Second, we selected 7 challenges out of 11 challenges that can connect with machine
learning model monitoring from the Microsoft study[3]. Note that only one of the remaining
Microsoft challenges is directly related to monitoring, that some challenges are hard to
connect with machine learning model monitoring, and that other challenges can integrate
into one challenge like Education. The chosen challenges are presented in Table 5.1.

There are two interesting things to notice. First, most respondents in all experience
groups rank End-to-end pipeline support topmost. When we look at the rank in Table 5.1,

36



5.2. Survey Results

Figure 5.12: Ratio of Responses of Challenges for each Experience Group.

The results depict the ratio of the challenges for each experience group. The histogram is ordered by
the High experience group ratio outcome in decreasing order.

four challenges are similarly ranked medium by all experience groups: 1) Data Availability,
Collection, Cleaning, and Management, 2) Scale, 3) Specification, and 4) Education and
Training. On the contrary, two challenges (Model Evolution, Evaluation, and Deployment,
Collaboration and working culture) show different rankings, depending on the experience
of respondents with machine learning model monitoring. Low and medium experienced
respondees rank Model Evolution, Evaluation, and Deployment as an important challenge,
while high experienced respondents did not. Collaboration and working culture show the
opposite tendency. These results indicate that the user experience in machine learning model
monitoring can affect the user perception of the importance of challenges.

Additionally, we also differentiate the frequency of each challenge with three expe-
rience groups. A few things are interesting to see. First, although some challenges are
ranked similarly by all respondees, the frequency is different for each experience group.
For instance, even though all respondents rank End-to-end pipeline support as the high-
est, the medium experienced respondents did not rank it as important as low experienced
participants(-14%) and high experienced respondees(-4%). Second, high experienced users
show a different tendency in some challenges. For example, when looking at Collabora-
tion and working culture or Model Evolution, Evaluation, and Deployment at Table 5.1, the
frequency of these challenges from high experienced respondents represents a significant
difference compared to other experienced participants.

ING Monithor solution features for an effective model management

In this analysis, we still use the same experience groups: Low, Medium, High. We listed 7
challenges in the survey and asked participants to rank up to 3 challenges. Table 5.2 shows
the Ranking and Frequency for each experience group. When we look at the column High
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Frequency Rank

Experience

Challenge
Medium
vs. Low

High
vs. Low

Trend Low Medium High

End-to-end pipeline support -14% -4% 1 1 1

Collaboration and working culture -3% 38% 7 7 2

Scale 11% 14% 4 3 3

Data Availability, Collection, Cleaning, and Management -6% -14% 2 4 4

Specification -7% -3% 5 6 5

Education and Training 10% -3% 6 5 6

Model Evolution, Evaluation, and Deployment 11% -26% 3 1 7

Table 5.1: The Top-Ranked Challenges and Personal Experience with ML Model Monitor-
ing.

Respondents were grouped into three categories (Low, Medium, High). The column Frequency
depicts the increase or decrease of the frequency in the Medium and High categories compared to
the Low category. The column Trend shows the tendency of frequency within experience groups
visually, and the column Rank demonstrates the ranking of the challenges within each experience
group (the order is increasing order, 1 is the most frequent challenge). The results are sorted by High
experience group ranking.

at the rank column, since a few respondents are involved in a high experience group, two
rows are blank. Low and medium experienced users rank Synchronization and comparison
of the distribution of data as the most useful features that help their work effectively.

On the contrary, high experienced respondents rank this feature as the 5th most impor-
tant feature. Furthermore, high experienced respondents ranked two features as the most
important: 1) Track user-defined metrics, and 2) Thresholds for metrics. We argue that
tasks of high experienced users are related to dealing with metrics. On the other hand, low
and medium experienced participants work on data processing.

Ease of use

The remaining survey questions consist of the Likert-scale questions. The respondents in-
dicated their level of agreement or disagreement towards five statements (questions Q3.3
through Q3.7 in the survey). They did so on 1 to 5 point Likert-scales (strongly disagree -
disagree - neutral - agree - strongly agree), or resorted to an ”I do not know” option if they
were unsure whether the aspect mentioned in the question. The spread of scores for each
question is depicted in Table 5.3 by descriptive statistics and bar-charts. In order to com-
prehend any reasons behind the survey scores, we coded the free format text resulting from
the survey. The analyses of the survey scores and the text coding resulted in the following
notes.
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Frequency Rank
Experience

ING Monithor solution Features
Medium
vs. Low

High
vs. Low

Trend Low Medium High

Track user-defined metrics -1% 7% 2 2 1

Thresholds for metrics -4% 11% 3 4 1

Track the progress of the running data science pipeline 7% 9% 5 2 3

Search and print the log messages of the data science pipeline 3% 13% 7 6 4

Synchronization and comparison of the distribution of data -6% -23% 1 1 5

Overview of Multiple Models 0% - 4 5 -

Manage the Projects by Tags 1% - 6 6 -

Table 5.2: The Top-Ranked ING Monithor solution features perceived by the respondents.

Participants were divided into three groups regarding their experience level. The column Rank
represents the ranking of the ING Monithor solution features that helped effectively support the
model management most. This result shows the perceived ranking by contributors to the survey. The
results are sorted by High experience group ranking.

Survey Question
Likert
Distribution

Number of
Respondents

Percent
Agree

Top-Box
Percent
Disagree

CV

Q3.6. The ING monitoring solution supports trust in the
automated model creation process

14 65% 29% 14% 36%

Q3.7. The ING monitoring solution is an essential tool
for developing and maintaining machine learning models

16 63% 50% 19% 41%

Q3.4. The ING monitoring solution makes managing my
teams models efficient

16 51% 13% 19% 39%

Q3.5. The ING monitoring solution increases the quality
of my teams models

12 50% 25% 25% 43%

Q3.3. The ING monitoring solution makes managing
my team’s models easy

16 38% 19% 26% 40%

Table 5.3: Overview of the Survey Results.

The table is sorted on the percentage agreed. Column ’Likert Distribution’ depicts a graph of the
distribution of a 1-5 point Likert scale for each question with from left to right the value ’Strongly
Disagree’, ’Disagree’, ’Neutral’, ’Agree’, ’Strongly Agree.’ The Top-Box demonstrates the percent-
age of respondents that strongly agreed. The CV means Coefficient of Variation(CV)[1], also known
as relative standard deviation. The CV illustrates the standard deviation divided by the mean. Higher
CV-values indicate a higher variability.

As Table 5.3 depicts an overview of the survey results, Q3.3 represents the ease of use
for the ING Monithor solution. A majority of respondents neither agree nor disagree with
the statement. The percentage of disagree subtracted from the agree is 12%. Even though
the respondents slightly agree on the statement, the ratio does not represent a big differ-
ence. One respondent who strongly agreed on this question mentioned: ”I can instantly
know which models run into production.” On the other hand, the participants who disagreed
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stated: ”The front-end has performance issues,” and ”We cannot monitor data distributions.”
These reasons were noted in the challenges collected by respondents.

Efficiency of use

Even though the ratio of the Top-Box on Q3.4 is the lowest(13%) in Table 5.3, respondents
are relatively in agreement with the remark(51%). Therefore, the ING Monithor solution
is perceived as an efficient tool in terms of managing machine learning models, as some
respondents mentioned: ”Once the system is set up, it is always ready to view at any time
of the day” and ”Easily find out where any error or issues occurred in production by not
having to communicate to the other teams and investigate.”.

Model quality

As we received more ”I do not know” answers on Q3.5 (5 in total), the number of respon-
dents on Q3.5 is the smallest. We argue that the respondees are less familiar with this aspect.
Although the lowest number of participants stated on this question, half of them agreed.
However, since this survey question shows the largest coefficient of variation compared to
other statements, the answers of respondents can be unsteady.

Trust of the automated model creation

As Table 5.3 shows, the highest number of respondents agreed with the statement expressed
in Q3.6 (65%). Additionally, the coefficient of variation and the percentage of disagree
represent the smallest result. Therefore, we argue that most respondees perceived the ING
Monithor solution as supporting the trust in the automated model creation process. As one
of the respondents put it: ”Tracking the log helps us to trust the automation process.”

Importance of ING Monithor solution

As Table 5.3 depicts, there are some interesting things to notice for Q3.7. First, the percent-
age of agreement is 63%, while the percentage of strong agreement is 50%. Therefore, a
relatively high number of respondees perceived the ING Monithor solution as an essential
tool. The participants who agreed mentioned: ”It is one of the necessary things in machine
learning models” and ”The ING Monithor solution achieves not only investigation purposes
but also developing or debugging any issues efficiently.” Second, even though some partic-
ipants disagreed with the statement, they still agree that monitoring the machine learning
model is essential. Therefore, most participants perceived that the monitoring system for
any machine learning model is critical.

5.3 Research Question 1 : Model Usage

RQ1: To what extent can the monitoring system support stakeholders in terms of main-
taining the machine learning models?
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Our results as presented in Section 5.2.2, indicate that with regards to model usage, the
ING Monithor solution supports efficient model management based on our collected data
analysis and quantitative survey questions results.

First, the total number of ING Monithor solution users is 28, while the total number
of deployed models is 19. However, the included number of models in the work scope is
different for each user. The sum of all involved models for each user is 65. If we numerically
divide them by 17 respondents, each user has approximately 4 models. Therefore, we argue
that most users have some overlapping models in their scope.

Second, we calculated the model reviewing time for one model per person shown in
Table 5.4. When we compute an average of the model reviewing time for one model (sum
of the model reviewing time per model/number of respondents), it is approximately 79
seconds. The result considered the time and user numerically, but did not take into account
the background or the knowledge level of respondents.

Additionally, we calculated the man-hour spent on managing models in a month. We
computed an average of the man-hour (sum of the man-hour spent in a month/number of
respondents). Accordingly, one user spent about 19 minutes managing their models in a
month.

Number of models Frequency of the ING Monithor solution usage Model Reviewing Time Man-Hour Spent in a month (mins)
Total (mins) Per Model (secs)

12 Less than Once in a week 30 150 60
6 Less than Once in a week 1 10 2
6 Less than Once in a week 5 50 10
6 Less than Once in a week 5 50 10
6 4-6 times in a week 1 10 24
6 Less than Once in a week 1 10 2
3 Once in a week 5 100 20
3 Less than Once in a week 5 100 10
3 Once in a week 1 20 4
3 2-3 times in a week 5 100 60
3 Once in a week 5 100 20
3 Once in a week 5 100 20
1 2-3 times in a week 1 60 12
1 Less than Once in a week 1 60 2
1 Less than Once in a week 1 60 2
1 Less than Once in a week 1 60 2
1 2-3 times in a week 5 300 60

Table 5.4: Raw Quantitative Data.

We decided to set the number of models and frequency of the ING Monithor solution usage to the
maximum value. For example, when the user selects the 2-3 models option, then the value is set to 3.
Plus, when the user chooses the ”Less than Once in a week” option, we consider this as once in two
weeks, as some users stated. Respondents select the column Total at the Model Reviewing Time,
and the column per model is calculated (total time/number of models * 60 seconds). The column
Man-Hour Spent in a month represents how much time the respondents spent in order to manage
their models. The table is sorted on the number of models in decreasing order.

Lastly, the highest number of model usage count was 23142. The usage of models is
raised by increasing the number of users and models. When we numerically calculate the
model usage per person, it is 826.5 each.
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Consequently, since managing one model takes around 1 minute, we assume that the
ING Monithor solution provides fast model management. When we look into the average of
man-hour spent in a month, the users only spend 19 minutes in a month in order to maintain
the models, which is not too costly. Moreover, since the model usage increases even though
new models were not added, we argue that the ING Monithor solution helps to increase
model usage, as users are able to quickly check their model validation and evaluation.

5.4 Research Question 2 : User Perception

RQ2: How do users of a monitoring system perceive the way it supports the models with
regard to usability, quality and trust?

The second research question is answered by qualitative questions in the survey de-
scribed in Section 3.4.2. Moreover, the results of the qualitative questions are illustrated in
Sections 5.2.3. We argue that respondents perceived that the ING Monithor solution sup-
ports machine learning models regarding usability, quality, and trust of the automated model
creation.

First, half of the respondents perceived that the ING Monithor solution increases the
model quality, even though the result shows high coefficient of variation value, which means
that higher variability.

Second, the result regarding the trust of the automated model creation showed the high-
est agreement from the respondents (65%). Therefore, we insist that the participants per-
ceived that the ING Monithor solution helps to build the trust of the automated model cre-
ation process with checking logs.

Last, since usability is composed of effectiveness, efficiency, and satisfaction in the
ISO 9241 standard[24], we take into account these three factors. As the respondents noted
that some ING Monithor solution features such as ”Synchronization and comparison of the
distribution of data”, ”Track user-defined metrics”, and ”Thresholds for metrics”, provide
useful model management capabilities as shown in Figure 5.2, we argue that respondents
perceived the ING Monithor solution helps the machine learning models management ef-
fectively. Moreover, because 51% of the respondents mentioned that they agreed the ING
Monithor solution makes managing models more efficient, we conclude that the users per-
ceived that the ING Monithor solution supports efficient model management. Even though
the users did not state that the ING Monithor solution is easy to use (most answers were
Neutral), the majority of respondents perceived that the ING Monithor solution is essen-
tial. Moreover, the users perceived that the ING Monithor solution offers effective and
efficient model management, as well as, that it increases the model quality and trust of au-
tomated model creation. Therefore, we argue that the participants are satisfied with the ING
Monithor solution.

Consequently, we conclude that respondents perceived that the ING Monithor solution
supports the models concerning usability, quality, and trust, and recognized the importance
of the monitoring system.
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Chapter 6

Related Work

A monitoring system for machine learning is a well-explored domain in computer science.
We describe technologies related to a monitoring system for an automated model creation
system. This chapter is divided into three lines of relevant research work: 1) Software
Engineering for Machine Learning, 2) Machine Learning and Data Management, and 3)
Existing Monitoring Solutions. We link them with our tasks and discuss the novelty of our
work as well.

6.1 Software Engineering for Machine Learning

Since the newest trend to hit the software production field is about combining artificial
intelligence (AI) capacities based on advances in machine learning, Amershi et al.[3] set up
a study to see how Microsoft software teams develop software applications with customer-
focused AI features based on nine-stage workflow. Plus, Amershi et al. discussed three
core differences between machine learning-centric components and traditional application
domains of software engineering. Lastly, Amershi et al. talked about the machine learning
process maturity model for evaluating the progress of software teams towards excellence in
building AI applications, and a set of best practices for building applications depending on
machine learning.

In order to accomplish these studies mentioned above, Amershi et al. did interviews to
gather the essential topics and conducted a survey based on the results of the interviews.
Amershi et al. found some of the essential challenges associated with building large-scale
machine learning applications and platforms and how the teams solve challenges in their
products. Amershi et al. separated the respondents into 3 groups depending on the number
of years of AI experience: Low, Medium, High. According to the respondents AI experi-
ence, the challenges are ranked variously.

Amershi et al. identified three main differences in building applications for machine
learning models compared to the traditional application domain, from the interviews and
the survey. First, the behavior of a machine learning system relies heavily on data. Since
the machine learning iteration runs at a fast pace, the data schema changes regularly. It
takes more effort to discover, source, manage, and version data. Second, machine learning
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demands in-depth knowledge to build, train, and evaluate models. Sometimes the model
requires to redo all these works again. Therefore, the machine learning model requires more
diverse skills and more profound knowledge than traditional domains. Third, as machine
learning models are not easily extensible, and models interact in non-obvious ways, machine
learning models are harder to handle. Each team manages several modules, and the team
needs to communicate with the other teams in order to make their modules working with
the modules of other teams.

DevOps Capabilities, Practices, and Challenges

DevOps employ continuous software development processes and support an agile software
development lifecycle. Even though DevOps has recently been used in a variety of soft-
ware development domains, the current study on the actual implementation and practices
of DevOps is not sufficient enough. Mali et al.[47] describe empirical research into factors
influencing its implementation based on an in-depth exploratory case study with interviews.
Four main findings are described in this study: 1) Having a consistent understanding of
the meaning of the term DevOps within an organization is essential in order to discard all
misunderstandings, goal misalignment, and missed benefits, 2) Drivers and realized bene-
fits of an improved frequency of releases and improved application quality, 3) The selection
of the technical enablers was a complex, process taking much effort and resources, and
4) Identified a number of challenges that have been studied in the literature such as lack
of clear definition, insufficient communication, deep-seated company culture, organization
structure, and geographical distribution while finding some new challenges.

Hidden Technical Debt

Even though machine learning offers a critical toolkit for building complex prediction sys-
tems fast, David et al.[46] argue that machine learning systems have a unique capacity for
incurring technical debt because of having the maintenance problems of traditional code
and machine learning-specific issues. This study[46] includes several types of debts: 1)
Complex Models Erode Boundaries, 2) Data Dependencies, 3) Feedback Loops, 4) ML-
System Anti-Patterns, 5) Configuration Debt, 6) Changes in the external world, and 7) Ad-
ditional ML-related Debt. David et al. describe several technical debts in each category,
and they argue that the most important insight is technical debt awareness for engineers
and researchers. Since the full cost of debt becomes apparent only over time, even a few
changes of data dependencies can slow further progress. David et al. insist that addressing
debts can be fulfilled by team culture changes.

Software Engineering Patterns

Machine learning techniques have been widely used in many domains. The techniques are
dependent on mathematics and software engineering in terms of algorithms, implementa-
tions, and performances. Even though many researchers study best practices for design-
ing machine learning systems and software in order to address the software complexity
and quality of the techniques, collecting, classifying, and discussing software engineering
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design patterns for machine learning techniques are missing. In order to address these,
Hironori et al.[57] collect software engineering design patterns, conduct the survey, and re-
port the results regarding preliminary results of a systematic literature review of good/bad
design patterns for machine learning. This study answered four research questions: 1) Soft-
ware engineering developers consider the complexity of machine learning systems and lack
of knowledge of architecture and design patterns that could help them, 2) Many gray docu-
ments discuss good/bad practices of machine learning systems design more than academic
literature, 3) Software engineering patterns are classified into two dimensions: ML pipeline
and SE development process, and 4) Some patterns apply to many stages of the pipeline,
some to many phases of the development process.

6.2 Machine Learning and Data Management

Since an analysis of large datasets using statistical machine learning algorithms is funda-
mental to modern data-driven applications in many domains, the data management research
community has built several systems for data analytics[28]. Kumar et al.[28] provide an in-
depth review of systems and techniques that handle the data management challenges in the
machine learning workloads context. They mainly focused on recognizing and examining
the technical challenges and general data management difficulties in order to offer tech-
niques and open issues to help identify systems. Besides, Kumar et al. centered on describ-
ing the key ideas, architecture, strengths, and shortcomings of primary systems that address
these difficulties. Three lines of work are covered by the study of Kumar et al.: 1) review-
ing the systems and frameworks that combined machine learning algorithms, systems, and
languages with existing data systems, 2) modifying data management techniques to the new
machine learning workloads, and 3) merging data management and machine learning ideas
in order to enhance the machine learning life-cycle tasks and the performance of algorithms.

Model Selection

Recently, there is increasing interest in managing critical artifacts of the machine learn-
ing process, such as machine learning models. The data model management proposed
several data management platforms in order to implement machine learning techniques
efficiently[27]. The study of Kumar et al.[27] describes that a model selection is composed
of three iterative tasks: 1) Feature engineering, 2) Algorithm selection, and 3) Parameter
tuning. In order to make these three tasks efficiently, Kumar et al. propose model selection
management systems. The systems repurpose three key ideas: 1) Steering, 2) Consumption,
and 3) Execution. The systems are able to reduce the number of iterations and the time per
iteration by improving these three fundamental notions.

Data Integration

As the amount of data has increased a lot, we have to analyze more than before. Dong et
al.[9] observe that the rise of machine learning and deep learning techniques for data inte-
gration tasks in order to utilize the data efficiently and use machine learning to be sufficient.
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Dong et al. indicate that machine learning improves the accuracy of the models and reduce
costs on data integration. The study of Dong et al. describes the synergy from the per-
spective of data integration, and how machine learning has been reshaping different tasks of
data integration. Dong et al. also illustrate the difference of the techniques between past and
present, and how the technique shifting has influenced data integration results. Addition-
ally, they review the impact of the data integration methods and describe open challenges
and further opportunities to be more productive: 1) Multi-modal, 2)Fast and Cheap Train-
ing Data, 3)Human-in-the-Loop, 4)Efficient Model Serving, 5)Declarative Interfaces, and
6) Effective Data Augmentation.

Machine Learning Model Management

The performance of machine learning models depends on the underlying data. When in-
coming data is scored against the model statistically deviates from the data where the model
is trained, the performance of the model worsens, it may lead to the models are invalid. In
order to prevent model performance degradation, tracking the statistics of the model perfor-
mance is needed. The machine learning model management rises to become more critical.

Building a machine learning model is a trial-and-error based repetitive process in an
enterprise context[54]. A model is built based on a hypothesis about the underlying data,
and then the model is trained and tested. After this, the results redefined the hypothesis,
and then the refined hypothesis revised the model. The machine learning model process is
based on the development of tens or hundreds of machine learning models before landing
at a model that can be accepted. Tracking a previously built machine learning model and
the corresponding insights is difficult. Therefore, there is a need to remember relevant
information about previous models to tune the next set of machine learning models. Lack
of model and result persistence can also lead to uncertainty on the conclusions of a previous
experiment leading to re-running of expensive modeling workflows. This iterative, ad-hoc
nature of machine learning model building gives rise to the importance of machine learning
model management.

Deep Learning Life-cycle Management

Since deep neural network models are learned using massive amounts of training data, there
are many critical large-scale data management issues in learning, storing, sharing, and us-
ing deep learning models[33, 34]. The deep learning features are not given by a human
but are learned automatically based on the input data. Plus, the features are complex and
have a hierarchy along with the network representation, which makes it hard to understand
and explain the learned model. In order to address these issues, Miao et al.[33] propose
ModelHub, which contains five key components: 1) Novel model versioning system, 2)
Domain-specific language, 3) Model learning module, 4) Provenance management system,
and 5) Hosted service. ModelHub is an end-to-end system that introduces new high-level
abstractions proper for automating deep learning workflows, and shows the way of an effi-
cient abstraction implementation in order to manage and optimize the different steps in the
workflow.
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6.3 Existing Monitoring Solutions

MLflow

MLflow[35] is an open-source platform for managing the machine learning life-cycle. MLflow
is a flexible tool, which works with any machine learning libraries, algorithms, and program-
ming languages. It operates via a REST API(Representational State Transfer Application
Programming Interface) and simple data formats. MLflow is composed of three compo-
nents: MLflow tracking, MLflow projects, and MLflow models. MLflow tracking is an API
and a UI(User Interface), which can be utilized to configure log parameters, version control,
metrics, and output files for machine learning code and visualization. MLflow projects are
used to give a format for offering a reproducible and reusable way to execute the workflows.
MLflow models are applied to give a standard format for wrapping machine learning models
in various models. MLflow is able to track the performance of the machine learning models
with predefined features.

Polyaxon

Polyaxon[39] is an open-source platform, which provides machine learning life-cycle man-
agement. Polyaxon works with all major deep learning frameworks such as TensorFlow,
MXNet, Caffe, Torch, Keras, which are well-known and used in many fields. Polyaxon is a
user-friendly tool that can be customized and configured by the requirements of the users.
Additionally, Polyaxon provides an API, which is developer-friendly and allows tracking
code, parameters, metrics, and logs. Polyaxon exposes hyperparameters, which help to
build the optimized models automatically to ensure performance, scalability, and repro-
ducible. In Polyaxon, there are built-in features to track the performance of the machine
learning models. Moreover, Polyaxon grants a dashboard that includes a list of projects and
experiments, visualized results, and logs for experiments.

Prometheus

The Uber company[53] has a monitoring system for machine learning models that they
owned. The Uber company decided to use Prometheus[41], which is a popular monitor-
ing and alerting solution. In order to use this open-source solution properly, the Uber built
M3[52], which is a remote storage for Prometheus. Many companies and organizations have
selected Prometheus. It is built as an independent tool that is not affected by storage or ser-
vices for reliability. Plus, Prometheus has an alert function. Thus, when errors are diagnosed
during runtime, users can react and treat the errors as fast as possible. Prometheus works
with any solely numeric time series, and multi-dimensional data model and queries. How-
ever, Prometheus is limited in scalability and durability due to a single node. Prometheus
provides a visualization feature by Grafana[17] or console templates.
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Chapter 7

Discussion

In this chapter, we are going to compare our results to the related work. After that, we
discuss the implications of our study.

7.1 Challenges Comparison

Since we used a list of challenges from the Microsoft study[3], it is worth noticing the
ranks and comparing the results. The challenges between our study and the Microsoft study
are different due to topic differences. Our challenges are about machine learning model
monitoring, and the Microsoft challenges are regarding machine learning. Therefore, since
the comparison has been made by ranking only, we did not consider the external factor
differences such as topic, an experience level of the survey respondents, backgrounds of the
respondees, working environments. The result is shown in Table 7.1.

Our Rank Microsoft Rank
Experience Experience

Challenge Low Medium High Low Medium High
End-to-end pipeline support 1 1 1 4 2 4
Collaboration and working culture 7 7 2 5 6 6
Scale 4 3 3 10 4 3
Data Availability, Collection, Cleaning, and Management 2 4 4 1 1 1
Specification 5 6 5 5 8 8
Education and Training 6 5 6 1 5 9
Model Evolution, Evaluation, and Deployment 3 1 7 15 6 4

Table 7.1: The Top-Ranked Challenges Comparison and Personal Experience with ML and
ML Model Monitoring.

The results are divided into three experience groups same as in Chapter 5. However, as we men-
tioned, the ratio of the experience level groups is different between our study and the Microsoft
study[3]. The table is sorted by a High experience group ranking on Our Rank.

When we look at Table 7.1, three noteworthy things can be found. First, a few challenges
are similarly ranked depending on the experience of respondents. For example, Scale is
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ranked similarly by medium and high experienced respondents both in our study and the
Microsoft study[3]. Additionally, Collaboration and working culture depict a comparable
tendency. Second, two challenges are relatively ranked high in both studies: 1) End-to-end
pipeline support, and 2) Data Availability, Collection, Cleaning, and Management represent.
These challenges are still highly ranked, even though these challenges show the opposite
result in both studies. For instance, End-to-end pipeline support is ranked at the top by all
respondents in our study, but this challenge is ranked 2nd or 4th in the Microsoft study.

Moreover, Data Availability, Collection, Cleaning, and Management represents the op-
posite case. Therefore, these two challenges are considered relatively important for most
respondents regardless of the experience of users. Third, some challenges are ranked dif-
ferently in both studies. For example, Model Evolution, Evaluation, and Deployment show
quite considerable gaps in the rank of low experienced respondents. This challenge is ranked
3rd in our study; on the contrary, it is ranked 15th in the Microsoft study. We insist that the
reasons for this gap can be their role or background. Also, we argue that the topic difference
can be one of the reasons because the topic of the study is different in both our study and
the Microsoft study.

7.2 Comparison with Existing Solutions

As there are some open-source monitoring systems for machine learning models and life-
cycle management, it is interesting to compare our system with them. As we mentioned
in the previous chapter, the existing solutions such as MLflow[35], Polyaxon[39], and
Prometheus[41], are chosen by our own judgments, based on the criteria that 1) the so-
lution is an open-source system, 2) it covers the major deep learning frameworks, and 3) it
provides visualization features. The comparison results are shown in Table 7.2.

Solutions
Feature ING Monithor solution MLflow Polyaxon Prometheus
Dataset Distribution Synchronization O O O X
Logging Data to Runs O O O O
Log and model Tracking O O O O
Model Customization O O X X
Model Management O O O X
Visualization O O O O
Version control O O O X
Scalability X X O X
Alerting X X X O

Table 7.2: Feature Comparison with Existing Solutions.

The table represents the comparison of major features between existing solutions and the ING
Monithor solution. All features are taken from existing solution websites[35, 39, 41]. ”O” means
the solution includes the feature, ”X” indicates the solution did not have the feature.

When we look at Table 7.2, the ING Monithor solution offers 7 out of 9 features; it does
not support Alerting and Scalability. Because the MLflow solution only provides Scalability
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in a commercial version, we did note in the overview that this feature is not supported. On
the other hand, Polyaxon offers a Scalability feature by having a built-in optimization en-
gine. The engine chooses the best parameter to have the best results with robust scheduling
compared to the other solutions. However, Polyaxon does not support Model Customiza-
tion. The Prometheus solution seems somewhat weaker than other solutions because many
features are missing.

Consequently, since the ING Monithor solution is a self-built system, it suits well with
the ING environments and the ING Model Factory. The ING Monithor solution offers many
essential features for machine learning model management compared to the open-source
systems we researched. Furthermore, the ING Monithor offers the possibility to add new
features. Therefore, we argue that in the short term, the ING Monithor solution offers the
best opportunities. However, if we look into the long term, the open-source systems may
give better opportunities in terms of ensuring the reliability of the program, and engaging
external developers to try and improve the software in more environments[37]. This long
term perspective requires further research.

7.3 Further Research

Our study illustrates that a monitoring system for machine learning models is critical in
3 aspects: 1) maintaining models, 2) checking the model creation process, and 3) user
perceptions on machine learning models and automated model creation process. These are
more pronounced in large environments working and engaging with hundreds of software
development teams. We identify 3 core challenges that require further attention, both in
research and in practice, in order to move the machine learning model management forward.

Trust improvements. In our study, we observed that users perceived that a monitoring
system supports the trust in an automated model creation process by tracking logs. It means
that the monitoring system is one of the factors that provides trust to the users. However,
even though the model creation process is fully automated, the users still want to participate
in the model creation process by checking logs. Also, the users note the logs to the moni-
toring system. There is a need for more insight into the characteristics of this dependency,
since this trust issue can apply to the outcomes. How can the users trust the outcome of
the models created by the automated system?. How can the users fully trust the automated
model creation process without user dependency?. What factors can increase the trust of
the automated model creation process? These questions may lead to better user perception
of the automated model creation process.

Ease of use. We discovered that even though users perceived that a monitoring system
increases the model quality, and offers efficient and relatively fast model management, the
ING Monithor solution does not make managing models easy. In order to know and validate
best practices and other factors that influence the ease of use, further research is required.

Model reviewing time. We found that the number of models does not significantly
influence model reviewing time. This finding suggests that other factors, namely machine
learning model algorithms, or the complexity of models, play a role in machine learning
model management. An investigation of factors that affect the model reviewing time could
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help the field to understand better when (and why) model reviewing time increases.

7.4 Threats to Validity

Although this research yields interesting results, it should be considered against potential
limitations.

Internal Validity. Since the ING Model Factory and the ING Monithor solution were
deployed recently, the collected data is sparse. Moreover, the collected data does not provide
enough relevant information concerning the impact and importance of the ING Monithor
solution on machine learning model management, because only the number of models and
the usage of models can be collected. In order to reduce these risks of data collection, we
performed a survey, and we combined the collected data and survey results.

In our survey design, we phrased and ordered the questions to avoid leading questions
and order effects. To avoid the latter, we did not randomize the questions, but we ran-
domized the options at the ranking questions. The respondents may have been affected by
other respondents. For example, respondents answer questions in a way that is viewed fa-
vorably by others. To mitigate this risk, we made the survey anonymous and informed the
participants that the quantitative results would be analyzed statistically.

External Validity. Our case study was conducted with teams at ING, a large global
banking company that develops software solutions in-house. Some findings can be restricted
to the ING teams and team members who contributed to our surveys. Moreover, because
the survey results rely on ING Monithor solution users who participate in our survey, the
results can be different depending on respondents’ background, the experience level of the
machine learning models and the machine learning models being monitored, and the job
role at ING. Plus, the number of respondees is relatively small, so we cannot generalize our
conclusions to other organizations. In order to reach a general conclusion, this work needs
to be performed in other organizations or environments.
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Chapter 8

Conclusions

In this chapter, we summarize the findings from our study. After this overview, we will
draw some conclusions.

8.1 Overview

The ING data scientists put much effort into developing an automated machine learning
creation system (the ING Model Factory) and a monitoring system for machine learning
models created by the automated system (the ING Monithor solution). After an automated
machine learning framework was released like the ING Model Factory, a monitoring system
became a more important factor in machine learning. This thesis describes the ING Model
Factory in which the machine learning models are created by data scientists and the ING
Monithor solution that supports the monitoring of these models. After that, the thesis illus-
trates the new ING Monithor solution features based on user requirements. Furthermore,
the thesis explains three perceived perceptions by the users of the ING Monithor solution:
1) challenges of machine learning models monitoring, 2) the impact of the monitoring sys-
tem, and 3) the importance of monitoring systems for machine learning models. Lastly, this
thesis depicts a comparison of the challenges, as well as a comparison between the ING
Monithor solution and three existing open-source solutions.

8.2 Conclusions

The goal of our study is to examine the importance and the impact of the ING Monithor
solution on the machine learning model management. To that end, we collected data and
performed a mixed case study. The key findings of this study are:

First, we described the challenges of the ING Monithor solution as perceived by its
users. Furthermore, we compared the results of our study with the outcomes of a Microsoft
study [3] on the same topic. We found that some of the issues were related to the experience
of users with machine learning models monitoring.

Second, we illustrated the impact and importance of the monitoring system. We dis-
covered that the ING Monithor solution provides a relatively fast average reviewing time
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per model. Plus, users of the ING Monithor solution perceived that it supports the models
with regard to quality, the trust of the automated model creation with checking logs, and
usability. Additionally, the monitoring system for a machine learning model is perceived by
the users as a critical role in model management.

Finally, we identified the differences in the existing solution in terms of features for
model management. Even though the ING Monithor solution does not support the fea-
tures Scalability and Alerting, as some of the compared solutions do, still, we argue that
the ING Monithor solution supports sufficient model management. However, as the ING
Monithor solution is deployed recently, more research will require to see the impact of the
ING Monithor solution.
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Appendix A

Survey Questions

In this appendix section, we give an overview of survey questions that we conducted. If
there is no optional selection, the question is an open-ended question. Therefore, people
can answer what they have in their mind. There are three rank questions in qualitative
questions. The first question is ranking all components of the list, and the rest questions are
ranking up to three elements of the list.

A.1 Survey Instruction

This survey is about a monitoring system at ING, in this survey referred to as the ING
monitoring solution.

We are conducting research on the monitoring system for machine learning models.
We would love to hear from you about the impacts and challenges of the ING monitoring
solution, and how you perceive the importance of the monitoring system.

This will help us to understand model usage and quality, as well as user efforts regarding
the ING monitoring solution. The survey should only take around 5 minutes, and your
responses are reported anonymously. The survey results will be used in a master thesis of
TU Delft.

A.2 Part 1: Demographics

1.1 What is your job role in ING?
a. Customer Journey Expert
b. Data Analyst
c. Data Engineer
d. Data Scientist
e. Other

If the answer is selected ”Other”, the following question is asked.
1.1.1 Can you please fill your actual role in ING?
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1.2 How many years of experience do you have with machine learning models in gen-
eral (in- and outside ING)?
a. No Experience
b. 1 year or less
c. 2-3 years
d. 4-5 years
e. 6-7 years
f. 8-9 years
g. 10 years or more

If the answer is selected ”No Experience”, the survey is finished.

1.3 How many years of experience do you have with monitoring machine learning
models in general (in- and outside ING)?
a. 1 year or less
b. 2-3 years
c. 4-5 years
d. 6-7 years
e. 8-9 years
f. 10 years or more

1.4 How many years of experience do you have with the ING monitoring solution?
a. 1 year or less
b. 2-3 years
c. 4-5 years
d. 6 years or more

A.3 Part 2: Quantitative Questions

2.1 How many models are within the scope of your work?
a. 1 model
b. 2-3 models
c. 4-6 models
d. 7–9 models
e. 10 models or more

If the answer is selected ”10 models or more”, the following question is asked.
2.1.1 Can you please indicate the actual number of models?

2.2 How often do you use the ING monitoring solution in order to manage your team’s
models?
a. Less than once in a week
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b. Once in a week
c. 2-3 times in a week
d. 4-6 times in a week
e. 7 times in a week or more

If the answer is selected ”Less than once in a week” or ”7 times in a week or more”,
the following question is asked.
2.2.1 Can you please indicate the actual number of models the ING monitoring solu-
tion is used on?

2.3 How long does it take to verify all your team’s models through the ING moni-
toring solution?
a. Approx. 1 minute
b. Approx. 5 minutes
c. Approx. 15 minutes
d. Approx. 30 minutes
e. Approx. 1 hour or more

If the answer is selected ”1 hour, or more”, the following question is asked.
2.3.1 Can you please elaborate on your choice?

A.4 Part 3: Qualitative Questions

3.1 Can you please mention three challenges of the ING monitoring solution?

3.1.1 Can you rank the following challenges in relation to the ING monitoring solu-
tion?
a. End-to-end pipeline support
b. Data Availability, Collection, Cleaning, and Management
c. Education and Training
d. Model Evolution, Evaluation, and Deployment
e. Collaboration and working culture
f. Specification
g. Scale

3.2 Can you please rank up to three features of the ING monitoring solution that
helped effectively support the model management most?
a. Synchronizes the distribution of dataset, and compares the data distribution of predicted
values and features
b. Search and print the log messages of the data science pipeline
c. Track the progress of the running data science pipeline
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d. Track user-defined metrics
e. Overview of Multiple Models
f. Manage the Projects by Tags
g. Thresholds for metrics

3.3 The ING monitoring solution makes managing my team’s models easy
a. Strongly Disagree
b. Disagree
c. Neutral
d. Agree
e. Strongly Agree

If the answer is selected ”Agree” or ”Strongly agree”, the following question is asked.
3.3.1 Can you please mention three reasons why you agree with this statement?

If the answer is selected ”Disagree” or ”Strongly disagree”, the following question is
asked.
3.3.2 Can you please mention three reasons why you disagree with this statement?

3.4 The ING monitoring solution makes managing my team’s models efficient
a. Strongly Disagree
b. Disagree
c. Neutral
d. Agree
e. Strongly Agree

If the answer is selected ”Agree” or ”Strongly agree”, the following question is asked.
3.4.1 Can you please mention three reasons why you agree with this statement?

If the answer is selected ”Disagree” or ”Strongly disagree”, the following question is
asked.
3.4.2 Can you please mention three reasons why you disagree with this statement?

3.5 The ING monitoring solution increases the quality of my team’s models
a. Strongly Disagree
b. Disagree
c. Neutral
d. Agree
e. Strongly Agree

If the answer is selected ”Agree” or ”Strongly agree”, the following question is asked.
3.5.1 Can you please mention three reasons why you agree with this statement?

If the answer is selected ”Disagree” or ”Strongly disagree”, the following question is
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asked.
3.5.2 Can you please mention three reasons why you disagree with this statement?

3.6 The ING monitoring solution supports trust in the automated model creation pro-
cess
a. Strongly Disagree
b. Disagree
c. Neutral
d. Agree
e. Strongly Agree

If the answer is selected ”Agree” or ”Strongly agree”, the following question is asked.
3.6.1 Can you please mention three reasons why you agree with this statement?

If the answer is selected ”Disagree” or ”Strongly disagree”, the following question is
asked.
3.6.2 Can you please mention three reasons why you disagree with this statement?

3.7. The ING monitoring solution is an essential tool for developing and maintain-
ing machine learning models
a. Strongly Disagree
b. Disagree
c. Neutral
d. Agree
e. Strongly Agree

If the answer is selected ”Agree” or ”Strongly agree”, the following question is asked.
3.7.1 Can you please mention three reasons why you agree with this statement?

If the answer is selected ”Disagree” or ”Strongly disagree”, the following question is
asked.
3.7.2 Can you please mention three reasons why you disagree with this statement?
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