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Abstract

Colloidal particle swarms can show settling velocities over a thousand times as fast as that of a single
particle. The transport of colloidal particles is thus strongly affected by the formation and behaviour of
these particle swarms, which could have important implications for the widespread use and prevalence
of colloidal particles. Swarming effects may for example pose possibilities and limitations to the use of
(colloidal) DNA tracers in various systems. Furthermore, contaminant transport in bluegreen porous
infrastructure may be greatly enhanced due to the rapid settling of swarms of colloidal contaminants,
resulting in rapid spreading of contaminants into the environment.

To better understand colloidal particle swarms in these systems, this thesis studied the effect of
particle concentration on the behaviour of colloidal swarms in varying confining geometries.

To this extent, colloidal particles were injected at various concentrations in a macromodel that
was suspended in a stagnant water column. The macromodel consisted of three different artificial
confining geometries: a smooth fracture, a rough fracture and a pore network. Released swarms were
imaged to determine their velocity, width, travelled distance to bifurcation and particle leakage rates
from the swarm. In the smooth and rough fracture, the settling velocity of colloidal particle swarms
was modelled with the Hadamard & Rybczynski (HR) equation, using the particle leakage rate of the
swarm. The average swarm velocity in the pore network was modelled with equations that described
the Boycott effect.

In both the smooth and rough fracture, the average velocity of the swarm showed a slight decreasing
trend with increasing particle concentration. Presumably, this was caused by the linear relationship
between particle concentration and width of the swarm. Consequently, wider swarms experienced
lower velocities due to increased hydrodynamic drag forces imposed on the swarm. In the pore network,
a strong linear relation was found between the average swarm velocity and the particle concentration. A
larger mass of the swarm may have been the cause for this. The travelled distance before bifurcation
took place did not show a clear relationship with particle concentration. However, in the performed
experiments, swarms did bifurcate at a threshold width in both the smooth and rough fracture. This
threshold width increased with concentration.

The HR model did not fit the swarm velocity in the smooth fracture well, because confining forces
of the fracture walls enhanced swarm velocity, which was not accounted for by the HR model. Yet, in
the rough fracture the HR model did fit well to the observed swarm velocity since the increased drag
forces of wall on the swarm counteracted the confining forces. The effect of particle concentration on
the average swarm velocity in the pore network was sufficiently well modelled in terms of the Boycott
effect.

It was recommended that in future studies laminar flow is introduced to enable better interpretation of
results for natural systems. In addition, a more simple pore network geometry provides a more gradual
transition to the used complex pore network geometry. This would allow for clearer investigation of
swarm behaviour in porous media. Also, more research on swarm behaviour after bifurcation may
provide more insight in the longevity of swarm effects.

To determine if colloidal particle swarms may occur in natural fractured media, results of this study
should be compared to a field study. Both physical and chemical disturbances may severely hinder
colloidal swarms. For both fractured and porous media, injection into a natural sample may provide
more insight in behaviour in natural systems. It is however unlikely that swarming effects play a big
role in urban colloidal contaminant transport in porous media.
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1
Introduction

1.1. Background
There are many suspended particles in natural and wastewater systems; particles with a diameter
smaller than 10 𝜇𝑚 are generally defined as colloids (McCarthy and Zachara, 1989; Stumm, 1977).
Colloid retention and transport processes have been a subject of study in the past decades (Molnar
et al., 2015), with a growing interest since the foundation has been laid out in colloid filtration theory
(CFT) (Yao et al., 1971). Much research has since been done on colloid transport in preferential flow
paths in porous media, which can hugely enhance transport rates. (Bradford et al., 2004; Kjaergaard
et al., 2004; Leij and Bradford, 2013; Mohanty et al., 2016; Saiers et al., 1994).

Recently, another mechanism that can greatly increase colloidal transport rates has been inves
tigated. The occurrence of particles moving as a swarm in porous media and fractures has been
demonstrated (Boomsma and PyrakNolte, 2015; Molnar et al., 2019). These particles settle under
gravity and fluid inertia is negligible. A particle swarm can be seen as an effective continuum with a
larger density than that of the surrounding fluid, remaining a cohesive entity for a long time. The swarm
maintains a clear boundary between the particles that recirculate on the inside and the surrounding
fluid, despite the absence of surface tension at the drop surface (Metzger et al., 2007; Myłyk et al.,
2011; Nitsche and Batchelor, 1997). A key characteristic of a colloidal particle swarm is that its settling
velocity is significantly higher than the Stokes single particle settling velocity:

𝑣0 =
1
18
(𝜌𝑝 − 𝜌𝑓)𝑔𝑎2

𝜇 (1.1)

In which 𝑣0 is the single particle settling velocity [𝑚/𝑠], 𝜌𝑝 and 𝜌𝑓 the density of the particle and fluid
respectively [𝑘𝑔/𝑚3], 𝑔 the gravitational constant [𝑚/𝑠2], 𝑎 the particle diameter [𝑚] and 𝜇 the dynamic
viscosity [𝑘𝑔/(𝑚 ∗ 𝑠)].
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The development of a particle swarm in unconfined conditions has been studied by multiple authors
(Adachi et al., 1978; Grace, 1971; Metzger et al., 2007; Nitsche and Batchelor, 1997; Stone, 1994), but
the work of Machu et al. (2001) has most elaborately described the evolution of such swarms. Upon
injection of the suspension of particles, a bellshaped swarm forms where the rear is an elongated
conical shape as result of the injection process; the swarm somewhat resembles a reversed mushroom
cloud (Figure 1.1, left). It should be noted that some authors find amore spherical shape (Boomsma and
PyrakNolte, 2015; Nitsche and Batchelor, 1997), although Myłyk et al. (2011) had to use a specially
design drop injector for this purpose. As the swarm progresses through the fluid medium, liquid is
entrained at the upper part of the drop, which then starts to circulate. Entrainment of fluid leads to
formation a ringlike structure, that is often referred to as a torus (Figure 1.1, right). At this point,
the torus is still a closed torus, meaning that the streamlines run outside the torus. At the rear, the
recirculating streamlines lead to the ejection of particles from the center of the swarm. However, at
some point, the torus evolves into a open torus, meaning that the streamlines pass through the ring. The
open torus is unstable and at some point bifurcates into two or more smaller swarms. This process then
repeats itself. Throughout this evolution, particles can randomly cross the boundary of the suspension
drop, where the streamlines transport them to the rear of the drop, where it is ejected and forms a tail.
The tail represents the travelled path of a drop and shows the history of its location in time.

Figure 1.1: Different stages of drop evolution, swarm consists of glass particles in glycerin. Taken from (Machu et al., 2001).

While the observation and studying of suspension drops is thus not new, application of swarm
theory to fractures and porous media is one of the latest developments in the field. Swarming effects
of colloidal particles can influence their transport rates, as these swarms are able to travel much faster
than a single particle. Molnar et al. (2019) reports that the settling velocity of a swarm in a dilute
solution under gravity can theoretically be as much as 10,000 times the settling velocity of an individual
particle. Gravity driven swarm behaviour in fractures is different, as the fracture walls influence the
cohesiveness and velocity of the swarm. Crucial to the transport of a swarm through a fracture is the
ratio of fracture aperture to swarm diameter. There exists an optimal ratio in which drag on the swarm
is small and cohesiveness of the swarm is promoted. Boomsma and PyrakNolte (2015) found that
in fractures with optimal aperture, swarms could travel 1000 times as fast as the settling velocity of a
single particle. With these experiments in fractures, it becomes even more evident that particle swarms
cannot be seen as many single particles. Happel and Brenner (1965) present the following equation
for the drag force on a single particle between two parallel walls:

𝐹 =
−6𝜋𝜇𝑎𝑣𝑝

1 − 1.004(𝑎𝑑 ) + 0.418(
𝑎
𝑑 )
3 + 0.21(𝑎𝑑 )

4 − 0.169(𝑎𝑑 )
5 (1.2)

With 𝑣𝑝 the velocity of a single settling particle and 𝑑 the distance of the particle from the wall.
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Boomsma and PyrakNolte (2015) showed that a single particle should not be affected by fracture
walls, since the effect of the walls is negligible around 𝑎

𝑑 ≈ 0.1 and in their experiments, 𝑎𝑑 ≈ 0.001 <<
0.1. However, their results clearly indicate an effect of fracture walls and geometry. Single particle
equations can thus not describe the behaviour of colloidal particle swarms.

It is clear that colloid transport is strongly affected by the formation and behaviour of colloidal particle
swarms. This may have important implications for the widespread use and prevalence of colloidal
particles. An example of such use of colloids is the application of DNA tracers, which have a low
detection sensitivity and allows for multipoint detection by creating DNA ”labels” for each source location
(Liao et al., 2018; Sharma et al., 2012; Tang et al., 2021). These tracers have a DNA core, encapsulated
by a silica layer (Paunescu et al., 2013), and their microscopic size makes them a colloidal particle.
The transport rates of these particles can be different from the fluid in which it travels due to swarming
effects, which could pose possibilities and limitations to use of such tracers.

Swarming effects of colloids can also affect contaminant transport in urban bluegreen infrastructure.
Colloids seem to play an important role in the transport of heavy metals and organic compounds and
colloids may actually be a large fraction of the present (heavy) metals in stormwater runoff (Grout et al.,
1999). Key to many of the bluegreen water management and retention solutions in urban areas is the
high porosity to facilitate rapid stormwater infiltration. However, colloidal swarms may result in even
faster transport of colloidal contaminants into the environment.

The rapid transport behaviour of colloidal swarms can thus lead to problems as described above.
Colloidal swarms in porous media and in fractures have been observed, but the effect of particle con
centration is not yet fully explored. To better understand colloid transport and consequently the appli
cations in which colloidal particles are involved, it is necessary to examine the effect of initial particle
concentration on colloidal swarm behaviour in confining geometries.

1.2. Research question
The proposed research question therefore is the following: What is the effect of particle concentration
on the behaviour of colloidal swarms in varying confining geometries?

1.3. Method and boundary conditions
The optimal fracture regime was firstly analysed to ensure suitable conditions for colloidal swarm trans
port in fractures, as based on Boomsma and PyrakNolte (2015). They suggest that an optimal fracture
aperture exists in which tangential drag of the wall is minimized and confining forces to prevent swarm
bifurcation is optimized. Preparatory experiments were therefore firstly performed with a uranine and
salt solution to investigate the aperture confinement range.

Secondly, the experiments of Boomsma and PyrakNolte (2015) on smooth fractures were repro
duced with colloidal particles. Then, an attempt was made to expand their findings on rough fractures
by using a 3D printed clay fracture. It is hypothesized that colloidal swarms experience large confining
forces and small tangential forces while travelling in a fracture, where the rough fracture should impose
larger tangential forces on the swarm than the smooth fracture. In the pore network, tangential forces
are increased due to a decreased distance of the swarm to the wall. Experiments were thus performed
with increasing complexity regarding the geometry of the environment and its corresponding tangential
forces.
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Thirdly, when more knowledge and experience had been gained on creating swarms, it was studied
if particle swarms can also be expected in porous media and if there are particular concentrations of
colloids for which swarming effects in porous media are not to be expected. In these experiments,
custom made 2D pore networks were constructed and printed.

Finally, simple, first order modelling was applied to give more insight in the effect of concentration
on colloidal swarms in both smooth and rough fractures, as well as a pore network.

This proposed study particularly evaluates the effect of a varying particle concentration and geom
etry on colloidal swarm transport. Although it is known that more factors, such as particle spacing from
the wall, particle diameter, volume, drop size and density affect swarm behaviour, these factors are not
examined in this study. In addition, the scope of this study is limited to fractured and porous media.
The effects of flow velocity are acknowledged (Adachi et al., 1978; Lin et al., 2017; Machu et al., 2001;
Malenda and PyrakNolte, 2016) but not further evaluated.

Chapter 2 describes the applied experimental methods. The used theoretical models are elabo
rated upon in chapter 3 Chapter 4 presents and discusses the experimental and modelling results.
Conclusions and recommendations are put forward in Chapter 5.



2
Methodology

As previously discussed, experiments were performed in artificial fractures and porous media. To test
the artificial samples, a macromodel was constructed. The macromodel consisted of a seethrough
acrylic block and an interchangeable, non seethrough block which contained the surface subject to
testing (i.e. a smooth fracture, a rough fracture and a pore network). The general experimental setup
is discussed in section 2.2. The interchangeable blocks of the macromodel are discussed in sep
arate sections thereafter. The experimental setup was largely based on the work of Boomsma and
PyrakNolte (2015) and Boomsma (2014), who have studied particle swarming effects in fractures.
The majority of experiments have been performed in triplicate.

2.1. Colloidal particles
The colloidal particles used were fluorescent polystyrene beads (R0300B, Thermo Fisher) with a (met
ric) mean particle diameter of 3.2 𝜇𝑚 and a particle density of 1.05 𝑔/𝑐𝑚3. The stock solution had a
mass concentration of 1 %. The excitation wavelength of these particles was 542𝑛𝑚 (greenblue) and
the emission wavelength was 612 𝑛𝑚 (red). The particle density was determined by counting a 100
times diluted stock solution in a Neubauer chamber (Figure A.1, Appendix A) and was determined to
be 650, 000 particles/𝜇L.

Before further handling of the particle solution, the particles were washed to remove the surfactant,
since the surfactant may alter drop shape and surfactant gradients may lead to fluid motion (Stone,
1994). The solution was centrifuged at 13400 RPM for 2 minutes (MiniSpin, Eppendorf), after which the
supernatant was carefully pipetted out. Deionizedwater was then added to the Eppendorf microtube, up
to 1𝑚𝐿. This process was repeated three times. To determine whether the particles were stable in the
solution, the zeta potential was measured (Zetasizer, Malvern Panalytical). A measured zeta potential
of −37.3 𝑚𝑉 ± 3.81 indicated stability of the washed particles in solution (Malvern Instruments Ltd,
2021). The hydrodynamic diameter could also be measured in the Zetasizer and was 4952𝑛𝑚±576.6
(also see Appendix A).

The washed solution was used to create particle suspensions of 0.5, 1, 2, 3.5 and 5% by mass.
Boomsma and PyrakNolte (2015) proposed that particle swarming occurs in the 1 − 4 % range, so a
concentration range from 0.5 to 5 % allowed examination of the effect of initial particle concentration
(𝑐0) on swarming effects in artificial fractures and porous media.

5



6 2. Methodology

The washed stock solution at 1% was centrifuged at 13400 RPM for 2 minutes, after which the
required amount of supernatant could be removed to create a new solution of 5%. This solution could
then be stepwise diluted to create the required concentrations. The diluted samples were thus further
diluted until the 0.5% concentration was achieved. This ensured that the ratio of these dilutions were
accurate, despite possible errors in the creation of the 5% solution.

2.2. Experimental setup
A macromodel was constructed, consisting of a seethrough acrylic block (103𝑚𝑚 ∗ 103𝑚𝑚 ∗ 20𝑚𝑚)
and an equally sized block containing the surface subject to testing, which was either a second smooth
acrylic block, a 3D printed clay fracture wall or a 3D printed pore network (Figure 2.1). The two blocks
of the macromodel were joined by two M5 bolts, placed 1.5 𝑐𝑚 from both the side and the top of the
block. By twisting the bolts, the fracture aperture could be set. A thin nylon cord was used to hang the
macromodel in a large wooden tank (75 𝑐𝑚 ∗ 30 𝑐𝑚 ∗ 23 𝑐𝑚), along which it could also be moved to
ensure a level positioning. The front side of the tank was made of glass, such that the inside of the tank
could be seen. The height of the tank allowed used particles to sink to the bottom, where they were of
no hindrance and remained during the remainder of the other experiments. The water in the tank was
changed between series of experiments, i.e. after the 1 − 5% injections in the smooth fracture, rough
fracture and pore network.

Figure 2.1: Schematic representation of the various surfaces that were tested in the macromodel

The tank was filled with deionized water until the water level was well above the macromodel,
approximately 25 𝑚𝑚 below the top of the tank. This allowed injection of colloidal suspension 1.5 𝑐𝑚
below the top of the macromodel, using a 23G hypodermic needle (0.6∗25𝑚𝑚). The created solutions,
0.5, 1, 2, 3.5 and 5 % by mass, were injected in the macromodel. The concentration of the colloidal
suspension was varied, whilst injection volume was kept constant at approximately 9.5 𝜇𝐿. Variation in
concentration enabled evaluation of the effect of particle concentration on colloidal swarm behaviour. A
mechanical syringe pump (ProSense NE1010) was used to release the swarms at a rate of 1𝑚𝐿/𝑚𝑖𝑛.
A series of LED lights emitting a greenyellow colour was placed on the glass side of the tank in order to
excite the fluorescent particles. Tracing paper was placed between the LEDs and the glass to ensure
a more homogeneous, diffuse lighting environment. A video camera (Canon Legria HF S20) was used
to observe the particles as they moved through the macromodel. The camera filmed with 25 frames
per second. A schematic overview of the setup can be found in Figure 2.2.
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(a) General 3D overview (b) Side view

Figure 2.2: Schematic overview of the experimental setup

2.3. Artificial fractures
Firstly experiments with artificial fractures were performed. This included a smooth fracture and a rough
fracture, which are discussed in the following subsections. The macromodel containing an artificial
fracture was constructed from at least one acrylic plate, which allowed observation of swarming effects
within the macromodel, providing a better understanding and visualisation whether and how swarms
affected transport of colloidal particles.

2.3.1. Artificial smooth fracture
The smooth fracture consisted of two smooth, seethrough acrylic blocks which are separated by two
bolts, as mentioned in section 2.2. Boomsma and PyrakNolte, 2015 found that the ratio of fracture
aperture (d) to swarm diameter (w) was an important controlling factor on swarm transport. An optimally
confined swarm regime was found for 1 < 𝑑/𝑤 < 10, in which swarm bifurcation was inhibited and the
swarm was able to move faster and further. It was chosen to perform the experiment with a smooth
fracture with 𝑑 = 10𝑚𝑚, such that 𝑑/𝑤 ≈ 5. This created the most favourable conditions for swarming
behaviour to be observed. This fracture aperture was in agreement with the observation that enhanced
transport occurred in water for 3.5 𝑚𝑚 < 𝑑 < 20 𝑚𝑚 (Boomsma, 2014).

2.3.2. Artificial rough fracture
Similarly to the smooth fractures, the rough fractured macromodel had a single smooth acrylic block
through which the camera could see. The second acrylic block however was replaced by a 3D printed
clay fracture. The printed model was attached to the first acrylic block in such a way that the highest
peak of the clay fracture touched the acrylic block.

The fracture was based on a 3D scan of a rough clay fracture, created by desiccation of a clay
sample obtained from Uithoorn, NL. The clay was wet, but not saturated, when collected and placed in
a plastic tub with a diameter of 30 𝑐𝑚, where it was left out in the sun to dry for 5 days, with an average
day temperature of approximately 20 °C, to let the clay undergo a natural desiccation process.
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The wide tub ensured that the boundary conditions of the wall were sufficiently far away to prevent
”Ushaped settling” from occurring, as a result of clay sticking to the wall of the tub (Pengel, 2016).
The desiccation process resulted in multiple fractures, with apertures ranging from 1𝑚𝑚 up to 10𝑚𝑚.
Images of the clay sample when it was collected from the field and during and after desiccation can be
found in Appendix B.

The clay sample broke into 3 large chunks, which were digitized via 3D scanning (EinScan Pro). The
digital clay samples had multiple sides, only the sides which were part of a clayclay fracture were cut
off and used for further analyses; the clay sides that got detached from the plastic tub were discarded.
In total, 5 clay sides were long enough to combine into a single new, artificial, clay fracture. The fracture
sides were laid down side to side, such that the original flow direction (top to bottom though a fracture)
was maintained. The bottom of a fracture wall was thus connected to the top of the following fracture
wall (see Figure 2.3).

Figure 2.3: Figure illustrating the processing method of turning multiple fracture walls into a new artificial fracture.

The resulting new fracture had large height differences. Since in a real fracture, the walls run
semiparallel to each other, aperture width throughout the fracture does not vary extremely within a
single fracture. However, because the artificial fracture was to be matched with a straight, flat acrylic
block, this would have been the case for the artificial sample. The new artificial clay sample was
therefore rescaled, such that the peaks on the fracture wall were reduced. The peak in the original
artificial fracture was 28.6 𝑚𝑚, but after a rescaling factor of 0.350, the peak in the rescaled artificial
fracture was 10.0 𝑚𝑚 (see Figure 2.4). Hence, since the artificial fracture was placed with the highest
point touching the seethrough acrylic block, the maximum aperture was 10 𝑚𝑚. This value matched
the largest observed fracture in the original desiccated clay sample. In addition, this aperture, with
approximately 0 < 𝑑/𝑤 < 5, was most likely within the optimal aperture regime. Finally, the artificial
fracture was cropped to a 10𝑚𝑚 ∗ 10𝑚𝑚 plate. It should be noted that rescaling of the artificial fracture
did cause a reduction in surface roughness, as peaks and valleys were smoothed out. However, the
artificial rough fracture did provide a significantly different condition from the smooth fracture and was
therefore a good step towards increasing complexity of the geometry of the macromodel.
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(a) Original unscaled artificial clay fracture. (b) Rescaled artificial clay fracture

Figure 2.4: Artificial clay fracture before and after rescaling with a factor 0.350 in z direction.

Lastly, the clay sample was 3D printed by using a technique called Fused Deposition Modeling
(FDM). A thin polylactic acid (PLA) wire of 0.4 𝑚𝑚 thickness is pushed through a heated nozzle and
builds up the sample in layers. The accuracy of the printing process was 0.1𝑚𝑚. By printing the artificial
fracture wall in a vertical position, the layers of the printing technique were less defined, resulting in a
more continuously varying asperity difference, rather than distinct layers.

2.4. Artificial porous medium
The artificial porous medium was based on the pore network of a material called ”highly porous waste
ceramics” or ZOAK (TileSystems, NL), as abbreviated in Dutch. The porosity of the sample was deter
mined with the following equation.

𝑛 =
𝑉𝑝
𝑉𝑡
= 𝑉𝑡 − 𝑉𝑠

𝑉𝑡
(2.1)

In which 𝑛 is the porosity [−], 𝑉𝑝 is the volume of pores, 𝑉𝑡 is the total volume and 𝑉𝑠 is the volume
of solids, all in [𝑚3]. The ZOAK sample was measured 4 times along each axis and the averages
were taken to compute the total volume. Then, the ZOAK was put in a passively ventilated oven and
weighed until its mass did not significantly change between days. Then, the sample was put in a tank
with a known volume of water and the increase of volume was measured, which is equal to the 𝑉𝑠. The
porosity was computed and was equal to 0.228.

To create an artificial pore network, a 1.5𝑐𝑚 thin slice of ZOAK was cut into two parts of 4𝑐𝑚 ∗ 4𝑐𝑚.
These parts were taped together and scanned in a MicroCT scanner (Phoenix Nanotom MicroCT
scanner), with a resolution of 45 𝜇𝑚 (also see Appendix C). The resulting dataset was analysed using
the pydicom package in Python. The ZOAK piece was reconstructed from 861 xray photos, or ”slices”,
the top and bottommost slices were cut off as they did not accurately represent the sample due to
scattering. The ZOAK was virtually rebuilt as a matrix with values of the elements between 2714 and
26192, which can be correlated to the Hounsfield scale, a measurement of radiodensity (larger values
are more dense). The threshold for identification of a pore was set at 6500, resulting in values below
the thresholds being categorized as pores, whereas above this threshold, elements were categorized
as solid material. This threshold was determined based on the computed resulting porosity and the
measured porosity of the sample, which were matched. Then, the virtual matrix was analysed for a
depth of 50 slices, or 2.25 𝑚𝑚 of ZOAK, and the pore spaces within this range were summed. Every
time a pore was encountered in a slice, it was allowed to overwrite an earlier found solid element, such
that the number of pore elements built up. This method created a 2D representation of a 3D network
by ”flattening” multiple slices into a single one (see Figure 2.5).
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The resulting image contained pore spaces but was not yet a pore network, as there were no paths
for the colloids to travel through. The image was therefore modified (Sirivithayapakorn and Keller,
2003) such that a pore network was created that connected the top and bottom of the sample. To
prevent straining of colloids in the pore network, which is the trapping of particles that are too large to
pass through some critical pore space (McDowellBoyer et al., 1986), pore diameters of approximately
1.5 𝑚𝑚 were manually constructed. This value was based on Beven and Germann (1982), who pro
posed that macropores are in the order of magnitude of 2𝑚𝑚. To enable swarms to move through the
pore network, it was necessary to create pores of this size, since straining is an important mechanism
for colloids with a diameter of 3𝜇𝑚 (Bradford et al., 2004; Bradford et al., 2002) and this process should
not hinder the colloidal swarms. Both the original and modified network can be seen in Figure 2.5.

(a) Original pore network (b) Modified pore network

Figure 2.5: Red represents solid medium, white represents the pore spaces. Values on the axes in pixels

Since the ZOAK sample was approximately 4 𝑐𝑚 ∗ 4 𝑐𝑚 and the macromodel requires a size of
10 𝑐𝑚 ∗ 10 𝑐𝑚, the network had to be upscaled. However, before upscaling was performed, the pores
in the network were narrowed, such that they had realistic dimensions in the upscaled version. The
pores in the matrix were narrowed based on the adjacent cells; the more ”walls” surrounding the cell of
interest, the higher the probability that this cell was converted to a pore wall. This method was applied
4 times to the modified network, such that the porosity of the final network (0.233) closely matched the
measured porosity of the real ZOAK sample (0.228). The network was then modified one last time to
remove the last bits of noise and upscale the image to 10 𝑐𝑚 ∗ 10 𝑐𝑚 (see Figure 2.6). The tortuosity
of the artificial pore network was computed with the following equation.

𝜏 =
𝐿𝑝
𝐿 (2.2)

Where 𝜏 is the tortuosity [−], 𝐿𝑝 the length of the travelled path [𝑚] and 𝐿 the straight distance
between the ends [𝑚].

The length of the travelled path was determined with the A* pathfinding algorithm in Python (Colling
wood, 2021; Swift, 2020) and was performed on a downscaled version of the sample to reduce the
computational intensity. The tortuosity was determined in both height and width direction and were
1.484 and 1.480 respectively.
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It should be noted that the final pore network as seen in Figure 2.6b was rotated 90 degrees counter
clockwise to ensure a sufficiently wide opening for insertion of the needle in the final pore network
geometry (Figure 2.7a).

(a) Original pore network (b) Final pore network

Figure 2.6: Red represents solid medium, white represents the pore spaces. Values on the axes in pixels

Finally, the pore network was 3D printed using FDM. The depth of the pore network was set at 2𝑚𝑚,
whereas the whole plate had a thickness of 4 𝑚𝑚. The 3D printing technique resulted in some small
sharp points on the plate, which were the ends of the heated PLA wire; these were carefully scraped
off with a chisel.

The pore network contained many deadend channels and a larger cavity close to the point of
particle injection, in which the colloidal particles got stuck, reducing the available number of particles
that could travel further through the pore network. To investigate the propagation of the injected particles
in the confining pore network geometry without losing a significant portion of particles, the pore network
was rotated an additional 90 degrees counterclockwise (Figure 2.7b). This pore throat provided a new
geometry to investigate the swarming of particles in.

(a) Pore network (pore geometry 1) (b) Rotated pore network (pore geometry 2)

Figure 2.7: Injection location of colloidal particles (blue point) in the pore network and its rotated version



12 2. Methodology

2.5. Analysis of colloidal swarms
To analyse the behaviour of colloidal particle swarms, firstly the video footage had to be processed
(Subsection 2.5.1), which is summarized in Figure 2.8. Secondly, parameters from the video analysis
had to be evaluated and selected for usage in the colloidal swarm data analysis (Subsection 2.5.2).

2.5.1. Video footage processing

Figure 2.8: Flowchart summarizing the method of processing video footage to obtain clusters along with their parameters.

The camera captured the colloidal particles as they moved through the macromodel. In order to de
termine relevant parameters, such as swarm dimensions and velocity, custom code was developed in
Python.

Firstly, the 25 fps camera footage was converted to separate frames using the OpenCV package
for Python (Weaver, 2017) (see Figure 2.9a). Due to the relative slow movement of the particles, only
each fifth frame was taken, the remaining frames were discarded. The frames were cropped such that
the measuring tape for the pixel to millimeter conversion, the sides of the macromodel and the bolts
were cropped out of the frame.

Secondly, the frames were slightly blurred with a Gaussian filter (𝜎 = 2) to ensure that the swarm
was seen as a whole, rather than multiple separate elements. The fluorescent colour of the swarm was
enhanced by taking the colour channel of the swarm and subtracting 𝛼 times the remaining two colour
channels (see Figure 2.9b). For the smooth and rough fracture, 𝛼 was set at 0.5, whereas for the pore
network, 𝛼 was set at 0.4. A base frame was selected in which no swarm was visible and the maximum
redness (or greenness for the preparatory experiments) in the frame was used as a threshold for swarm
identification. Since the swarms in the smooth and rough fracture experiments left a trail behind, the
base frame was selected just after all clusters had passed and as such, only the trail was included in
the base frame. Consequently, the trail of the swarm was not identified as a cluster. If the colour value
of a pixel in a frame was larger than 1.15 times the maximum of the base frame, it was converted to a
point (Figure 2.9c).
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This value was found with trialanderror to best produce clusters with minimal noise. It can clearly
be seen that only the cluster was identified and the small trail it left behind was not converted to points,
and thus not identified as cluster. Also note that the two air bubbles in the original image were removed
by the Gaussian filter and the colour enhancement.

(a) Original camera footage (b) Colour enhanced footage (c) Coloured pixels converted to points

Figure 2.9: Example from the preparatory experiment. Alpha value of 0.4. Values on axes in pixels.

Thirdly, the created points could be used as basis for theMeanShift Clustering Algorithm in Python
(Comaniciu and Meer, 2002; Pedregosa et al., 2011). This machinelearning based algorithm used
a slidingwindow that searches for the most dense collection of points (Seif, 2018). The algorithm
found the center points of each cluster and allowed determination of width and height of each cluster.
An advantage of this clustering algorithm was that the number of clusters was not predefined. The
bandwidth, or window size, had to be defined and determined the region in which the algorithm was
allowed to compute the maximum density of points. This bandwidth was optically determined to give
good results and was set at 2𝑚𝑚. To prevent noise, such as small bubbles of air, from being identified
as clusters, the minimum cluster size was set at 0.5 𝑚𝑚. The MeanShift algorithm thus identified a
cluster and provided their parameters: the x and zcoordinate of the center (xc and zc respectively).
Its width (w) and height (h) could then be computed by using the minimum and maximum x and z
coordinates respectively. The width and height thus represent the maximum width and height of a
cluster.

Fourthly, after clusters were identified along with their parameters, they had to be matched with
the clusters from the previous frame. The MeanShift algorithm only identified clusters in each frame,
but could not relate the clusters between frames. Therefore, the clusters were assigned a unique ID
which allowed identification of each cluster. If bifurcation of a cluster did not occur, the clusters in frame
i could be uniquely related to the clusters in frame i1, based on the distance between them. The
clusters in frame i were then assigned the ID of the closest clusters in frame i1 (see Figure 2.10,
left). This technique allowed continuation of a cluster over multiple frames and consequently enabled
computation of its velocity (which is elaborated upon in the next paragraph).
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However, if bifurcation occurred, the clusters in frame i could not be uniquely related to the clusters
in frame i1: two clusters would then share the same ID, as two new clusters then both had the same
closest cluster (see Figure 2.10, right). The old cluster (frame i1) was then set to inactive, meaning
that its ID could no longer be used to relate new clusters (frame i) to it. In addition, the clusters in
frame i that shared a common ID from frame i1 were given new IDs and the process repeated. The
described method provided a list of clusters with their xc, zc, w, h, ID, active state and frame where
it was first identified.

Figure 2.10: Identification of the clusters in frame i based on their closest cluster in frame i1. Left shows unique IDs, right
shows nonuniqueness of IDs. Each unique cluster is represented by a unique letter, colour and shape

Finally, the velocity (v) of the swarm could be computed. Therefore, the pixels had to be converted
to millimeters. A measuring tape attached to the macromodel allowed this conversion. The velocity of
a cluster was computed based on the Euclidian distance between the cluster centers between frames.

𝑣 = √(𝑥𝑖 − 𝑥𝑖−1)2 + (𝑧𝑖 − 𝑧𝑖−1)2
𝑝𝑝𝑚 ∗ 𝑓𝑝𝑠5 (2.3)

In which 𝑣 is the velocity [𝑚𝑚/𝑠], 𝑥𝑖 and 𝑧𝑖 the x and z coordinate of the center of the swarm at
frame i [𝑝], 𝑝𝑝𝑚 the pixels per mm [𝑝/𝑚𝑚] and 𝑓𝑝𝑠 the frames per second, which was equal to 25.
This value was divided by 5, since only every fifth frame was kept for analyses (the time between each
analysed frame was thus 1/5 𝑠).

In addition, a smoothed velocity was computed (Boomsma and PyrakNolte, 2015), as the velocity
showed flashy behaviour. A SavitzkyGolay (backwards) filter (Savitzky and Golay, 1964) was used
to smooth position (xc, zc) data. This filter fitted subsets of data to a polynomial with a userdefined
degree via leastsquares fitting. The position data was smoothed with such a filter, using a first degree
polynomial. Where possible, the window size was set at 10% of the number of frames in which a cluster
was active. However, some clusters could only be identified very briefly and were therefore smoothed
with a window of 5 frames if 5 ≤frames ≤20, or a window of 3 frames if 3 ≤frames < 5. For clusters that
existed shorter than 3 frames, the velocity based on raw position data was directly used. It is important
to note that while the smoothed velocity was computed based on the smoothed position data, the used
position and size parameters were computed without any filters.
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A final remark on the swarm analyses is that the written software in general performed quite well,
based on manual comparison with the video footage. There were however cases where clusters
seemed to be counted double, i.e. two clusters were largely overlapping, or clusters of only 1 to 3
points long were identified. When overlapping occurred, one of the overlapping clusters was removed,
based on which clusters were most poorly visible in the graphs. This mainly occurred in the pore net
work experiments, due to spreading out of clusters and leaving a large part of their mass behind, which
where then identified as new clusters upon bifurcation. Clusters with only few (scattered) points were
also discarded, as they were regarded as artefacts picked up or generated by the machine learning
algorithm.

2.5.2. Colloidal swarm data analysis
The size and velocity of the swarm give information on how dominant swarm transport was. The
particles in a cluster experienced enhanced velocities, since the motion of each sphere was increased
due to the motion of the others (Adachi et al., 1978). This colloidal slipstream lead to much higher
velocities of particles in a swarm than single particles would experience. The velocity of a swarm
was therefore a measurement of the dominance of swarming effects. The velocity of the swarm was
however highly dependent on the injection velocity (see Appendix D) and the swarm velocity had to be
normalised to the injection velocity, which was defined as the velocity of the swarm during the injection
period.

The swarm velocity was evaluated at various initial particle concentrations to identify a relationship
between these parameters. To fairly compare swarm velocities across the range of concentrations, the
average velocity of a cluster before its first bifurcation was used. If a cluster did not bifurcate, this was
thus the average velocity over the entire macromodel. Similarly, the average width of a cluster before
its first bifurcation was used in the analysis of particle swarming. In addition, the bifurcation process
was investigated a bit more closely. For this purpose, the velocity, width and travelled distance up to
the point of bifurcation were used.

The above mentioned method however did not hold for the pore network experiments, as the
swarms could not settle in an unhindered fashion, since they had to travel through a pore network.
The pore walls also provided a confining geometry which guided the swarm and therefore resulted
in bifurcation at fixed points; bifurcation parameters such as its velocity and width at bifurcation were
therefore not used. Moreover, the injection velocity stagnated directly after injection due to the con
fining pore network. The average velocity of the swarm in the pore network could therefore not be
normalised to the injection velocity.

Since in the pore network clusters did not follow a single path, the average velocity of the swarm
was computed based on the furthest travelled distance of a cluster over the time it took for that cluster
to reach this point. The ratio of the average velocity of the swarm in the pore network to the average ve
locity at 0.5% initial particle concentration in the pore network was also evaluated, to enable theoretical
analysis as discussed in Chapter 3.

2.6. Validation of experimental setup
To evaluate the effectiveness of the experimental setup, one would usually check the agreement be
tween the series of experiments, which were performed in triplicate. However, since the behaviour of
colloidal particle swarms was so chaotic (Machu et al., 2001; Metzger et al., 2007; Myłyk et al., 2011)
and experiments in triplicate were not sufficient to obtain and apply rigorous statistics, the experimen
tal setup had to be validated differently. Experimental results were therefore compared to those of
Boomsma and PyrakNolte (2015), who used the same particles and a similar setup.
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Since the work of Boomsma and PyrakNolte (2015) was focused on varying fracture apertures,
much of his presented results were normalised to open tank (40 𝑚𝑚 smooth aperture) experiments.
To fairly compare the results to their work, open tank experiments were performed, of which the results
can be found in Appendix E. Due to the importance of the open tank results and the large variation in
experimental results (Machu et al., 2001; Metzger et al., 2007; Myłyk et al., 2011), these experiments
were performed 5 times at each concentration. The results were normalised based on the averages
of these 5 experiments. It should be noted that the velocities in the open tank experiments were also
normalised first to the injection velocity.

2.7. Assessing the particle leakage rate
In order to study the experimental results with theoretical models (Chapter 3), the number of particles
inside a cluster, or blob (a spherical cloud of particles), had to be determined. Moreover, since the
particle leakage rate may be directly related to the velocity of the falling blob (Nitsche and Batchelor,
1997), it was of importance that the leakage rate was determined based on the available experimen
tal results. Because the particles could not be counted individually due to their size, a method was
developed to use the colour intensity as a proxy for the number of particles.

It was known that particles were ejected from the blob at the rear (Machu et al., 2001; Metzger et al.,
2007; Myłyk et al., 2011), as a result of the streamline pattern transporting particles that end up just
outside of the blob due to random displacements (Nitsche and Batchelor, 1997). Observing the colour
intensity of the tail thus provided a method to evaluate particle leakage from the blob.

Another technique to evaluate particle leakage rate was by looking at the colour intensity of the blob
(rather than the tail), to assess its number of particles. In both method, data was processed in such a
manner that the number of particles in the blob was estimated.

2.7.1. Particle leakage via tail analysis
Firstly, to assess the particle leakage via the tail, it had to be determined which part of a swarm was
the cluster and which part was its tail. The clustering algorithm provided the coordinates which belong
to the cluster. The top most coordinate, 𝑧𝑚𝑖𝑛, marked the top of the cluster and hence beginning of
the tail. Note that 𝑧𝑚𝑖𝑛 = 𝑧𝑛𝑒𝑒𝑑𝑙𝑒 = 𝑧0 in the first frame. The difference in 𝑧𝑚𝑖𝑛 between frame i and
frame i+1 provided a window with length Δ𝑧, over which the tail could be analysed (Figure 2.11). It was
therein assumed that there are little to no particles in this window for frame i that fall down such that
they are also included in the window in frame i+1. The window width was set equal to the width of the
blob, since this was wider than the tail and resulted in less computational time due to a smaller window
size. Analysed frames were taken 1 or occasionally 2 seconds apart (when velocity was substantially
lower) to limit computational time. Analysis started when the injection of particles had finished. The tail
analysis was performed up to the point where clusters would bifurcate. After bifurcation, the technique
of finding the windows for tail analysis would get significantly more complicated and this is left for a
future study.
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Figure 2.11: Schematic overview of the method to find 𝑧𝑚𝑖𝑛 and Δ𝑧 for the analysis of particles leaking through the tail.

Secondly, the colour intensity of points that were brighter than 1.15 times the baseframe (as ex
plained previously), was summed (see Figure 2.12c). It should be noted that this method is sensitive
to selection of a baseframe. With only a one frame difference (1/5 second), the edges of the tail were
extended or reduced, leading to an estimate in leakage rate that could differ with 𝑂(10𝐸05) particles
per analysed frame. Baseframes were optically selected to provide a good boundary of the tail. For
this method, it was chosen to use the sum of the colour intensity, as this was able to account for the
shape of the tail. An equal number of particles spread out over a wider tail would result in more points
to sum, but lower colour intensity per point. Conversely, a thin and concentrated tail would have only
few points, but the colour intensity of these points would be large.

(a) Original camera footage, blue box
indicates window in which tail is analysed

(b) Colour enhanced footage, red box
indicates window in which tail is analysed

(c) Zoomed in tail. Points marked red pass
the threshold

Figure 2.12: Example of determining the window for the tail and computing the colour intensity

Lastly, the sum of the colour intensity had to be related to a number of particles present in the tail.
The relationship between number of particles and sum of colour intensity could be found by investigating
the first frame right after injection had ended. In theory, all particles should then have been injected
and the number of particles was thus known. This can then be related to the sum of the colour intensity
of the swarm (see Appendix F). For each series of experiments, a new trend line was computed, since
slight changes in lighting conditions that may have occurred affected the colour intensity measurement.
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2.7.2. Particle leakage via blob analysis
To limit susceptibility of the leakage analysis to selection of the baseframe, a second method was
constructed to evaluate the particle leakage from the swarm, not by estimating the number of particles
leaving the tail, but rather by assessing how many particles remained in the cluster. The uncertainty of
the baseframe selection was eliminated by only taking a circle in the center of the blob. The center of
the blob had a large enough colour intensity to pass the threshold, even with variation in the baseframe.

Firstly, the center of the blob was found with the MeanShift clustering algorithm, as elaborated
upon in Subsection 2.5.1. Both a circle with a varying radius of 0.2 ∗ 𝑅𝑏𝑙𝑜𝑏,𝑚𝑖𝑛 and with a fixed radius
of 7.5 𝑝𝑖𝑥𝑒𝑙𝑠 were set up with the center of the blob as center of the circle. These dimensions were
chosen such that these circles would only include the blob and did not cover the area outside of the
blob. A varying radius was used since this allowed investigation of the core of the swarm only. As
the width and height of the blob changed, the circle in which the colour intensity was evaluated varied
along, as this circle was 20% of the smallest dimension (width or height). However, this would mean
that the colour intensity was not always taken over an equally large area. This is why a fixed radius
was also used to assess the number of particles in the blob.

Similar to the tail analysis method, the colour intensity of points in the circle was computed. How
ever, the blob analysis used the average of the colour intensity, to limit the effect of the size of the
circle. The average colour intensity could then be related to the number of particles by looking at the
average colour intensity in the circle just after injection at all concentrations, for both the varying radius
and the fixed radius (Appendix F).

2.7.3. Particle leakage in the pore network
When attempting to estimate the particle leakage in the pore network, it became clear that both the tail
and blob analysis method were not suitable for assessing the particle leakage rate in the pore network.
Many clusters were identified each frame, rendering the above described methods too complicated to
use.

Therefore, a new method was devised in which subsequent frames were subtracted from one an
other (Figure 2.13), such that the travelled distance between frames was highlighted. The parts of the
swarm that were present in the new frame got a high colour intensity, since the swarm was not present
at those locations in the previous frame and the subtracted colour value was thus low. Having found the
travelled distance of the cluster between frames, it was assumed that all particles above the travelling
part remained in the pore network and their colour intensity (based on the reference to the baseframe)
was summed. This value was then a proxy for the cumulative number of particles ’trapped’ in the pore
network and as such was a measure for the particle leakage rate from the swarm.
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Figure 2.13: Example of subtraction of 2 frames. Bright green indicates high colour intensity, dark blue a low colour intensity.
Values on axis in pixels

2.8. Preparatory experiments
Before the experiments with the fluorescent polystyrene beads were performed, preparatory exper
iments were done with the setup as described in Section 2.2 and 2.5, to verify the existence of an
optimal confinement range as suggested by Boomsma and PyrakNolte (2015). In addtion, these ex
periments allowed optimization of the experimental setup and analyses method before the experiments
with colloidal particles were performed.

These preparatory experiments were performed with a uranine solution (0.112𝑔/𝐿) to which salt was
added (51.19𝑔/𝐿), in order to set the density of the solution to 1.051𝑔/𝑐𝑚3. This solution resembled the
density of the colloidal particles used in the experiments (1.05𝑔/𝑐𝑚3). The added salt created a density
flux, which ensured a downwards motion of the solution and hence, a better imitation of the behaviour
of colloidal particles. The added uranine gave the solution a bright green colour which allowed tracing
of the clusters as they moved through the macromodel. The uranine solution was injected only into
the smooth fractured macromodel with fracture aperture set at 4 𝑚𝑚, 10 𝑚𝑚 and 16 𝑚𝑚. With each
experiment, 25 𝜇𝐿 was injected at a rate of 5𝑚𝐿/𝑚𝑖𝑛 and the resulting cluster formation was analysed
as discussed previously. It should be noted that the colour enhancement was performed in the green
channel, with a subtraction of 𝛼 = 0.4 times the red and blue channel. The results of the preparatory
experiments can be found in Appendix G.

To investigate the role of temperature in the experiments, the water temperature was closely moni
tored during a full series of experiments. Two divers were used, located at the top and bottom of the tank
(Appendix H. Measurements showed only a 0.1 °C difference between the top and bottom of the tank
and increments in temperature of the same order of magnitude. Increase in water temperature during
an experimental series and temperature gradient induced flow was therefore assumed negligible.

The large variation in injection velocity gave rise to the question whether the used syringe pump was
accurate in its ejected volume. The accuracy of the pump was therefore tested in triplicate (each with
a new syringe), measuring each ejected volume 5 times on an analytical balance (Mettler AT261) at 5
different volumes (Appendix H). The standard deviation of ejected volume was low, at 0.24 𝜇𝐿. It was
assumed that this standard deviation could be ignored compared to the effect of the injection velocity
of the pump and did not cause the observed difference in velocities between series of experiments.





3
Modelling of Colloidal Swarms

There are multiple authors that have numerically modelled suspension drops falling under gravity
(Machu et al., 2001; Metzger et al., 2007; Myłyk et al., 2011). The modelling in this thesis was done for
interpretation of the results, rather than prediction of experimental data. Simple models were used to
investigate the effect of concentration on the velocity of a cluster, in smooth and rough fractures and
in the pore network. This chapter will firstly discuss the first order modelling of the velocity of particle
swarms in fractures, after which the pore network is discussed.

3.1. Modelling particle swarm movement through a smooth and
rough fracture

A simple analytical equation for the velocity of a falling cluster of particles was presented by Nitsche
and Batchelor (1997). The analytical equation approximates their numerical model well and was thus
promising.

𝑉𝑏
𝑣0
≈ 6
5𝑁𝑏𝜖 + 1 (3.1)

In which 𝑉𝑏 is the velocity of the blob [𝑚/𝑠], 𝑣0 the single particle settling velocity [𝑚/𝑠], 𝑁𝑏 the num
ber of particles in the blob and 𝜖 the ratio of particle radius (𝑎 [𝑚]) over swarm radius (𝑅 [𝑚]). It should
be noted that the hindered settling effect was ignored (Nitsche and Batchelor, 1997). The last term in
Equation 3.1 was required, as a correction needs to be made for existing slip conditions. However,
when 𝑁 >> 𝑅/𝑎, the slip becomes irrelevant and the last term could be ignored; for all concentrations
used in the experiments in this thesis that was the case. The resulting equation was similar to the
analytical equation in the work of Chassagne (2019), who presented the solution of Hadamard (1911)
and Rybczynski (1911) for a falling fluid drop in a lighter medium.

𝑉𝑠 = 𝑁𝑏
6𝑎

22+3𝜆𝜆+1 𝑅
𝑣0 (3.2)

In which 𝑉𝑠 is the terminal velocity of a spherical swarm of particles [𝑚/𝑠] and 𝜆 is the ratio between
the cloud viscosity and the viscosity of the fluid medium.
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For a dilute swarm of particles, 𝜆 ≈ 1 and the term 22+3𝜆𝜆+1 becomes 5. Equation 3.1 and 3.2 then give
identical results. However, since Equation 3.2 provided more freedom in selecting 𝜆, it was chosen to
use this equation to investigate the effect of concentration on the velocity of particle swarms in smooth
and rough fractures.

The parameters in the Hadamard & Rybczynski (HR) equation (Eq. 3.2) were taken from the swarm
and particle leakage analysis, with the exception of 𝜆, which can be used as a fitting parameter via a
nonlinear least squares fitting function. The model results were then compared to the data, resulting
from swarm analysis, and mismatch to the data could be explained by using the HR formula.

3.2. Modelling particle swarm movement through a pore network
The smooth and rough fracture experiments were both examples of a gravity driven settling cluster of
particles, also called a blob. In the pore network however, there were no free falling conditions, since
the pore walls confined the particles to its geometry. The equations used in the fracture did thus not
hold for the pore network.

However, the pore network could be seen as a system of tubes under various inclinations. An
interesting phenomenon that occurs in such systems is the Boycott effect. As the colloidal particles
sediment onto the pore wall, a thin sediment layer is formed (C, Figure 3.1), which rapidly moves
downward under the effect of gravity and consequently enhancing the settling rate (Chassagne, 2019).
Due to the incompressibility of the suspension and the conservation of volume, a clearfluid moves to
the top of the pore throat along the downwardfacing pore wall (D, Figure 3.1). An analytical solution
for monodispersed particles and negligibly small particle Reynolds number was given by Davis and
Acrivos (1985), who stated that, apart from pore geometry and solids concentration, the settling rate
was governed by two (dimensionless) parameters. The first one was the sedimentation Reynolds
number, 𝑅𝑒𝑠 and the second one was the ratio of the sedimentation Grashof number to 𝑅𝑒𝑠, Λ.

Figure 3.1: Schematic representation of particles sedimenting in a tube. Figure taken from Chassagne (2019)

𝑅𝑒𝑠 = 𝜌𝑓𝐻𝑣0/𝜇 (3.3)

With 𝑅𝑒𝑠 being the sedimentation Reynolds number, 𝜌𝑓 the fluid density [𝑘𝑔/𝑚3], 𝐻 the vertical
height of the suspension [𝑚], 𝑣0 the single particle settling velocity [𝑚/𝑠] and 𝜇 the dynamic viscosity
[𝑘𝑔/(𝑚 ∗ 𝑠)].



3.2. Modelling particle swarm movement through a pore network 23

From this, it followed that:

Λ =
𝐻2𝑔(𝜌𝑝 − 𝜌𝑓)𝜙0

𝑣0𝜇
(3.4)

With 𝜌𝑠 the density of particles [𝑘𝑔/𝑚3] and 𝜙0 the volume fraction of particles. Finally, the equation
of the clearfluid layer thickness was required for the computation of velocity through the pore.

𝛿(𝑥) = Λ−1/3(3𝑥𝑡𝑎𝑛𝜃)1/3 (3.5)

Where 𝛿 is the clearfluid layer thickness [𝑚], 𝑥 the x coordinate along the channel wall [𝑚] and 𝜃
the inclination of the channel. The equation for the velocity as presented by Davis and Acrivos (1985)
was then:

𝑢𝑥 = Λ1/3(�̃��̃� −
1
2�̃�

2)𝑐𝑜𝑠𝜃 (3.6)

In which 𝑢𝑥 is the velocity parallel to the downwardfacing wall of the channel [𝑚/𝑠], �̃� [𝑚] is given
by �̃� = Λ1/3𝑦, with 𝑦 the distance from the wall [𝑚], �̃� [𝑚] given by �̃� = Λ1/3𝛿.

Using Equation 3.6, the relationship between concentration and velocity through the pore was in
vestigated. By only varying the particle (volume) concentration, 𝜙0, in Equation 3.4, its effect on the
velocity could be determined. It should be noted that Equation 3.6 was not used to compute the exact
velocity in the pore network, but only to analyse the value resulting from this equation to compute the
ratio of 𝑢𝑥(𝜙 = 𝜙0,𝑖) to 𝑢𝑥(𝜙 = 𝜙0,𝑗), in which 𝑖 is a volume concentration related to either 0.5, 1, 2,
3.5 or 5% concentration by mass and 𝑗 is the volume concentration related to 0.5% concentration by
mass. Thereby, a relationship between concentration and velocity could be inferred. This was done
since the pore network consisted of multiple inclined pores and analysis would become too extensive
if each pore had to be analysed.





4
Results and Discussion

In this chapter, the results of the experiments are discussed. Firstly, results of the smooth fractures,
rough fracture and pore network experiments are presented, after which they are discussed. Secondly,
results of the particle leakage analysis are put forward. Finally, the modelling results of the smooth
and rough fracture and pore network are presented and elaborated upon. Results of the preparatory
experiments can be found in Appendix G.

4.1. Experimental results
This section discusses the results from the injection experiments in the various macromodels. Since
observed velocities were highly correlated with the injection velocity, all velocities presented were nor
malised to the injection velocity of that experiment.

4.1.1. Smooth fracture
Result of validation test
Figure 4.1 shows the velocity of the swarm at bifurcation, at 30𝑚𝑚 and at 60𝑚𝑚 depth. The velocities
were divided by its open tank equivalents. Figure 4.2 shows the travelled distance of the swarm to bi
furcation over the corresponding open tank value. Results were in line with the results of Boomsma and
PyrakNolte (2015) (their Figure 5.8a and 5.8b respectively), successfully validating the experimental
setup.

Figure 4.1: Smooth fracture, fracture aperture over swarm
width versus the velocity at various depths over their cor
responding open tank value

Figure 4.2: Smooth fracture, fracture aperture over swarm
width versus the distance to bifurcation over its corre
sponding open tank value
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The found velocities were generally a bit lower, which was explained by a larger open tank velocity,
roughly 23 times as large. This may be caused by the fact that the injection rate in the experiments
of this thesis was twice as large as that of Boomsma and PyrakNolte (2015). In general however, the
found results matched well in their order of magnitude.

Velocity of a swarm
The effect of concentration on the average velocity of the cluster until its first bifurcation and its average
width are shown in Figure 4.4 and Figure 4.3 respectively.

Figure 4.3: Smooth fracture, concentration versus aver
age velocity

Figure 4.4: Smooth fracture, concentration versus aver
age width

No clear trend could be observed, but a slight declining line seemed to be present. Interestingly
enough, the velocity did not increase with concentration, despite the larger number of particles which
could have increased the density of the swarm and therefore also increase its velocity.

An explanation can be found by looking at the average width of the cluster until first bifurcation
occurred as function of the concentration (Figure 4.4), which clearly showed an increasing average
width as the initial particle concentration increased. Although a swarm consisted of many particles, the
swarm could be regarded as a single entity that experienced hydrodynamic forces. As with a single
particle, the swarm should have experienced larger drag forces as the width of the swarm increased.
So, if the width increased, the velocity should have decreased as a consequence and this may explain
the slight declining velocity with increasing concentration.

It was indeed the case that the velocity of the swarm decreased as its width increased (Figure 4.5).

Figure 4.5: Smooth fracture, average width versus aver
age velocity

Figure 4.6: Smooth fracture, normalised average width
versus average velocity
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However, as showed previously, the width was also concentration dependent. When analysing the
relationship between width and velocity, the width should be normalised to the concentration in order to
separate the effect of concentration and width on the velocity. Having normalised the width to 𝑐0 = 2%
(Figure 4.6), the relationship became even more pronounced: the wider the cluster became, the lower
its velocity. This observation matched that of others such as Metzger et al. (2007), who also stated that
the flattening of a suspension drop may contribute to the decrease in its velocity.

Bifurcation of a swarm
An intriguing feature of colloidal particle swarms was their bifurcation (Figure 4.7).

Figure 4.7: Smooth fracture, concentration versus distance to bifurcation

It seemed there was a weak trend that the distance to bifurcation increased with increasing particle
concentration, implying that larger initial particle concentrations lead to more stable swarms.

Investigating the relationship between velocity at bifurcation and distance to bifurcation (Figure 4.8)
clarified two things: (i) bifurcation did not occur at a threshold velocity below or above which the swarm
bifurcated and (ii) the bifurcation distance increased with larger average velocity, since it was highly
correlated to the velocity at bifurcation (Figure 4.9). This result was also found in literature, where a
larger swarm velocity lead to further travelled distance until breakup (Myłyk et al., 2011).

Figure 4.8: Smooth fracture, velocity at bifurcation versus
distance to bifurcation

Figure 4.9: Smooth fracture, average velocity versus the
velocity at bifurcation
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Evaluating the width of the swarm at bifurcation as function of the initial particle concentration also
provided new insights.

Figure 4.10: Smooth fracture, concentration versus width
at bifurcation

Figure 4.11: Smooth fracture, concentration versus width
at bifurcation normalised to 𝑐0 = 2%

The width of the swarm at bifurcation increased with a larger initial particle concentration (Figure
4.10). However, normalizing to 2% concentration (Figure 4.11), it can be seen that bifurcation occurred
at a threshold cluster width, just above 5 𝑚𝑚. Bifurcation of a cluster thus occurred at a threshold
cluster width that linearly increased with particle concentration.

Metzger et al., 2007 reported that breakup of drops occurred at a fixed aspect ratio (which differed
between experimental and numerical results). This could not be reproduced in experiments of this
thesis. An explanation can be found in the used clustering algorithm used to analyse the swarms.
Large heights of swarms were occasionally found due to a late bifurcation acknowledgement. At these
points, the swarms were already bifurcating if evaluated by eye, visible by the reverse V shape. The
algorithm however still identified this V shaped swarm as a single cluster. Only when the arms of
the V disconnected, the swarm was acknowledged to have bifurcated and two smaller clusters were
identified. This lead to large heights at bifurcation. These differing heights at bifurcation resulted in
varying aspect ratios, which may explain why no threshold aspect ratio was found.

In addition, the shape of the injected swarm can greatly affect torus formation and bifurcation (Stone,
1994). Nitsche and Batchelor (1997) reported that their initially shaped cloud was highly stable and
maintained its cohesion and size and bifurcation was not mentioned. Metzger et al. (2007) however
reported that, although their swarms were spherically shaped, breakup of swarms still occurred. These
differences may be explained by the high sensitivity of streamlines to the configuration of the swarm
and evolving torus, leading to large variation between experiments (Machu et al., 2001).

4.1.2. Rough fracture
Result of validation test
Both the velocity of the swarm at various depths over their open tank values (Figure 4.12) and the
distance the swarm travelled to bifurcation over its open tank value (Figure 4.13) matched the results
of Boomsma and PyrakNolte (2015) (their Figures 5.20a and 5.20b respectively). This provided strong
evidence that the experimental setup had been correctly implemented.
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Figure 4.12: Rough fracture, fracture aperture over swarm
width versus the velocity at various depths over their cor
responding open tank value

Figure 4.13: Rough fracture, fracture aperture over swarm
width versus the distance to bifurcation over its corre
sponding open tank value

There was less agreement between these experiments and work of Boomsma and PyrakNolte
(2015) for the rough fractures than for the smooth fractures, but this was to be expected. The rough
fracture in this work differed from their work and inevitably lead to different results. The velocity differed
by a factor 3 to 4, which was partially explicable by the larger used injection velocity and may also be
attributed to larger height differences in the rough fracture of this thesis, leading to a larger roughness
and consequently imposing more drag on the swarm, reducing its velocity. However, results were still
generally in the same order of magnitude and the experimental setup was therefore deemed successful.

Velocity of a swarm
The relationship of particle concentration versus the velocity of the swarm and versus the width of the
swarm in the rough fracture is presented below.

Figure 4.14: Rough fracture, concentration versus aver
age velocity

Figure 4.15: Rough fracture, concentration versus aver
age width

The average velocity up to bifurcation did not show a clear relationship, but a slight declining velocity
with increasing initial particle concentration hinted toward a somewhat declining trend (Figure 4.14).

Similarly to the smooth fracture, the average width of the swarm until bifurcation occurred increased
with larger particle concentrations (Figure 4.15). As discussed before, this larger width lead to a reduc
tion in velocity due to increased drag forces that were imposed on the swarm.

Again, as predicted, the average velocity up to bifurcation decreased as the average width of the
cluster increased (Figure 4.16). However, since the width was concentration dependent, normalization
of the width to 𝑐0 = 2% was performed (Figure 4.17) to eliminate the effect of concentration. The
declining cluster velocity with increasing cluster width supported the slight trend of declining velocity
with increasing concentration (Figure 4.14).
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Figure 4.16: Rough fracture, average width versus aver
age velocity

Figure 4.17: Rough fracture, normalised average width (to
𝑐0 = 2%) versus average velocity

The relationship between average cluster velocity and its width was less pronounced for the rough
fracture than for the smooth fracture, which may be caused by the additional drag forces imposed on
the cluster due to increased roughness of the wall. These asperity differences in the rough fracture may
have torn the swarm apart and caused more variation in width, resulting in a poorer linear relationship.

Remarkable was the similarity between the velocity and width of the swarm in the smooth (Figure
4.6) and rough (Figure 4.17) fracture. An explanation may be found in the aperture range of the rough
fracture. Boomsma and PyrakNolte (2015) reported that swarms no longer strongly responded to the
fracture aperity height for 2.5 < 𝑑/𝑤 < 5, but instead showed behaviour similar to that in the smooth
fracture. Since the fracture spacing (𝑑) was set at the maximum asperity height of 10 𝑚𝑚, the aver
age fracture spacing was less than 10 𝑚𝑚 and consequently the 𝑑/𝑤 ratio may have been too small,
causing the velocity and width of the swarm to be more similar in the smooth and rough fracture.

Bifurcation of a swarm
The distance to bifurcation of a cluster seemed to be rather independent of the initial particle concen
tration (Figure 4.18).

Figure 4.18: Rough fracture, concentration versus distance to bifurcation

Interestingly, clusters appeared to be less prone to bifurcation at lower initial particle concentrations,
a finding also reported in work of Metzger et al. (2007).

It could however again be verified that the travelled distance of the swarm to bifurcation depended
on its velocity at bifurcation (Figure 4.19), which was correlated to the average velocity up to bifurcation
(Figure 4.20).
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Figure 4.19: Rough fracture, velocity at bifurcation versus
distance to bifurcation

Figure 4.20: Rough fracture, average velocity versus the
velocity at bifurcation

Hence, the faster the cluster moved, the further it got before it bifurcated; this matched results found
in the smooth fracture. Moreover, like in the smooth fracture, the distance to bifurcation did not occur
at a threshold cluster velocity.

The effect of concentration on the width at bifurcation provided valuable insights.

Figure 4.21: Rough fracture, concentration versus width
at bifurcation

Figure 4.22: Rough fracture, concentration versus width
(normalised to 𝑐0 = 2%) at bifurcation

Bifurcation did occur at a threshold cluster width, which can be seen from the normalized (to 𝑐0 =
2%) width at bifurcation (Figure 4.22). This threshold matched the 5.2𝑚𝑚 found in the smooth fracture.
Moreover, the same relation between swarm width at bifurcation and particle concentration (Figure
4.21) was found for both the rough and smooth fracture. This could either indicate that the bifurcation
width threshold was unaffected by the confining geometry, or reaffirmed the hypothesis that the fracture
walls may have been placed too close together, which lead to similar behaviour in the smooth and rough
fracture. It was most likely the former, since the normalised cluster width at bifurcation in the open tank
experiments (Figure 4.23) also showed a threshold width of 5.5 𝑚𝑚 at a particle concentration of 2%.
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Figure 4.23: Open tank, concentration versus the the width (normalised to 𝑐0 = 2%) at bifurcation

4.1.3. Pore network
The average velocity in the pore network followed a strong linear increase with increasing concentration
(Figure 4.24) for both sets of experiments in pore geometry 1, as well as pore geometry 2.

Figure 4.24: Pore network, concentration versus the average velocity

At higher concentrations, pore geometry 2 showed a larger average swam velocity than the pore
geometry 1. At all concentrations, the swarm flowed through the pore network as a viscous fluid, resem
bling the flow of lava down a volcano. Interestingly so, the travelled distance did not differ significantly
at various concentrations (Figures 4.25a & 4.25b), meaning that the increase in average velocity was
solely due to faster (average) movement of the swarm through the network. The larger observed ve
locity at higher concentrations could be caused by the increased number of particles in the swarm,
resulting in larger mass and thus larger gravitational driving force. This, in combination with a lack of
swarm widening with increasing particle concentration, may have lead to an increased velocity with
increasing concentration.
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(a) Pore geometry 1 (b) Pore geometry 2

Figure 4.25: Pore network, concentration versus travelled distance in the original and rotated pore network

After injection, the swarm shortly came to a halt due to the confining geometry of the pore network,
after which it quickly settled to the upward facing pore wall. The swarm was guided through the pore
network by the pore walls. Upon an encounter with a cavity in the pore wall, the swarm followed the fill
and spill theory. The particles would fill up a cavity and, once full, spilled over, after which the particles
continued their way down the pore wall.

When the upward facing pore wall ended, the particle swarm initially fell straight down at the edge of
the upward facing wall, creating a waterfall of particles (Figure 4.26a). Shortly after however, particles
seemed to follow the pore wall a bit longer, sticking to the wall after which they eventually detached
and continued their way downwards too (Figure 4.26b).

(a) Particles falling straight down (b) Particles sticking to the wall

Figure 4.26: Example of the particles falling down straight initially, and a few seconds later when particles stick to the wall
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The travelled distance was mainly determined by the fact that the particles encountered a larger
cavity which could not be entirely filled and spilled over due to the large volume of the cavity. Too many
particles were captured in earlier cavities, resulting in a too low volume of particles to fill up the last cavity
in which particles got trapped. Unfortunately, at larger concentrations (3.5% and 5%), where perhaps
a sufficiently large number of particles was present to overcome the last cavity, leakage of particles
occurred between the pore network and the covering acrylic block. The particles thus leaked from the
cavities between the pore network and the wall, prematurely ending the experiment as particles leaked
from the experimental setup.

Remarkable was the larger average velocity of the swarm at 𝑐0 = 3.5% and 𝑐0 = 5% in pore
geometry 2. One possible explanation may be that there were no early encountered cavities in which
particles got stuck. Consequently, particles could not leak between the pore network and the acrylic
block, and their number remained large, possibly leading to the larger observed velocities. This would
fit the observation that larger concentrations, thus more particles lead to an increased velocity. The
change in channel geometry in the pore geometry 2 was most likely not responsible for the larger
velocities at higher concentrations, since this would mean that also the lower concentrations should
have experienced increased velocities compared to pore geometry 1.
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4.2. Particle leakage results
4.2.1. Smooth fracture
The number of particles in a blob as estimated from both the tail and varying radius and fixed radius blob
method (Figure 4.27) in general showed a clear declining trend, indicating that the blob lost particles
as is travelled through the fracture. The tail method generally produced more stable leakage rates,
whereas the blob method showed more flashy results.

(a) Smooth fracture 0.5% (b) Smooth fracture 1%

(c) Smooth fracture 2% (d) Smooth fracture 3.5%

(e) Smooth fracture 5%

Figure 4.27: Smooth fracture, number of particles in the blob as estimated via the tail method and variable and fixed circle
radius via the blob method
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The differences between the varying circle and fixed circle radius in the blob method were small.
Presumably, this was the case since both methods assess the colour intensity at the core of the blob,
which was significantly more colour intense than the baseframe. Consequently, all pixels in the circle
were used in computation of the average colour intensity. Since the average value of the colour intensity
was used to estimate the number of particles, the effect of the varying area was compensated for. If the
fixed radius was taken such that it did not exceeds the blob bounds, both methods thus lead to similar
results.

Since results between the varying radius and fixed radius differed so little, they were regarded as
one method. It was chosen to use the results of the fixed radius blob method to represent the blob
analysis method, as the fixed radius did not produce a negative number of particles in the 𝑐0 = 0.5%
experiment.

There were however noticeable differences between the tail and the blob analysis method. Firstly,
the tail method started at the theoretical correct number of initial particles. Since the number of particles
in the blob method was based on a fitted trend line and data points either lied above or below the trend
line, the number of particles at the start did not match the theoretically determined values for the blob
method.

Moreover, the blob method predicted much larger leakage rates than the tail method, as seen by
the steeper decline in number of particles. This feature may be caused by the increasing width of the
blob as it progressed through the fracture. The particles inside the blob were then distributed over
a larger area, leading to a lower colour intensity of the blob. As a result, the computed number of
particles reduced, even if the blob had not lost any particles. The combined effect of particle leakage
with widening of the swarm could cause the steep decline in number of particles that was observed.

The number of particles in the blob at 2% and 3.5% (Figure 4.27c, Figure 4.27d) showed a note
worthy feature; the number of particles in the blob increased rather than decreased. The cause of this
phenomenon was the tail that caught up with the leading blob, an observation also made by Machu
et al. (2001). The hypothesis was that the blob slowed down after injection due to an increase in width
and thus drag, allowing the particles in the tail to catch up and merge with the blob. Analysis of the
velocity and width at 2% and (Figure 4.28a) confirmed this idea. At 3.5% however, no reduction of
velocity of the blob is visible (Figure 4.28b), questioning the aforementioned hypothesis. Catching up
of the tail could also be attributed to a slipstream effect. Particles in the tail moved in the wake of the
larger blob in front, which reduced their hydrodynamic drag and allowed them to catch up with the blob.

(a) Smooth fracture, 2% (b) Smooth fracture, 3.5%

Figure 4.28: Smooth fracture, velocity and the width of the blob over time at 2% and 3.5% initial particle concentration
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It should also be noted that the particle leakage rate as predicted by the tail method at the end of
the 1% and 2% concentration experiment was close to zero and the number of particles in the blob
therefore approximately constant. No particles leaking from the blob must mean that there was no tail
in which the number of particles could be estimated. Indeed, upon checking the video footage, blobs
appeared to lose their tail at some point, an observation also reported by Machu et al. (2001).

The fact that the particle leakage rate in the tail method followed a more slowly decreasing line
over time matched the observation in the experiment that the tail became thinner until it became dis
connected and are also in line with findings of Machu et al. (2001), who also mentioned that ”the tail
becomes increasingly thinner as the drop continues to fall” and consequently, the particle leakage rate
via the tail should decline.

Moreover, the tail method produced much more stable leakage rates, which was also observed
in the experiments. Although the thickness of the tail differed, which may indicate a varying particle
leakage rate, the leakage rate proposed by the blob method was too flashy. Despite the fact that both
methods produce a percentagewise particle leakage rate that declined with increasing concentration
(Metzger et al., 2007), the blob method estimated a too large percentage particles lost (Figure 4.29b),
when optically checked in the video footage. The lower percentage wise particle leakage rates in the
tail method (Figure 4.29a) were more plausible.

Of the two methods, the tail analysis method was presumed to provide the best estimate for the
particle leakage rate in the smooth fracture.

(a) Tail method (b) Blob method

Figure 4.29: Smooth fracture, percentage of particles lost from the blob compared to the initial number of particles
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4.2.2. Rough fracture
Both the tail and blob analysis method clearly showed that the number of particles in the blob decreased
over time (Figure 4.30).

(a) Rough fracture 0.5% (b) Rough fracture 1%

(c) Rough fracture 2% (d) Rough fracture 3.5%

(e) Rough fracture 5%

Figure 4.30: Rough fracture, number of particles in the blob as estimated via the tail method and variable and fixed circle
radius via the blob method

As seen previously, the tail method produced more stable leakage rates, while the blob method
showed more smaller and larger peaks. Remarkable was the low number of particles in the blob
determined by the blob method at the end of the experiment. This was so extreme, that the blob
method estimated a negative number of particles in the 𝑐0 = 2% experiment in the last two seconds.
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The differences between the varying circle radius and the fixed circle radius in the blob method
were small, except at the 0.5% initial particle concentration (Figure 4.30a). The blob in this experiment
was exceptionally narrow and consequently the fixed circle included some parts outside the swarm
boundary, lowering the average colour intensity and thus the number of particles. Since a portion of
the background colour was included, the average colour intensity was much more stable and therefore
the number of particles in the blob was too.

A note that should be made for the 𝑐0 = 0.5% fixed radius blob method is that the average colour
intensity data point locally had a poor fit to the trend line (Figure F.2b, RF set 1), leading to a significantly
larger underestimation of the number of particles than usual. Because the trend line estimated close
to zero particles in the blob, this was compensated for by adding 3𝐸06 (approximately the theoretical
initial number of particles) to the number of particles in the blob.

Because the varying and fixed radius in the blob method provide highly similar results, but the fixed
radius produced better results at 𝑐0 = 0.5%, it was chosen to use the fixed radius as representative
results for the blob method.

Difference between the tail and blob analysis method were still present, with the number of particles
in the blob analysis method declining at larger rates than for the tail analysis method. As with the smooth
fracture, this may be caused by widening of the blob which reduced its average colour intensity. As a
result, the blob method estimated significantly more particle leakage from the blob than the tail method
(Figure 4.31), with unrealistic leakages rates up to 101% in the blob method.

(a) Tail method (b) Blob method

Figure 4.31: Rough fracture, percentage of particles lost from the blob compared to the initial number of particles

The leakage rate over 100% may be explained by the relationship between the colour intensity and
the number of particles (Appendix F, Figure F.2). If the colour intensity dropped below the value that
was related to zero particles, it was estimated that a negative number of particles was present, leading
to a leakage rate over 100%. This may either be due to a poor local fitted trend line or the spreading
of the swarm in width and depth leading to low colour intensities.

The fading of the tail and thus a reduction in particle leakage was also better captured in the tail
analysis method (Figure 4.30c), visible by the near constant number of particles in the blob at the end
of the experiment. These described differences, together with a more stable leakage rate that matched
experimental observations, make that the tail method was most probable to provide plausible estimates
for the number of particles in the blobs.
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4.2.3. Pore network
The determination of particle leakage rate in the pore network lead to peculiar results, with unrealistic
numbers of particles and sudden peaks or declining trends of particle numbers left in the system. The
particle leakage rate was thus not used, since due to the comprehensiveness of other elements of this
study, no new attempt was made to estimate particle leakage in the pore network.

While no clear reason for the random peaks could be found, the unrealistic number of particles and
the declining number of them trapped in the pore network could be explained. The declining number
of particles may have been caused by the settling of particles on a pore wall, where they would spread
out more evenly over the ’depth’ of the pore (as seen from the camera). This could have resulted in the
particles in the back not being accounted for properly via colour intensity, thus resulting in a declining
number of particles over time.

The unrealistic number of particles may be caused by leakage of particles between the printed pore
network and the covering acrylic block, that did not make a watertight fit. At larger concentrations,
leakage became more pronounced and this thin leaking layer was also accounted for in the number
of particles trapped in the system. The larger area of a thin layer of particles may have resulted in
overestimating the number of particles that were left in the pore network.
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4.3. Modelling results
Modelling the velocity of swarms required an input of the number of particles in the blob. It was previ
ously shown that the tail analysis method produced better results in both the smooth and rough fracture.
The number of particles in the blob as estimated by the tail analysis method was thus used in the mod
elling of colloidal swarms.

4.3.1. Smooth fracture
The velocity of the swarm determined by swarm analysis and as computed with the Hadamard & Ry
bczynski (HR) model (Equation 3.2) are compared in Figure 4.32.

(a) Smooth fracture 0.5% (b) Smooth fracture 1%

(c) Smooth fracture 2% (d) Smooth fracture 3.5%

(e) Smooth fracture 5%

Figure 4.32: Smooth fracture, velocity based on experimental data and the HR model
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It should be noted that the HR model velocities were offset to start at the same velocity as the data
to enable comparison between the two. At 𝑐0 = 5%, this offset, combined with the steep slope of
the HR velocity, caused the HR velocity to end up at a negative velocity (Figure 4.32e). Between the
bounds of 1 ≤ 𝜆 ≤ 1000, the HR model fitted the data best if 𝜆 = 1. At all initial particle concentrations
except for 0.5%, the HR model swarm velocity showed a steeper decline than the data, resulting in a
poor fit. This was also the reason that the 𝜆 = 1 for these experiments; not because it was the best fit,
but because the bounds did not allow this value to drop further into the physically impossible domain.

The offset required to start the HR model at the data velocity may have been caused by an error in
determination of the blob width. The too steeply declining velocity could be caused by an error in the
leakage rate estimate, a faulty 𝜆 estimate or not accounting for the confining forces of the fracture wall
on the swarm. These hypothesis were tested and discussed in the following.

If the width, 𝑅, of a blob was wrongly determined during swarm analyses, the computed HR swarm
velocity would be offset. A too large determined width would lead to a lower velocity, while a too small
determined blob width leads to a larger HR velocity. The required offset for the HR velocity to match
the data, along with the required error in blob width determination (Table 4.1) showed that the error
should be improbably large and highly inconsistent. An error in blob width determination during swarm
analyses was thus an unlikely cause for the offset that was observed between the HR model velocity
and the observed swarm velocity.

Table 4.1: Smooth fracture, the required offset for HR velocity to start at the data velocity. Negative offset means HR velocity
had be adjusted downwards to match data

0.5% 1% 2% 3.5% 5%

Offset (mm/s) 0.055 0.578 0.032 0.994 0.922
error in R (%) 16 38 1 26 40

An error in estimation of the number of particles in a blob, 𝑁𝑏, would have resulted in an error in
the HR velocity as can be seen in Equation 3.2. A too large large particle leakage rate would result
in a too quickly declining velocity. However, even if Nb was set to be constant and equal to the initial
number of particles, the HR velocity still declined too rapidly, having a velocity lower than observed.
The mismatch between the HR velocity and data could thus not be explained by an error in the leakage
rate.

By increasing the estimate of 𝜆, the HR velocity decreased. If 𝜆 increased from 1 to 1000, the
denominator of Equation 3.2 merely changed from 5 ∗ 𝑅 to 6 ∗ 𝑅, from which it followed that the HR
velocity only decreased slightly. The 𝜆 estimate did therefore not greatly affect the HR velocity. More
over, by increasing 𝜆, the HR velocity decreased, whilst it was already under predicting the observed
velocity. A lower value of 𝜆 (below 1) was also not viable, since this would mean that the viscosity of
the suspension of particles is lower than that of the water. Thus, the 𝜆 estimate was not the cause of
the mismatch between the HR model velocity and the data.

In the smooth fracture, the blob was forced to move between two closely placed walls. The confining
forces of the wall enhanced blob velocity (Boomsma and PyrakNolte, 2015) and this may explain the
larger observed swarm velocities than predicted by the HR model. This hypothesis could be tested
by looking at the open tank experiments, where confining forces were small. As was discussed in
Subsection 2.7.1, the tail analysis method could not provide particle leakage rates for the majority of the
open tank experiments. However, 5 open tank experiments could be analysed, hence also modelled.
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(a) Open tank set 1 0.5% (b) Open tank set 4 0.5%

(c) Open tank set 5 0.5% (d) Open tank set 1 1%

(e) Open tank set 4 1%

Figure 4.33: Open tank, velocity based on experimental data and the HR model

From Figure (4.33) it became clear that the HR model can be well fitted to the open tank data, even
without the bounds that were set on the value of 𝜆 (except for 0.5% Open tank set 5, Figure 4.33c),
although 𝜆 did vary significantly between experiments.

It appeared that the lack of confining forces to enhance the velocity caused the HR model to ac
curately fit the velocity data. Figure (4.33) strongly implied that it was indeed the case that confining
forces caused the mismatch between HR and data velocity in the smooth fracture.
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4.3.2. Rough fracture
In the rough fracture experiments, the HRmodel velocity and data showed a remarkably good fit (Figure
4.34). Note that the HR model again was given an offset.

(a) Rough fracture 0.5% (b) Rough fracture 1%

(c) Rough fracture 2% (d) Rough fracture 3.5%

(e) Rough fracture 5%

Figure 4.34: Rough fracture, velocity based on experimental data and the HR model

Table 4.2: Rough fracture, the required offset for HR velocity and data to start at the same velocity. Negative offset means HR
velocity had be adjusted downwards to match data

0.5% 1% 2% 3.5% 5%

Offset (mm/s) 0.860 1.005 0.500 0.388 0.222

At 2% initial particle concentration and higher, 𝜆 values were found within their bounds that fit the
data best. The HR swam velocity was substantially better able to match the velocity data in the rough
fracture than in the smooth fracture.
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This result was in line with the finding that the confining forces in the smooth fracture enhanced
velocity, leading to the HR model to under predict the observed velocity. The rough fracture imposed
more drag forces on the blob due to the roughness of the wall. The blob velocity was thus not only
affected by confining forces, but also by drag forces, counteracting the increased swarm velocity. Con
sequently, the HR model was better able to fit the observed velocity. It was thus evident that the rough
fracture imposed more drag forces on the swarm, inhibiting its velocity.

4.3.3. Pore network
The ratio of the swarm velocity at a given initial particle concentration (𝑐0,𝑖) over the swarm velocity at
𝑐0 = 0.5% as a function of the initial particle concentration is presented in Figure 4.35 below.

Figure 4.35: Pore network, concentration versus the ratio of velocity at a given concentration over velocity at 𝑐0 = 0.5%

The ratio of velocity of the swarm as computed with the Davis & Acrivos (DA) equation (Equation
3.6) showed a linear increase with concentration. This trend was also observable in the experimen
tal results, but for the fact that the linear increase was less steep. The experiments thus showed a
lower increase in velocity with concentration. In general however, the ratio was in the same order of
magnitude as experimental results. The velocities predicted by DA at larger concentrations were thus
relatively too high, or the velocity at 𝑐0 = 0.5% was predicted too low. For example, a factor 1.5 larger
velocity at 𝑐0 = 0.5% in the DA model would already result in the model having an excellent fit to the
swarm velocity in pore geometry 2.

The mismatch at larger concentrations may have also been caused by the particles leaking between
the pore network and the acrylic plate. The leakage of particles caused their numbers to reduce, and
as can clearly be seen in Figure 4.35, this would lead to a reduction in velocity. It may thus not be
the model that is overpredicting the ratio, but the experiments that resulted in too low velocities due to
particle leakage from the experimental setup.

It should be noted that these results were a global assessment of the effect of concentration on
propagation of colloidal swarms in the pore network. Nevertheless, the model did show that the velocity
of colloidal swarms in a pore network could reasonably well be described by the the DA model.





5
Conclusions and Recommendations

5.1. Conclusions
The formation and behaviour of colloidal particle swarms can strongly affect the transport rate of col
loidal particles. This may have important implications for systems containing these particles, such
as the application of DNA tracers in fractured soils or the transport of colloidal contaminants in urban
stormwater runoff through porous media. Therefore, the research question of this thesis was the follow
ing: what is the effect of particle concentration on the behaviour of colloidal swarms in varying confining
geometries?

To answer this question, the effect of concentration on swarm behaviour was studied in terms of
the swarm velocity, swarm width, point of bifurcation and leakage rate of the swarm (or blob in case of
a spherical swarm). To this extent, various concentrations of colloidal particles were injected in three
geometries that were suspended in a stagnant column of water; a smooth fracture, a rough fracture
and a pore network. The leakage rate of a blob was assessed to model the swarm velocity, since
the velocity of the blob was related to the number of particles in it. These parameters were obtained
through selfdeveloped Python analysis of captured video footage during the injection experiment. The
particle leakage rate from the blob was estimated via two methods, relating either the colour intensity
of the tail or the colour intensity of the blob to the number of particles present in the blob. Modelling of
the velocity of swarms was done for better interpretation of results. In the smooth and rough fracture
this was done with the Hadamard & Rybczynski (HR) equation. In the pore network, the velocity of the
swarm was described using equations that could be interpreted as the Boycott effect, where inclined
pore throats lead to more rapid particle settling.

The influence of concentration on swarm behaviour
In both the smooth and rough fracture, the average velocity of the swarm showed a slight decreasing
trend with increasing concentration. The average velocity of swarms in the smooth and rough fracture
were similar. In the pore network however, a strong positive linear relationship between the average
swarm velocity and particle concentration was found. This was caused by a larger mass of the swarm
due to an increased number of particles and the confining geometry inhibiting swarm widening in con
trast to the fracture experiments.
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A positive linear relation was found between the average width of a swarm and the particle concen
tration, in both the smooth and rough fracture. Wider swarms experienced lower velocities, presumably
due to increased hydrodynamic drag forces imposed on the swarm. This was in line with the observed
slightly decreasing average swarm velocity with increasing concentration. In the pore network, the
width of the swarm was not measured since the swarm was confined by the pore geometry.

The distance the swarm travelled before bifurcation took place did not show a clear relationship
with the particle concentration for either the smooth or rough fracture. However, in both fractures, the
distance to bifurcation could be linked to the average settling velocity of the swarm, with larger veloci
ties leading to greater distances before bifurcation occurred. In the experiments of this thesis, swarms
did not bifurcate at a threshold velocity, but rather at a threshold width that increased with concentra
tion. Swarms bifurcated at a threshold width independently of confining geometry. Bifurcation was not
investigated in the pore network, since the swarm movement was fully guided by the geometry of the
pore network, following the pore wall and filling up and spilling over cavities.

Particle leakage rate
In both fractures, the particle leakage rate via analysis of the tail provided better results than analysis
of the blob. The particle leakage rates as estimated via the tail analysis were used in modelling the
velocity of swarms in the smooth and rough fracture. In the pore network, particle leakage from the
swarm could not be assessed due to significant particle leakage from the experimental setup.

Modelling of swarm velocity
The HRmodel did not fit the observed swarm velocity in the smooth fracture well, because the confining
forces of the fracture walls enhanced swarm velocity, which was not accounted for by the HR model.
However, the HR model did fit well to the observations in the rough fracture, since the increased drag
forces of the wall on the swarm counteracted the enhanced velocity resulting from the confining forces
of the walls. The effect of particle concentration on the average swarm velocity in the pore network
was sufficiently well modelled in terms of the Boycott effect.

5.2. Recommendations
To further investigate the behaviour of colloidal particle swarms, it is recommended to further build upon
this research, improve the experimental setup, enhance the modelling of swarm velocity and facilitate
the translation to a natural system.

Recommendations regarding the research question
Laminar flow conditions may be introduced to the experiments to enable better interpretation of results
for natural systems, as these systems are often characterized by nonzero flow conditions. In the
smooth and rough fracture swarms may either fall apart due to the increased advection term, but may
also benefit from the reduced drag imposed on the front of the swarm. Consequently, swarms could
widen less rapidly and bifurcate after a longer period, resulting in more stable swarms. In the pore
network, laminar flow may create preferential flow paths and deadend pores that enhance swarm
transport through the pore network.
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Additionally, a more simple pore network may be used. Two pore network geometries of similar ge
ometric complexity were tested in this thesis, where the colloidal swarms had trouble travelling through
this network. A simpler network provides a better gradual transition to the complex pore geometry
experiments to more clearly investigate the behaviour of swarms in the pore network.

More detailed research on swarm behaviour after bifurcation in the fractures may be useful to better
predict the longevity of swarm effects. This study has mainly focused on swarm behaviour in confining
geometries up to the point of swarm bifurcation, but swarms may bifurcate multiple times and bifurcated
clusters also experience large velocities.

Recommendations regarding the experimental setup
To further improve the reliability of experimental results, more experiments may be performed to in
crease robustness of data so statistical analysis may be performed on these chaotic systems. Also,
the rough fracture aperture may be increased to ensure that similarities in the smooth and rough frac
ture are not due to the small fracture aperture of the rough fracture. Moreover, the pore network should
be made watertight, so that no particles can leak from the experimental setup in the pore network. Fur
thermore, placing an extra camera to image swarms from the side enables the analysis of bifurcation
of swarms in two dimensions, which will benefit the evaluation of particle leakage rates from a swarm.

Recommendations regarding the modelling of swarm velocity
The HR model may be expanded upon by incorporating confining forces and drag forces resulting from
the presence of fracture walls, such that the HR model can be used to describe swarm velocity in frac
tures. The modelling of colloidal swarms in the pore network may benefit from a simpler pore network
geometry, as it allows for better investigation on how well the Boycott effect can describe swarm ve
locity in a pore network.

Recommendations regarding the translation to natural environment
Strong evidence has been put forward on the presence of colloidal swarms in fractures and porous
media in laboratory conditions. The results of the fracture experiments should be compared to those of
a field study. Both physical disturbances, such as more narrow and discontinued fractures, as well as
chemical disturbances, such as changes in surface potential of both colloids and solid medium, may
severely hinder colloidal swarms.

To establish if colloidal swarms can travel through porous media in natural environments, more
research is required. Injection into a real porous medium, for example using colloidal contaminants, is
a step in that direction.

It is however improbable that swarming effects will play a big role in urban colloidal contaminant
transport in porousmedia. Firstly, urban contaminants are not injected as high concentration pulses and
do thus not resemble performed experiments. Swarms may not form at all if the colloidal contaminants
are too sparsely spread. Secondly, colloidal swarms may well not be able to travel through the pore
network unscathed, since a porous medium may be geometrically too complex, trapping (large parts
of) the colloidal swarm in pore cavities.

The formation of swarms with sparsely spread colloids in porous networks should thus be further
investigated to evaluate if colloidal contaminant swarms can be expected to be present in natural sys
tems. In addition, injection experiments in natural samples will better mimic these systems and there
fore provide a more solid basis for further discussion and research into this matter.





A
Colloidal Particle Analysis

Particle count

Figure A.1: Image of the 10 times diluted stock solution under a 400x magnification in a Neubauer chamber

Zeta potential and hydrodynamic radius

Figure A.2: Zeta potential of the washed particles Figure A.3: Hydrodynamic radius of the washed particles

Figures A.2 and A.3 show the zeta potential and hydrodynamic radius of the washed particles. The
particles were washed to remove the surfactant, since the surfactant may alter drop shape and sur
factant gradients may lead to fluid motion (Stone, 1994). The washing method is described in Section
2.1.
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B
Fractured Clay Images

Clay sample in the field

Figure B.1: The clay sample as found in Uithoorn on 29/05/2021
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Desiccation process

Figure B.2: The clay sample after 50 hours (≈ 2 days) of
drying outside

Figure B.3: The clay sample after 75 hours (≈ 3 days) of
drying outside.

Final desiccated product

Figure B.4: The clay sample after 110 hours (≈ 4.5 days)
of drying outside.

Figure B.5: The clay sample after 110 hours, tape mea
surer in cm for scale.
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Figure B.6: The clay sample after 110 hours, detailed image of the largest fracture.

Figure B.7: The clay sample after 110 hours, detailed image of the largest fracture with tape measurer in cm for scale.
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Figure B.8: The clay sample after 110 hours, detailed image of some smaller fractures at the side of the sample.



C
ZOAK Analysis

Images

Figure C.1: The piece of ZOAK after a slice had been cut off.
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Figure C.2: The slice of ZOAK with tape measurer for
scale.

Figure C.3: The slice of ZOAK with tape measurer for
scale, the pores are clearly visible.

Figure C.4: A detailed image of a large pore in the ZOAK

Figure C.5: Resulting topview of the CTscanned ZOAK
sample loaded into Python. The small line in the middle
clearly shows the two blocks joined together.



D
Relation between Injection Velocity and

Swarm Velocity

A clear relationship existed for both the smooth and rough fracture, between the average swarm velocity
and the injection velocity, which was measured as the velocity of the swarm during the injection period.

Figure D.1: Smooth fracture, injection velocity versus av
erage velocity

Figure D.2: Rough fracture, injection velocity versus av
erage velocity
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E
Open Tank Experiment Results

In the open tank experiments, at 0.5% initial particle concentration (table E.1), bifurcation did not occur
in any of the 5 experiments. However, in the smooth fracture this did occur once, so the velocity at
bifurcation at 1% initial particle concentration was used to normalise that data point.

Table E.1: Results from open tank experiments at initial particle concentration 0.5%. Velocity in mm/s, width and distance in mm

0.5%
Test no. 1 2 3 4 5

v_avg 0.70 0.77 0.66 0.77 0.62
v_bif     

v_30mm 0.66 0.81 0.68 0.65 0.61
v_60mm 0.69 0.72 0.66 0.89 0.63
w_avg 1.6 1.4 1.3 2.0 1.8
w_bif     

w_30mm 1.6 1.3 1.3 2.0 2.4
w_60mm 1.8 1.9 1.2 2.0 1.8
z_bif     

Table E.2: Results from open tank experiments at initial particle concentration 1%. Velocity in mm/s, width and distance in mm

1%
Test no. 1 2 3 4 5

v_avg 1.04 0.48 0.66 0.74 0.70
v_bif  0.36 0.60  0.78

v_30mm 1.06 0.41 0.61 0.77 0.64
v_60mm 1.01 0.38 0.84 0.68 0.67
w_avg 1.5 2.5 3.3 2.1 2.3
w_bif  4.2 5.4  2.5

w_30mm 1.5 2.5 2.8 1.9 2.3
w_60mm 1.8 1.0 3.1 2.4 1.9
z_bif  41.6 58.8  60.8
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Table E.3: Results from open tank experiments at initial particle concentration 2%. Velocity in mm/s, width and distance in mm

2%
Test no. 1 2 3 4 5

v_avg 0.99 1.01 1.28 0.89 1.08
v_bif 0.83 0.93 1.24 0.43 0.67

v_30mm 1.00 0.90 1.22 1.25 1.31
v_60mm 0.68 0.88 1.22 0.62 0.84
w_avg 4.1 3.6 3.7 4.4 4.0
w_bif 6.3 5.9 6.6 7.8 6.5

w_30mm 3.4 3.6 2.9 2.7 3.0
w_60mm 3.2 1.9 2.5 5.4 5.0
z_bif 47.9 43.2 51.5 57.8 66.5

Table E.4: Results from open tank experiments at initial particle concentration 3.5%. Velocity in mm/s, width and distance in mm

3.5%
Test no. 1 2 3 4 5

v_avg 1.09 1.36 0.81 1.09 0.63
v_bif 0.88 0.90 0.53 0.81 0.43

v_30mm 1.31 0.99 0.70 1.14 0.84
v_60mm 0.74 0.55 0.24 0.88 0.48
w_avg 3.7 2.7 4.2 4.3 6.0
w_bif 4.5 3.5 7.1 7.9 6.6

w_30mm 3.3 2.8 4.0 3.4 4.4
w_60mm 3.8 2.2 3.4 2.3 2.9
z_bif 53.4 30.4 41.6 50.2 44.4

Table E.5: Results from open tank experiments at initial particle concentration 5%. Velocity in mm/s, width and distance in mm

5%
Test no. 1 2 3 4 5

v_avg 0.70 0.90 0.78 0.96 0.96
v_bif 0.40 0.46 0.49 0.60 0.59

v_30mm 0.76 1.04 0.83 0.93 1.03
v_60mm 0.41 0.70 0.59 0.70 0.62
w_avg 3.9 4.6 4.2 3.5 3.1
w_bif 7.2 7.9 7.8 5.9 5.6

w_30mm 3.0 3.4 3.5 3.1 2.6
w_60mm 6.6 6.8 3.4 2.7 2.8
z_bif 62.6 65.6 53.2 50.4 54.4



F
Measuring the Particle Concentration via

Colour Intensity

Tail analysis method

Figure F.1: Relationship between sum of colour intensity and number of particles just after injection

Figure F.1 shows the relationship between sum of colour intensity and the number of particles that
was present. Per frame, all pixels with a colour value above the threshold, based on the maximum
colour value in the baseframe, were summed to produce the sum of the colour intensity. The number
of particles and the sum of the colour intensity followed a quadratic function through the origin. This
showed that there was a 3D effect, since the swarm could also develop in the depth component as
viewed from the camera. This was confirmed by the open tank experiments, in which swarms would
bifurcate in the depth component also. The bifurcated clusters would then hide behind the frontmost
cluster (as seen from the camera), were they could not be observed, up to the point where one of the
bifurcated clusters appeared above the swarm. The analysis then concluded that a large number of
particles had leaked, whilst in reality it was the deeper bifurcated cluster that showed up from behind
the frontmost one. This method was therefore not suited for bifurcating open tank experiments.
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64 F. Measuring the Particle Concentration via Colour Intensity

Blob analysis method

(a) Varying radius (b) Fixed radius

Figure F.2: Relationship between average colour intensity and number of particles just after injection



G
Preparatory Experiments

To explore the existence of an optimal fracture aperture, preparatory experiments were performed
with salt density fluxes in the macromodel. Although no colloidal particles were used, these results
still provided insight in cluster behaviour for various fracture apertures and allowed optimization of
analyses techniques. At all apertures, cluster analyses code was run until clusters were too diffuse to
be detected. This occurred after 351, 400 and 230 frames for the 4 𝑚𝑚, 10 𝑚𝑚 and 16 𝑚𝑚 apertures
respectively. Not all experiments started at the same number of frames, but this had to do with the
timing between start of filming and start of injection and did not affect cluster analyses.
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4 mm 10 mm 16 mm

(a) x and z coordinate of the center of the cluster

(b) Smoothed velocity of the clusters

(c) Width of the clusters

(d) Height of the clusters

Figure G.1: Graphs of the results of the preparatory experiments. Left column: 4𝑚𝑚 aperture, center column: 10𝑚𝑚 aperture,
right column: 16𝑚𝑚 aperture. Each colour represents a cluster. Note that the scale on xaxis of the figures is not equal.

Cluster center coordinates
The x and z coordinates of the centers of the clusters can be seen in Figure G.1a. It could clearly be
seen that under all aperture widths, the clusters bifurcated multiple times and the bifurcated cluster
generally continued its path outwards. As a cluster travelled downwards, bulk fluid was entrained in
the cluster and what Adachi et al., 1978; Machu et al., 2001 call a torus was formed. As the cluster
moved further, the ringshaped torus at some point broke up and the cluster bifurcated. This process
repeated and therefore lead to more clusters as the z coordinate increased. Each bifurcation lead to
a reduced concentration per cluster and hence, each cluster was less easily identified. Consequently,
small changes in colour intensity could change the identified center of the cluster.



67

This lead to the more scattered center identification as the z coordinate increased, as could also be
observed in the graphs. The empty distance between a cluster and its bifurcations could be explained
by the fact that a cluster can already be in the process of bifurcation, yet it was still identified as a
single cluster by the MeanShift algorithm. Only when the cluster had fully bifurcated, a new cluster
was identified, but this full bifurcation only occurred a few millimeters away from the continued parent
cluster.

The 4 𝑚𝑚 aperture showed a distinctive difference compared to the larger apertures, as cluster
bifurcation occurred nearly immediately. The early bifurcation lead to a chaotic early phase of cluster
development, as indicated by the many identified clusters. As proposed by (Boomsma and Pyrak
Nolte, 2015), this behaviour may be explicable by the increased drag forces of the wall on the cluster,
leading to an early bifurcation. Since the cycle of bifurcations started early for the 4𝑚𝑚 aperture, many
clusters were identified in the early stage of cluster development. Additionally, the travelled distance of
the clusters was smallest of all fracture apertures, which was in agreement with (Boomsma and Pyrak
Nolte, 2015). Although the clusters could be analysed for a total of 352 frames, it should be noted that
this was due to a single cluster that was above the set colour intensity threshold and thus could still
be identified. The rest of the clusters had already become too diffuse after the many bifurcations that
occurred.

The first thing that stood out in the 10 𝑚𝑚 aperture was the longevity of the first single cluster that
moved down the macromodel. Only after approximately 170 frames, the first cluster bifurcated. Of
the three apertures, this was the longest time before first bifurcation occurred. Moreover, the clusters
could be identified for the longest duration in the 10 𝑚𝑚 aperture (400 frames). This may partially be
the reason why these clusters travelled the furthest. Findings of these experiments however could also
be explained by the fact that the 10𝑚𝑚 aperture was within the optimal confinement region (Boomsma
and PyrakNolte, 2015). In this region, confining forces on the cluster were optimal and bifurcation was
suppressed. The drag forces of the wall on the other hand were minimized, resulting in a minimum loss
of speed and less bifurcations.

Remarkable for the 16𝑚𝑚was the contrast between early and late stage of cluster development and
the symmetric development. While the early phase was characterised by only a few clusters, the final
phase contained many clusters as a result of bifurcations. It should be noted that the first bifurcation
was the result of the fat trail left behind after injection, which was briefly identified. Interestingly, the
first real bifurcation was one that split into three, rather than two (at 𝑧 ≈ 26 𝑚𝑚). Similar behaviour
was observed at the duplicate tests. The travelled distance was slightly less than, but comparable to,
the 10𝑚𝑚 aperture. In addition, the number of frames which could be analysed were quite similar, 230
and 400 for the 16𝑚𝑚 and 10𝑚𝑚 respectively. This may indicate that the behaviour in the 10𝑚𝑚 and
16 𝑚𝑚 might not be all too different and velocities were similar. It should however be noted that the
clusters travelled the least lateral distance in the 16 𝑚𝑚 aperture. One possible explanation may be
that the clusters could travel more in the depth plane and consequently travelled less in xdirection.

Cluster velocities
A general remark that needs to made with regard to the initial velocity, is the fact that this velocity was
caused by the momentum created by injecting the solution. For all fracture apertures, the smoothed
velocity seemed to asymptotically approach a final velocity (Figure G.1b). Also, the smoothed velocity
generally showed peaky behaviour. This mainly occurred after multiple bifurcations had already oc
curred. The diluted clusters could less well be identified and consequently, cluster centers could shift
with only small changes in colour intensity. With slightly shifting cluster centers, the distance between
centers between frames also became more distorted, thus also affecting the velocity computations.
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The smoothed velocity for the 4 𝑚𝑚 aperture in particular showed peaky behaviour. This reflects
the rapid bifurcations that occurred early on, as explained above. It should be noted that the single
cluster at the end was not a single cluster that remained, but rather was the only cluster bright enough
to be detected. As with all fracture apertures, the velocity steadily decreased and seemed to reach a
stable plateau around 2 𝑚𝑚/𝑠. This velocity was a bit lower compared to the wider apertures, which
was expected, since the drag forces of the wall decreased cluster velocity.

The 10𝑚𝑚 aperture showed the least peaky behaviour, which was explained by the lower number
of bifurcation events that occurred. The terminal velocity of the first cluster was larger than velocities in
the rest of the experiment, which may partially be explained by the remainder of injection momentum,
but could also be because no bifurcations had yet occurred. As more bifurcations occurred, the velocity
showed more flashy peaks, but the general trend seemed to be a stable velocity of around 3 𝑚𝑚/𝑠.

The clusters in the 16 𝑚𝑚 generally showed similar behaviour to the 10 𝑚𝑚 aperture. However,
there were slightly more peaks earlier on due to sooner bifurcations. Interesting was the peakfree
region from frame 180 up to frame 220. This region was most likely there since the initial bifurcations
had passed and a few clear clusters fell steadily through the macromodel. Then, from frame 220 and
onward, clusters become so diffuse that identification became hard and the peaks started occurring
once again. The terminal velocity in the 16 𝑚𝑚 aperture seemed to be similar to the 10 𝑚𝑚 aperture,
remaining at a stable 5 𝑚𝑚/𝑠.

Cluster widths
A clear trend in the width over time could be observed (Figure G.1b). Each cluster had a predominantly
increasing width, before the cluster finally was too diffuse to be observed. It should be noted that no
clusters under 0.5𝑚𝑚 were detected, as these were discarded in the analysis process to remove noise.

The 4 𝑚𝑚 aperture showed a wider initial cluster than the larger apertures, demonstrating that the
drag forces of the wall immediately worked on the cluster, tearing it apart. The clusters in this small
aperture seemed to be more shortlived and bifurcated quickly, resulting in the width quickly reducing
between following clusters. It could well be seen that the process of bifurcation repeated itself, as the
width of an individual cluster nearly almost increased, confirming the observation of a drop converting
to a torus, which entrains bulk fluid, widens and finally bifurcates (Adachi et al., 1978; Machu et al.,
2001).

The persistent initial cluster in the 10 𝑚𝑚 aperture was clearly visible and had a steadily increas
ing width, until it bifurcated. As with the smaller aperture, the width for an individual cluster steadily
increased for almost all clusters, whereas the width for all clusters over time reduced. This can be
expected since bifurcated clusters contained less material and can therefore develop less wide.

Again, it became clear that the initial development of clusters for the 10 𝑚𝑚 and 16 𝑚𝑚 aperture
were quite similar. In the 16 𝑚𝑚 aperture, breakup of the initial rising line up to 100 frames can be
attributed to the small bifurcations that were identified by the software. The existing cluster then was
assigned a new ID (as explained in Figure 2.10). Interestingly enough, not only did the width of a single
clusters increase, but the width of all clusters over time seemed to increase too. This was explained by
the fact that it was most likely the same cluster that continued throughout the frames, but got a new ID
due to small bifurcations that occurred in the vicinity. It can be seen that from frame 160 and onward, a
select group of clusters steadily moved through the macromodel and had a steadily increasing width
until they bifurcated some 100 frames, or 2 seconds, later. The sudden rise in bifurcations was also
clearly visible in the graph, most likely because of the diffuse clusters that could not well be identified.
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Cluster heights
The height of the clusters over time seemed to follow the same trend as the width of the clusters (Figure
G.1d). Recall that, similar to the width, clusters with heights smaller than 0.5𝑚𝑚 were discarded in the
cluster analysis process to remove unwanted noise. Hence, this set a lower limit of cluster height.

In the 4 𝑚𝑚 aperture, the increase in height of each individual cluster was less pronounced than
with the width. However, the general trend was clear; the more bifurcations have occurred, the less
height the clusters developed. Here, it could be seen once more that many bifurcations had occurred
in the early phase, firstly because of the many clusters in the first 100 frames and secondly because
the height drastically reduced throughout the frames.

The clusters in the 10𝑚𝑚 aperture showed a more pronounced increase in height for an individual
cluster, despite the general trend over all clusters to be a decrease in height. Compared to the smaller
aperture, it took a longer time before the height reached a plateau around 1 𝑚𝑚. The longevity of the
initial cluster allowed a clear observation of its behaviour. It can be seen that the height increased until
it bifurcated into a cluster with quite a large height, which can be explained as follows. As the initial
cluster travelled downwards, it developed some beginning bifurcations. These bifurcations were not
yet far enough away from the parent cluster, resulting in a longliving single cluster. When the clusters
finally bifurcated, they were already quite stretched out, resulting in a large height at bifurcation. This
process could not only be seen in the 10 𝑚𝑚 aperture, but also occurred with the initial cluster in the
16 𝑚𝑚 aperture.

Remarkable for the 16 𝑚𝑚 aperture was the slow decrease in height over frames. As discussed
previously, there were a few selected clusters that persisted throughout the macromodel and therefore
had time to develop in zdirection, increasing their height. What was interesting, was the sudden de
crease in height of a cluster from frame 260 and onward. Analysing the individual frames gave insight
in these results. As the cluster moved downwards, the bottom of the cluster moved faster than the
top, resulting in a separation between the top and bottom. The bottom part was identified as the same
cluster, losing height, whereas the top was merging with another cluster and diffused quickly after.

Conclusion
These experiments provided evidence that an optimal fracture regime as proposed by (Boomsma and
PyrakNolte, 2015) does indeed exist. The clusters in the 4 𝑚𝑚 aperture clearly showed more bifur
cations, less travelled distance and a rapid increase, followed by a rapid decrease, in height. These
may all be indicators for a too narrow fracture aperture, resulting in large drag forces imposed on the
cluster. The 10𝑚𝑚 and 16𝑚𝑚 apertures were not all too different, as can be seen in the initial bifurca
tion pattern, a comparable travelled distance and a generally quite similar height development. There
were however some differences, such as the slightly higher terminal velocity of the 16 𝑚𝑚 aperture
and the strong presence of a few stable clusters. Nevertheless, it could be argued that the 10 and
16𝑚𝑚 apertures were both in a more optimal regime, experiencing less cluster bifurcations and larger
travelled distances.

It should be noted that, although these experiments provided insights in fracture apertures, they
should be analysed with care. The written python code helped analysing cluster behaviour, but pecu
liarities arose that had to be manually looked into for explanation. The diffusing of clusters provided
challenges for the MeanShift algorithm, resulting in flashy peaks or other odd behaviour. So although
the cluster analyses provided a good insight in general trends, results should still be looked at with
care.





H
Temperature and Injection Volume

Measurements

Temperature measurement

Figure H.1: Temperature data of the top diver

Figure H.2: Temperature data of the bottom diver

The top diver was suspended just beneath the water surface in the tank, whereas the bottom divers
was suspended close to the bottom of the tank. Manual temperature measurements of the water at
these locations indicated that the top diver should be corrected for 0.3 °C and the bottom diver should
be corrected with +0.1 °C. Incorporating these corrections, the temperature difference between the top
and bottom of the tank, after all experiments in the series were completed, was approximately 0.1 °C.
Increase in water temperature during an experimental series and temperature gradient induced flow
was therefore assumed negligible.
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Injection volume measurement

Table H.1: Syringe 1

20 𝜇𝐿 40 𝜇𝐿 60 𝜇𝐿 80 𝜇𝐿 99 𝜇𝐿
Average error (𝜇𝐿) 15.572 30.493 46.049 61.034 75.562
Average error (%) 77.86 76.23 76.75 76.29 76.32
Std. dev of ejected volume (𝜇𝐿) 0.107 0.310 0.233 0.123 0.192

Table H.2: Syringe 2

20 𝜇𝐿 40 𝜇𝐿 60 𝜇𝐿 80 𝜇𝐿 99 𝜇𝐿
Average error (𝜇𝐿) 15.450 30.529 46.626 60.813 75.149
Average error (%) 77.25 76.32 76.04 76.02 76.91
Std. dev of ejected volume (𝜇𝐿) 0.076 0.214 0.318 0.132 0.188

Table H.3: Syringe 3

20 𝜇𝐿 40 𝜇𝐿 60 𝜇𝐿 80 𝜇𝐿 99 𝜇𝐿
Average error (𝜇𝐿) 15.414 30.741 46.432 60.004 75.981
Average error (%) 77.07 76.85 76.39 76.25 76.75
Std. dev of ejected volume (𝜇𝐿) 0.646 0.194 1.569 0.158 01.208

Injection accuracy was tested at 5 volumes (20, 40, 60, 80 and 99 𝜇𝐿). Experiments with colloidal
swarms were performed with an injection velocity of 40𝜇𝐿 displayed on the pump. The injected volume
on average differed a staggering 76 %, which was most likely attributed to a setting on the pump that
was overlooked. The resulting injected volume during the experiments was thus on average 9.5𝜇𝐿.
Standard deviation of injection volumes however was small and it was assumed that this did not cause
the observed difference in velocities between series of experiments.
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