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Abstract
In this paper we study elliptic and parabolic boundary value problems with inhomogeneous
boundary conditions in weighted function spaces of Sobolev, Bessel potential, Besov and
Triebel-Lizorkin type. As one of the main results, we solve the problem of weighted Lq -
maximal regularity in weighted Besov and Triebel-Lizorkin spaces for the parabolic case,
where the spatial weight is a power weight in the Muckenhoupt A∞-class. In the Besov
space case we have the restriction that the microscopic parameter equals to q. Going beyond
the Ap-range, where p is the integrability parameter of the Besov or Triebel-Lizorkin space
under consideration, yields extra flexibility in the sharp regularity of the boundary inho-
mogeneities. This extra flexibility allows us to treat rougher boundary data and provides
a quantitative smoothing effect on the interior of the domain. The main ingredient is an
analysis of anisotropic Poisson operators.
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1 Introduction

The idea to work in weighted function spaces equipped with temporal and/or spatial power
weights of the type

vμ(t) = tμ (t ∈ J ) and w∂Oγ (x) = dist(x, ∂O)γ (x ∈ O), (1-1)

has already proven to be very useful in several situations. In an abstract semigroup setting
temporal weights were introduced by Clément & Simonett [18] and Prüss & Simonett [75],
in the context of maximal continous regularity and maximal Lp-regularity, respectively.
Other works on maximal temporally weighted Lp-regularity are [53, 57] for quasilinear
parabolic evolution equations and [68] for parabolic problems with inhomogeneous bound-
ary conditions. Concerning the use of spatial weights in applications to (S)PDEs, we would
like to mention [1, 8, 9, 15, 16, 26, 31, 45, 52, 54, 55, 59, 60, 62, 64–66, 74, 88].

An important feature of the power weights (1-1) is that they allow to treat “rougher”
behaviour in the initial time and on the boundary by increasing the parameters μ and γ ,
respectively. In [59, 60, 64, 68, 75] this is for instance reflected in the lower regularity of the
initial/initial-boundary data that can be dealt with. In theLp-approach to parabolic problems
with Dirichlet boundary noise, where the noise is a source of roughness on the boundary,
weights are even necessary to obtain function space-valued solution processes [1, 31, 65].

As in [60], in this paper we exploit this feature of the power weights (1-1) in the study of
vector-valued parabolic initial-boundary value problems of the form

∂tu(x, t)+ A(x,D, t)u(x, t) = f (x, t), x ∈ O, t ∈ J,
Bj (x′,D, t)u(x′, t) = gj (x

′, t), x′ ∈ ∂O, t ∈ J, j = 1, . . . , m,
u(x, 0) = u0(x), x ∈ O .

(1-2)

Here, J = (0, T ) for some T ∈ (0,∞), O ⊂ R
n is a sufficiently smooth domain with a

compact boundary ∂O and the coefficients of the differential operator A and the bound-
ary operators B1, . . . ,Bn are B(X)-valued, where X is a UMD Banach space. One could
for instance take X = C

N , describing a system of N initial-boundary value problems.
Our structural assumptions on A,B1, . . . ,Bm are an ellipticity condition and a condition
of Lopatinskii-Shapiro type. For homogeneous boundary data (i.e. gj = 0, j = 1, . . . , m)
these problems include linearizations of reaction-diffusion systems and of phase field
models with Dirichlet, Neumann and Robin conditions. However, if one wants to use lin-
earization techniques to treat such problems with non-linear boundary conditions, it is
crucial to have a sharp theory for the fully inhomogeneous problem.

Maximal regularity provides sharp/optimal estimates for PDEs. Indeed, maximal regu-
larity means that there is an isomorphism between the data and the solution of the problem
in suitable function spaces. It is an important tool in the theory of nonlinear PDEs: hav-
ing established maximal regularity for the linearized problem, the nonlinear problem can be
treated with tools as the contraction principle and the implicit function theorem (see [76]).

The main result of this paper is concerned with weighted Lq -maximal regularity in
weighted Triebel-Lizorkin spaces for the problem (1-2), where we use the weights (1-1).
In order to elaborate on this, let us for reasons of exposition consider as a specific easy
example of the problem (1-2) the heat equation with the Dirichlet boundary condition

⎧
⎨

⎩

∂tu−�u = f on J × O,
u|∂O = g on J × ∂O,
u(0) = u0 on O,

(1-3)
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where J = (0, T ) with T ∈ (0,∞) and where O is a smooth domain in R
n with a compact

boundary ∂O .
In order to introduce the weighted Lq -maximal regularity problem for Eq. 1-3 in an

abstract setting, let q ∈ (1,∞), μ ∈ (−1, q − 1) and E ⊂ D′(O) a Banach space of
distributions on O such that there exists a notion of trace on the associated second order
space E2 = {u ∈ D′(O) : Dαu ∈ E, |α| ≤ 2} that is described by a bounded linear operator
Tr∂O : E2 −→ F for some suitable Banach space.

In the Lq,μ-E-maximal regularity approach to the problem (1-3) one is looking for
solutions u in the maximal regularity space

W 1
q (J, vμ;E) ∩ Lq(J, vμ;E2), (1-4)

where the boundary condition u|∂O = g has to be interpreted as Tr∂Ou = g. The problem
(1-3) is said to enjoy the property of maximal Lq,μ-E-regularity if there exists a (neces-
sarily unique) space of initial-boundary data Di.b. ⊂ Lq(J, vμ;F) × E such that for every
f ∈ Lq(J, vμ;E) it holds that the problem (1-3) has a unique solution u in the maximal
regularity space if and only if (g, u0) ∈ Di.b.. In this situation there exists a Banach norm
on Di.b., unique up to equivalence, with

Di.b. ↪→ Lq(J, vμ;F)⊕ E,

which makes the associated solution operator a topological linear isomorphism between the
data space Lq(J, vμ;E)⊕ Di.b. and the solution space W 1

q (J, vμ;E) ∩Lq(J, vμ;E2). The
maximal Lq,μ-E-regularity problem for Eq. 1-3 consists of establishing maximal Lq,μ-E-
regularity for the problem (1-3) and explicitly determining the space Di.b..

In the special case that E = Lp(O, w∂Oγ ), E2 = W 2
p(O, w

∂O
γ ) and F = Lp(∂O) with

p ∈ (1,∞) and γ ∈ (−1, 2p − 1), Lq,μ-E-maximal regularity is referred to as Lq,μ-Lp,γ -
maximal regularity.

Establishing Lq,μ-Lp,γ -maximal regularity with p 
= q allows one to treat more
nonlinearities than in the case p = q, as it provides more flexibility for scaling or
criticality arguments (see e.g. [34, 53, 77–79]). Such arguments have turned out to be
crucial in applications to the Navier-Stokes equations, convection-diffusion equations, the
Nerst-Planck-Poisson equations in electro-chemistry, chemotaxis equations and the MHD
equation (see [77, 79]).

TheLq,μ-Lp,γ -maximal regularity problem for Eq. 1-3 has recently been solved (besides
some exceptional parameter values) in [64]. Here, the boundary datum g has to be in the
intersection space

Fδq,p(J, vμ;Lp(∂O)) ∩ Lq(J, vμ;B2δ
p,p(∂O)) (1-5)

with δ = δp,γ := 1 − 1+γ
2p , which in the case q = p coincides with Wδ

p(J, vμ;Lp(∂O)) ∩
Lp(J, vμ;W 2δ

p (∂O)); here F sq,p denotes a Triebel-Lizorkin space and Ws
p = Bsp,p a non-

integer order Sobolev-Slobodeckii space or Besov space.
Note that δ ∈ (0, 1) can be taken arbitrarily close to 0 by choosing γ sufficiently close

to 2p − 1. In [60] the maximal Lq,μ-Lp,γ -regularity problem with γ ∈ (−1, p − 1) was
solved for the more general case (1-2), which in the special case (1-3) gives the restriction
δ ∈ ( 1

2 , 1).
The restriction γ ∈ (−1, p − 1) for the spatial weight w∂Oγ in [60] is a restriction of

harmonic analytic nature. Indeed, (−1, p−1) is the MuckenhouptAp-range forw∂Oγ : given
p ∈ (1,∞) and γ ∈ R, it holds that

w∂Oγ = dist( · , ∂O)γ ∈ Ap(Rn) ⇐⇒ γ ∈ (−1, p − 1). (1-6)
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The Muckenhoupt class Ap(Rn) (p ∈ (1,∞)) is a class of weights for which many
harmonic analytic tools from the unweighted setting, such as Mikhlin Fourier multi-
plier theorems and Littlewood-Paley decompositions, remain valid for the corresponding
weighted Lp-spaces. For example, the Littlewood-Paley decomposition for Lp(Rn, w)with
w ∈ Ap(R

n) and its variant for Wk
p(R

n, w), k ∈ N, can be formulated by means of
Triebel-Lizorkin spaces as

Lp(R
n, w) = F 0

p,2(R
n, w), Wk

p(R
n, w) = Fkp,2(R

n, w). (1-7)

The main difficulty in [64] in the non-Ap setting is that these standard tools are no longer
available.

One way to avoid these difficulties is to work in weighted Besov and Triebel-Lizorkin
spaces instead of E = Lp(O, w∂Oγ ). The advantage of the scales of weighted Besov and
Triebel-Lizorkin spaces is the strong harmonic analytic nature of these function spaces,
leading the availability of many powerful tools (see e.g. [10–12, 41–44, 62, 69–71, 87]). In
particular, there is a Mikhlin-Hörmander Fourier multiplier theorem.

In the special case E = F sp,r (O, w
∂O
γ ), E2 = F s+2

p,r (O, w
∂O
γ ) and F = Lp(∂O) with

p, r ∈ (1,∞), γ ∈ (−1,∞) and s ∈ ( 1+γ
p

−2, 1+γ
p
),Lq,μ-E-maximal regularity is referred

to as Lq,μ-F sp,r,γ -maximal regularity.
The Lq,μ-F sp,r,γ -maximal regularity problem for Eq. 1-3 has recently been solved

(besides some exceptional parameter values) in [59]. Again, the boundary datum g has to
be in the intersection space (1-5), but now with δ = δp,γ,s := s

2 + 1 − 1+γ
p

.

As a consequence of the characterization (1-6) and the identities (1-7), Lq,μ-F 0
p,2,γ -

maximal regularity coincides with Lq,μ-Lp,γ -maximal regularity when γ ∈ (−1, p − 1).
For other values of γ the two notions are independent. However, there still is a connection
between the Lq,μ-F sp,r,γ -maximal regularity problem and the Lq,μ-Lp,γ -maximal regu-
larity problem provided by the following relaxation the identities (1-7) to an elementary
embedding combined with a Sobolev embedding:

F
k+ ν−γ

p
p,r (O, w∂Oν ) ↪→ Fkp,1(O, w

∂O
γ ) ↪→ Wk

p(O, w
∂O
γ ), ν > γ, r ∈ [1,∞]. (1-8)

Indeed, in view of the embeddings (1-8) and the invariance

δ = δp,ν,s = δp,γ , s = ν − γ

p
,

in connection with the sharp space of boundary data (1-5), in order to obtain a solution
operator for the problem (1-5) with f = 0, u0 = 0 it suffices to treat the Lq,μ-F sp,r,γ -case.

As one of the main result of this paper, we solve the Lq,μ-F sp,r,γ -maximal regularity

problem for Eq. 1-2 with γ ∈ (−1,∞) and s ∈ (
1+γ
p

+ m∗ − 2m, 1+γ
p

+ m∗), where

m = 1
2 ord(A), m∗ = max{ord(B1), . . . , ord(Bm)} and m∗ = min{ord(B1), . . . , ord(Bm)}.

Besides that the Lq,μ-F sp,r,γ -maximal regularity problem for Eq. 1-2 is already interesting
on its own, it also contributes to the corresponding Lq,μ-Lp,γ -maximal regularity prob-
lem through the above discussion, reducing that problem to the case g1 = . . . = gm = 0.
The latter can be treated in an abstract operator theoretic setting, leading to the problem of
determining R-sectoriality or even a stronger bounded H∞-calculus (see [76]). It would be
very interesting to extend the boundedness of the H∞-calculus for the Dirichlet Laplacian
on Lp(O, w∂Oγ ) obtained in [64] to realizations of elliptic boundary value problems corre-
sponding to Eq. 1-2 and thereby solve the Lq,μ-Lp,γ -maximal regularity problem (at least
for the case of trivial initial datum u0 = 0).

Whereas, given γ ∈ (−1, p − 1), Lq,μ-F 0
p,2,γ -maximal regularity coincides with Lq,μ-

Lp,γ -maximal regularity in the scalar-valued setting (or even the Hilbert space-valued
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setting), they are incomparable in the general Banach space-valued setting. However, we
also provide a solution to the Lq,μ-Hs

p,γ -maximal regularity problem for Eq. 1-2 with

γ ∈ (−1, p − 1) and s ∈ (
1+γ
p

+ m∗ − 2m, 1+γ
p

+ m∗), yielding Lq,μ-Lp,γ -maximal
regularity when s = 0. In the Lq,μ-Lp,γ -case the proof even simplifies a bit on the func-
tion space theoretic side of the problem (see Remark 5.4). In particular, this simplifies the
previous approaches ([21] (μ = 0, γ = 0), [68] (q = p, μ ∈ [0, p − 1), γ = 0) and [60]).

We also solve the Lq,μ − Bsp,q,γ -maximal regularity problem with inhomogeneous

boundary data for Eq. 1-2 and parameters γ ∈ (−1,∞) and s ∈ ( 1+γ
p

+m∗−2m, 1+γ
p

+m∗).
This result is new even for the special case (1-3) of the heat equation where the optimal
space of boundary data is given by

Bδq,q(J, vμ;Lp(∂O)) ∩ Lq(J, vμ;B2δ
p,q(∂O)). (1-9)

Here δ is again given by δ = δp,γ,s = s
2 + 1 − 1+γ

p
. Note however, that we assume that the

time integrability parameter and the microscopic parameter in space coincide.
The main technical ingredient in this paper is an analysis of anisotropic Poisson operators

and their mapping properties on weighted mixed-norm anisotropic function spaces. The
Poisson operators under consideration naturally occur as (or in) solution operators to the
model problems

∂tu(x, t)+ (1 + A(D))u(x, t) = 0, x ∈ R
n+, t ∈ R,

Bj (D)u(x′, t) = gj (x
′, t), x′ ∈ R

n−1, t ∈ R, j = 1, . . . , m,
(1-10)

where A(D) and Bj (D) are homogeneous with constant coefficients. Moreover, they are
operators K of the form

Kg(x1, x
′, t) = (2π)−n

∫

Rn−1×R

eı(x
′,t)·(ξ ′,τ )k̃(x1, ξ

′, τ )ĝ(ξ ′, τ ) d(ξ, τ ),

g ∈ S(Rn−1 × R), (1-11)

for some anisotropic Poisson symbol-kernel k̃.
The anisotropic Poisson operator (1-11) is an anisotropic (x′, t)-independent version of

the classical Poisson operator from the Boutet the Monvel calculus. The Boutet the Monvel
calculus is a pseudo-differential calculus that in some sense can be considered as a relatively
small “algebra”, containing the elliptic boundary value problems as well as their solution
operators (or parametrices). The calculus was introduced by, as the name already suggests,
Boutet de Monvel [6, 7], having its origin in the works of Vishik and Eskin [89], and was
further developed in e.g. [36–38, 48, 80]; for an introduction to or an overview of the subject
we refer the reader to [38, 39, 85].

A parameter-dependent version of the Boutet de Monvel calculus has been introduced
and worked out by Grubb and collaborators (see [38] and the references given therein).
This calculus contains the parameter-elliptic boundary value problems as well as their solu-
tion operators (or parametrices). In particular, resolvent analysis can be carried out in this
calculus.

In the present paper we also consider a variant of the parameter-dependent Poisson oper-
ators from [38] in the x′-independent setting. Besides that this is one of the key ingredients
in our treatment of the parabolic problems (1-2) through the anisotropic Poisson operators
(1-11), it also forms the basis for our parameter-dependent estimates in weighted Besov,
Triebel-Lizorkin and Bessel potential spaces for the elliptic boundary value problems

(λ+ A(x,D))u(x) = f (x), x ∈ O
Bj (x′,D)u(x′) = gj (x

′), x′ ∈ ∂O, j = 1, . . . , m.
(1-12)
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These parameter-dependent estimates are an extension of [62] on second order elliptic
boundary value problems subject to the Dirichlet boundary condition, which was in turn in
the spirit of [23, 40] (see Remark 6.3).

In the latter the scales of weighted B- and F -spaces, the dual scales to the scales of
weighted B- and F -spaces, are also included. These scales naturally appear in duality the-
ory and can for instance be used in the study of parabolic boundary value problems with
multiplicative noise at the boundary in a setting of weighted Lp-spaces, see Remark 6.9.

1.1 Outline

The outline of the paper is as follows.

• Section 2: Preliminaries from weighted (mixed-norm anisotropic) function spaces, dis-
tribution theory, UMD Banach spaces andLq -maximal regularity, differential boundary
value systems.

• Section 3: Sobolev embedding and trace results for mixed-norm anisotropic function
spaces.

• Section 4: Introduction and basic properties of Poisson operators, solution operators to
model problems and mapping properties.

• Section 5: Lq,μ-maximal regularity for the parabolic boundary value problem (1-2).
• Section 6: Parameter-dependent estimates for the elliptic boundary value problem

(1-12).

1.2 Notation and convention

By N we denote the natural numbers including 0, i.e. N := {0, 1, 2, . . .}. For the natural
numbers starting from 1 we write N1, i.e. N1 = {1, 2, 3, . . .}. We write φ = {z ∈ C \ {0} :
| arg(z)| < φ} for the open sector in the complex plane with opening angle 2φ. For a ∈ R,
we put a+ = 0 ∨ a = max{0, a} and a− = −(−a)+ = a ∧ 0 = min{a, 0}.

In the whole paper let

σs0,s1,p,γ := max

{(
1 + γ

p
− 1

)

+
− s0,

(
1 + γ

p

)

−
+ s1, s1 − s0

}

and

σs,p,γ := σs,s,p,γ = max

{(
1 + γ

p
− 1

)

+
− s,

(
1 + γ

p

)

−
+ s, 0

}

.

Note that σs,p,γ = |s| if γ ∈ [−1, p − 1].
Let X be a Banach space and (S,A , μ) a measure space. Throughout the paper we

write L0(S;X) for the space of all equivalence classes of strongly measurable functions
f : S → X, where as usual the equivalence relation is the one of functions that coincide
almost everywhere.

2 Preliminaries

2.1 Weighted Lebesgue Spaces

A reference for the general theory of Muckenhoupt weights is [35, Chapter 9].
A weight on a measure space (S,A , μ) is a measurable function w : S −→ [0,∞] that

takes it values almost everywhere in (0,∞). We denote by W(S) the sets of all weights
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on (S,A , μ). For w ∈ W(S) and p ∈ [1,∞) we denote by Lp(S,w) the space of all
f ∈ L0(S;C) with

‖f ‖Lp(S,w) :=
(∫

S

|f (x)|pw(x) dμ(x)
)1/p

< ∞.

If p ∈ (1,∞), then w′ = w′
p := w

− 1
p−1 is also a weight on S, called the p-dual weight

of w. Furthermore, for p ∈ (1,∞) we have [Lp(S,w)]∗ = Lp′(S,w′) isometrically with
respect to the pairing

Lp(S,w)× Lp′(S,w′) −→ C, (f, g) �→
∫

S

fg dμ. (2-1)

Supppose (S,A , μ) = ⊗l
j=1(Sj ,Aj , μj ) is a product measure space. For p ∈ [1,∞)l

and w ∈ ∏l
j=1 W(Sj ) we denote by Lp(S1 × . . .× Sl,w) the mixed-norm space

Lp(S,w) := Lpl (Sl, wl)[. . . [Lp1(S1, w1)] . . .],
that is, Lp(S,w) is the space of all f ∈ L0(S) with

‖f ‖Lp(S,w)
:=

(∫

Sl

. . .

(∫

S1

|f (x)|p1w1(x1)dμ1(x1)

)p2/p1

. . . wl(xl)dμl(xl)

)1/pl

< ∞.

We equip Lp(S,w) with the norm ‖ · ‖Lp(S,w), which turns it into a Banach space. As an
extension (and in fact consequence) of Eq. 2-1, for p ∈ (1,∞) we have [Lp(S,w)]∗ =
Lp′(S,w′

p) isometrically with respect to the pairing

Lp(S,w)× Lp′(S,w′
p) −→ C, (f, g) �→

∫

S

fg dμ, (2-2)

where p′ = (p′
1, . . . , p

′
l ) and w′

p = (w′
p1
, . . . , w′

pl
).

Given a Banach space X, we denote by Lp(S,w;X) the associated Bochner space

Lp(S,w;X) := Lp(S,w)(X) = {f ∈ L0(R
n;X) : ‖f ‖X ∈ Lp(S,w)}.

For p ∈ (1,∞) we denote by Ap = Ap(R
n) the class of all Muckenhoupt Ap-weights,

which are all the locally integrable weights for which the Ap-characteristic

[w]Ap := sup
Q cube in Rn

(
1

|Q|
∫

Q

w(x) dx

)(
1

|Q|
∫

Q

w′
p(x) dx

)

∈ [1,∞]

is finite. We furthermore set A∞ := ⋃
p∈(1,∞) Ap.

For p ∈ (1,∞) we denote by Arec
p = Arec

p (R
n) the class of all rectangular Muckenhoupt

Ap-weights, which are all the locally integrable weights for which the Arec
p -characteristic

[w]Arec
p

∈ [1,∞] is finite. Here [w]Arec
p

is defined as [w]Ap by replacing cubes with sides
parallel to the coordinate axes by rectangles with sides parallel to the coordinate axes in the
definition.

The relevant weights for this paper are the power weights of the form w = dist( · , ∂O)γ ,
where O is a C∞-domain in R

n and where γ ∈ (−1,∞). If O ⊂ R
n is a Lipschitz domain

and γ ∈ R, p ∈ (1,∞), then (see [33, Lemma 2.3] or [74, Lemma 2.3])

wO
γ := dist( · , ∂O)γ ∈ Ap ⇐⇒ γ ∈ (−1, p − 1); (2-3)

in particular,
wO
γ = dist( · , ∂O)γ ∈ A∞ ⇐⇒ γ ∈ (−1,∞). (2-4)
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For the important model problem case O = R
n+ we simply write wγ := w

R
n+

γ =
dist( · , ∂Rn+)γ .

Furthermore, in connection with the pairing (2-1), for p ∈ (1,∞) we have

w ∈ Ap ⇐⇒ w′ ∈ Ap′ ⇐⇒ w,w′ ∈ A∞.

Let p ∈ (1,∞). We define [A∞]′p = [A∞]′p(Rn) as the set of all weights w on R
n for

which w′
p = w

− 1
p−1 ∈ A∞. If O ⊂ R

n is a Lipschitz domain and γ ∈ R, p ∈ (1,∞), then

wO
γ ∈ [A∞]′p ⇐⇒ γ ′

p := − γ

p − 1
∈ (−1,∞) ⇐⇒ γ ∈ (−∞, p − 1) (2-5)

in view of Eq. 2-4.

2.2 UMD Spaces and Lq-maximal Regularity

The general references for this subsection are [46, 47, 56].
The UMD property of Banach spaces is defined through the unconditionality of martin-

gale differences, which is a primarily probabilistic notion. A deep result due to Bourgain
and Burkholder gives a pure analytic characterization in terms of the Hilbert transform: a
Banach space X has the UMD property if and only if it is of class HT, i.e. the Hilbert trans-
form H has a bounded extension HX to Lp(R;X) for any/some p ∈ (1,∞). A Banach
space with the UMD property is called a UMD Banach space. Some facts:

• Every Hilbert space is a UMD space;
• If X is a UMD space, (S,,μ) is σ -finite and p ∈ (1,∞), then Lp(S;X) is a UMD

space.
• UMD spaces are reflexive.
• Closed subspaces and quotients of UMD spaces are again UMD spaces.

In particular, weighted Besov and Triebel-Lizorkin spaces (see Section 2.4) are UMD spaces
in the reflexive range.

Let A be a closed linear operator on a Banach space X. For q ∈ (1,∞) and v ∈ Aq(R)
we say that A enjoys the property of

• Lq(v,R)-maximal regularity if ∂t +A is invertible as an operator on Lq(v,R;X) with
domain W 1

q (R, v;X) ∩ Lq(R, v;D(A)).
• Lq(v,R+)-maximal regularity if ∂t + A is invertible as an operator on Lq(v,R+;X)

with domain 0W
1
q (R+, v;X) ∩ Lq(R+, v;D(A)), where

0W
1
q (R+, v;X) = {u ∈ W 1

q (R+, v;X) : u(0) = 0}.
In the specific case of the power weight v = vμ with q ∈ (−1, q − 1), we speak of
Lq,μ(R)-maximal regularity and Lq,μ(R+)-maximal regularity.

Note that Lq(v,R)-maximal regularity and Lq(v,R+)-maximal regularity can also
be formulated in terms of evolution equations. For instance, A enjoys the property of
Lq(v,R+)-maximal regularity if and only if, for each f ∈ Lq(v,R+;X), there exists a
unique solution u ∈ W 1

q (R+, v;X) ∩ Lq(R+, v;D(A)) of

u′ + Au = f, u(0) = 0.

References for Lq(R)-maximal regularity and Lq(R+)-maximal regularity include [5,
73] and [28, 56]. Works on Lq(R+, v)-maximal regularity include [13, 14, 32].
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Lemma 2.1 Let X be a Banach space, q ∈ (1,∞) and v ∈ Aq(R). Let A be a linear
operator on X and let ||| · ||| be a Banach norm on D(A) with (D(A), ||| · |||) ↪→ D(A). If

∂t + A : W 1
q (R, v;X) ∩ Lq(R, v; (D(A), ||| · |||)) −→ Lq(R, v;X)

is an isomorphism of Banach spaces, then ||| · ||| � ‖ · ‖D(A) and ıR ⊂ ρ(−A) with
∥
∥
∥(ıξ + A)−1

∥
∥
∥
B(X)

≤
2‖(∂t + A)−1‖B(Lq(R,v;X),W 1

q (R,v;X))
1 + |ξ | , ξ ∈ R.

In particular,A is a closed linear operator onX enjoying the property of Lq(v,R)-maximal
regularity.

Proof A slight modification of [73, Satz 2.2] gives a mapping R : R → B(X, (D(A),
||| · |||)) with the property that

(ıξ+A)R(ξ)=IX and ‖R(ξ)‖B(X)�
2‖(∂t+A)−1‖B(Lq(R,v;X),W 1

q (R,v;X))
1 + |ξ | , ξ ∈ R.

Similarly to [28, Theorem 4.1], using [28, Theorem 3.7] modified to the real line, it follows
from the construction of R(ξ) from [73, Satz 2.2] that also R(ξ)(ıξ + A) = ID(A) for each
ξ ∈ R. This shows that ıR ⊂ ρ(−A) with (ıξ + A)−1 = R(ξ). But then

|||x||| = |||R(0)Ax||| � ‖Ax‖X ≤ ‖x‖D(A) , x ∈ D(A).

Lemma 2.2 LetX be a Banach space, q ∈ (1,∞) and v ∈ Aq(R). LetA be a closed linear
operator on X with C+ ⊂ ρ(−A) enjoying the property of Lq(R, v)-maximal regularity,
where C+ = {z ∈ C : Re(z) > 0}. Suppose that λ �→ ‖(λ + A)−1‖B(X) is polynomially
bounded on C+. Then −A is the generator of an exponentially stable analytic semigroup
on X and A also enjoys the property of Lq(R+, v)-maximal regularity.

Proof As A enjoys the property of Lq(R, v)-maximal regularity, Lemma 2.1 applies with
||| · ||| = ‖ · ‖D(A). Therefore, C+ ⊂ ρ(−A) and λ �→ (λ + A)−1 and λ �→ λ(λ + A)−1

are well-defined analytic functions C+ → B(X). Moreover, both mappings satisfy the
assumptions of the Phragmen-Lindelöf Theorem (see [19, Corollary VI.4.4]) so that both
mappings are bounded. Hence, by the solution formula for the Poisson equation in the half-
space (see [30, Chapter 2, Theorem 14]) we have that

sup
λ∈C+

∥
∥
∥(λ+ A)−1

∥
∥
∥
B(X)

≤ sup
θ∈R

∥
∥
∥(ıθ + A)−1

∥
∥
∥
B(X)

< ∞

and
sup
λ∈C+

∥
∥
∥λ(λ+ A)−1

∥
∥
∥
B(X)

≤ sup
θ∈R

∥
∥
∥ıθ(ıθ + A)−1

∥
∥
∥
B(X)

< ∞.

It follows that −A is the generator of an exponentially stable analytic semigroup (e−tA)t≥0
on X.

Finally, as −A is the generator of an exponentially stable analytic semigroup on X, the
variation of constants formula yields Lq(R+, v)-maximal regularity. Indeed, viewing 0W

1
q

(R+, v;X) ∩ Lq(R+, v;D(A)) and Lq(R+, v;X) as closed subspaces of W 1
q (R, v;X)

∩Lq(R, v;D(A)) and Lq(R, v;X), respectively, through extension by zero, the formula

[(∂t + A)−1f ](t) =
∫ t

−∞
e−(t−s)Af (s) ds, f ∈ Lq(R, v;X), t ∈ R,
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shows that (∂t + A)−1 maps Lq(R+, v;X) to 0W
1
q (R+, v;X) ∩ Lq(R+, v;D(A)).

As an application of its operator-valued Fourier multiplier theorem, Weis [90] character-
ized Lq(R+)-maximal regularity in terms of R-sectoriality in the setting of UMD Banach
spaces. The corresponding result for Lq(R)-maximal regularity involves R-bisectoriality,
see [5]. Using [32, Theorem 3.5] and Theorem A.1, these results carry over to the weighted
setting.

Let us introduce the notion ofR-boundedness. LetX be a Banach space. Let (εk)k∈N be a
Rademacher sequence on some probability space (�,F ,P), i.e. a sequence of independent
random variables with P(εk = 1) = P(εk = −1) = 1

2 . A collection of operators T ⊂
B(X) is called R-bounded if there exists a finite constant C ≥ 0 such that, for all K ∈ N,
T0, . . . , TK ∈ T and x0, . . . , xK ∈ X,

∥
∥
∥
∥
∥

K∑

k=0

εkTkxk

∥
∥
∥
∥
∥
L2(�;X)

≤ C

∥
∥
∥
∥
∥

K∑

k=0

εkxk

∥
∥
∥
∥
∥
L2(�;X)

.

The least such constant C is called the R-bound of T and is denoted by R(T ).
The space Radp(N;X), where p ∈ [1,∞), is defined as the Banach space of sequence

(xk)k∈N for which there is convergence of
∑∞
k=0 εkxk in Lp(�;X), endowed with the norm

‖(xk)k∈N‖Radp(N;X) :=
∥
∥
∥
∥
∥

∞∑

k=0

εkxk

∥
∥
∥
∥
∥
Lp(�;X)

= sup
K≥0

∥
∥
∥
∥
∥

K∑

k=0

εkxk

∥
∥
∥
∥
∥
Lp(�;X)

.

As a consequence of the Kahane-Khintchine inequalities, Radp(N;X) = Radq(N;X) with
an equivalence of norms. We put Rad(N;X) = Rad2(N;X). Note that a collection of opera-
tors T ⊂ B(X) is called R-bounded if and only if {diag(T0, . . . , TK) : T0, . . . , TK ∈ T } ⊂
B(Rad(N;X)) is a uniformly bounded family of operators, in which case the R-bound
coincides with that uniform bound; here

diag(T0, . . . , TK)(xk)k∈N = (T0x0, . . . , TKxK, 0, 0, 0, . . .).

Furthermore, note that, as a consequence of the Kahane-Khintchine inequalities and Fubini,
given p ∈ [1,∞) and a σ -finite measure space (S,A , μ), there is a natural isomorphism
of Banach spaces

Rad(N;Lp(S;X)) � Lp(S; Rad(N;X)).
Having introduced the notion of R-boundedness, we can now give the definition of R-

sectoriality, which is an R-boundedness version of sectoriality.
Recall that an unbounded operator A on a Banach space X is a sectorial operator if A is

injective, closed, has dense range and there exists a φ ∈ (0, π) such that π−φ ⊂ ρ(−A)
and

sup
λ∈π−φ

‖λ(λ+ A)−1‖B(X) < ∞.

The infimum over all possible φ is called the angle of sectoriality and is denoted by ω(A).
In this case we also say that A is sectorial of angle ω(A). The condition that A has dense
range is automatically fulfilled if X is reflexive (see [47, Proposition 10.1.9]).

We say that an unbounded operator A on a Banach space X is an R-sectorial operator
if A is injective, closed, has dense range and there exists a φ ∈ (0, π) such that π−φ ⊂
ρ(−A) and

R({λ(λ+ A)−1 : λ ∈ π−φ}) < ∞ in B(X).
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The infimum over all possible φ is called the angle of R-sectoriality and is denoted by
ωR(A). In this case we also say that A is R-sectorial of angle ωR(A).

A way to approach Lq -maximal regularity is through operator sum methods, as initiated
by Dore & Venni [29]. Using the Kalton–Weis operator sum theorem [51, Theorem 6.3] in
combination with [64, Proposition 2.7], we obtain the following result:

Proposition 2.3 LetX be a UMD space, q ∈ (1,∞) and v ∈ Aq(R). If A is a closed linear
operator on a Banach spaceX with 0 ∈ ρ(A) that is R-sectorial of angle ωR(A) < π

2 , then
A enjoys the properties of Lq(v,R)-maximal regularity and Lq(v,R+)-maximal regularity.

2.3 Decomposition and Anisotropy

Let n = |d |1 = d1 + . . .+ dl with d = (d1, . . . , dl ) ∈ N
l
1. The decomposition

R
n = R

d1 × . . .× R
dl .

is called the d -decomposition of Rn. For x ∈ R
n we accordingly write x = (x1, . . . , xl)

and xj = (xj,1, . . . , xj,dj ), where xj ∈ R
dj and xj,i ∈ R (j = 1, . . . , l; i = 1, . . . , dj ). We

also say that we view R
n as being d -decomposed. Furthermore, for each k ∈ {1, . . . , l} we

define the inclusion map

ιk = ι[d ;k] : Rdk −→ R
n, xk �→ (0, . . . , 0, xk, 0, . . . , 0),

and the projection map

πk = π[d ;k] : Rn −→ R
dk , x = (x1, . . . , xl) �→ xk .

For x ∈ R
l and y ∈ R

n we define

x ·d y :=
l∑

j=1

dj∑

i=1

xjyj,i .

Given a ∈ (0,∞)l , we define the (d , a)-anisotropic dilation δ(d ,a)λ on R
n by λ > 0 to be

the mapping δ(d ,a)λ on R
n given by the formula

δ
(d ,a)
λ x := (λa1x1, . . . , λ

al xl), x ∈ R
n.

A (d , a)-anisotropic distance function on R
n is a function u : Rn −→ [0,∞) satisfying

(i) u(x) = 0 if and only if x = 0.
(ii) u(δ

(d ,a)
λ x) = λu(x) for all x ∈ R

n and λ > 0.
(iii) There exists a c > 0 such that u(x + y) ≤ c(u(x)+ u(y)) for all x, y ∈ R

n.

All (d , a)-anisotropic distance functions on R
n are equivalent: Given two (d , a)-anisotropic

distance functions u and v on R
n, there exist constantsm,M > 0 such thatmu(x) ≤ v(x) ≤

Mu(x) for all x ∈ R
n

In this paper we will use the (d , a)-anisotropic distance function | · |d ,a : Rn −→ [0,∞)

given by the formula

|x|d ,a :=
⎛

⎝
l∑

j=1

|xj |2/aj
⎞

⎠

1/2

(x ∈ R
n).
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2.4 Distribution Theory and Function Spaces

As general references for this subsection we would like to mention [3, 10, 58].

2.4.1 Distribution Theory and Some Generic Function Space Theory

Let X be a Banach space. The spaces of X-valued distributions and X-valued tem-
pered distributions on R

n are defined as D′(Rn;X) := L(D(Rn),X) and S ′(Rn;X) :=
L(S(Rn),X), respectively; for the theory of vector-valued distributions we refer to [3] (and
[2, Section III.4]).

Let E ↪→ D′(U ;X) be a Banach space of distributions on an open subset U ⊂ R
n.

Given an open subset V ⊂ U ,

E(V ) := {f ∈ D′(V ;X) : ∃g ∈ E, g|V = f }
equipped with the norm

‖f ‖E(V ) := inf{‖g‖E : g ∈ E, g|V = f }
is a Banach space with E(V ) ↪→ D′(V ;X). Note that f �→ fV defines a contraction
E → E(V ). Furthermore, note that, if E ↪→ F ↪→ D′(U ;X), then E(V ) ↪→ F(V ). More
generally, given Banach spaces E ↪→ D′(U1;X1) and F ↪→ D′(U2;X2), T ∈ B(E,F) and
open subsets V1 ⊂ U1, V2 ⊂ U2 with the property that

∀f, g ∈ E, f|V1 = g|V1 =⇒ (Tf )|V2 = (T g)|V2 ,

T induces an operator T̃ ∈ B(E(V1),F(V2)) satisfying (Tf )V2 = T̃ (f|V1) for all f ∈ E.
Given a Banach space Z, OM(R

n;Z) denotes the space of slowly increasing Z-
valued smooth functions on R

n. Pointwise multiplication (f, g) �→ fg yields separately
continuous bilinear mappings

OM(R
n;B(X)) × S(Rn;X) −→ S(Rn;X),

OM(R
n;B(X)) × S ′(Rn;X) −→ S ′(Rn;X). (2-6)

As a consequence, (m, f ) �→ F−1[mf̂ ] yields separately continuous bilinear mappings
(2-6). We use the following notation:

Tmf = OP[m]f = m(D)f := F−1[mĝ].
Let E ↪→ D′(U ;X) be a Banach space of distributions on an open subset U ⊂ R

n. For
a finite set of multi-indices J ⊂ N

d we define the Sobolev space WJ [E] as the space of all
f ∈ E with Dαf ∈ E for every α ∈ J , equipped with the norm

‖f ‖WJ [E] :=
∑

α∈J

∥
∥Dαf

∥
∥
E

.

Then WJ [E] is a Banach space with WJ [E] ↪→ E ↪→ D′(U ;X). Note that if F ↪→
D′(U ;X) is another Banach space, then

E ↪→ F implies WJ [E] ↪→ WJ [F].
Given n ∈ N

l , we define Wn
d [E] := WJn,d [E], where

Jn,d :=
⎧
⎨

⎩
α ∈

l⋃

j=1

ι[d ;j ]Ndj : |αj | ≤ nj

⎫
⎬

⎭
.
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Suppose R
n is d -decomposed as in Section 2.3. For a Banach space Z, a ∈ (0,∞)l and

N ∈ N we define M(d ,a)
N (Z) as the space of all m ∈ CN(Rn;Z) for which

‖m‖M(d ,a)
N (Z)

:= sup
|α|≤N

sup
ξ∈Rn

(1 + |ξ |d ,a)a·d α ∥∥Dαm(ξ)
∥
∥
Z
< ∞.

When a = 1 we simply write MN(Z) = M(d ,1)
N (Z).

Let a ∈ (0,∞)l . A normed space E ⊂ S ′(Rn;X) is called (d , a)-admissible if there
exists an N ∈ N such that

m(D)f ∈ E with ‖m(D)f ‖E � ‖m‖M(d ,a)
N (C)

‖f ‖E , (m, f ) ∈ OM(R
n;C)× E.

In case a = 1 we simply speak of admissible.
To each σ ∈ R we associate the operators J [d ;j ]

σ ∈ L(S ′(Rn;X)) and J d ,a
σ ∈

L(S ′(Rn;X)) given by

J [d ;j ]
σ f := F−1[(1 + |π[d ;j ]|2)σ/2f̂ ] and J d ,a

σ f :=
l∑

k=1

J [d ;k]
σ/ak

f .

We call J d ,a
σ the (d , a)-anisotropic Bessel potential operator of order σ .

Let E ↪→ S ′(Rn;X) be a Banach space. Given n ∈ (N1)
l , ς, a ∈ (0,∞)l , and s ∈ R,

we define the Banach spaces Hς

d [E],Hs,a
d [E] ↪→ S ′(Rn;X) as follows:

Hς

d [E] := {f ∈ S ′(Rn) : J [d ;j ]
ςj f ∈ E, j = 1, . . . , l},

Hs,a
d [E] := {f ∈ S ′(Rn) : J d ,a

s f ∈ E},
with the norms

‖f ‖Hς

d [E] =
l∑

j=1

∥
∥
∥J [d ;j ]

ςj
f

∥
∥
∥
E

, ‖f ‖Hs,a
d [E] =

∥
∥
∥J d ,a

s f

∥
∥
∥
E

.

Note that Hς

d [E] ↪→ Hs,a
d [E] contractively in case that ς = (s/a1, . . . , s/al). Furthermore,

note that if F ↪→ S ′(Rn;X) is another Banach space, then

E ↪→ F implies Hς

d [E] ↪→ Hς

d [F],Hs,a
d [E] ↪→ Hs,a

d [F]. (2-7)

We write

J̃n,d := {0} ∪
{
nj ι[d ;j ]e

[dj ]
i : j = 1, . . . , l, i = 1, . . . , di

}
, n ∈ N

l
1,

where e
[dj ]
i is the standard i-th basis vector in R

dj . If E ↪→ S ′(Rn;X) is a (d , a)-admissible
Banach space for a given a ∈ (0,∞)l , then

WJ [E] = Hn
d [E] = Hs,a

d [E], s ∈ R,n = sa−1 ∈ N
l
1, J̃n,d ⊂ J ⊂ Jn,d , (2-8)

and
Hς

d [E] = Hs,a
d [E], s > 0, ς = sa−1. (2-9)

Furthermore,
Dα ∈ B(Hs,a

d [E],Hs−a·d α,a
d [E]), s ∈ R, α ∈ N

n. (2-10)

Let E,F ↪→ S ′(Rn;X) be (d , a)-admissible Banach spaces for a given a ∈ (0,∞)l .
If ( · , · ) is an interpolation functor (e.g. ( · , · ) ∈ {[ · , · ]θ , ( · , · )θ,q : θ ∈ [0, 1], q ∈
[1,∞]}), (E,F) ↪→ S ′(Rn;X) is (d , a)-admissible as well. Moreover, it holds that

(Hς [E],Hς [F]) = Hς [(E,F)], ς ∈ (0,∞)l . (2-11)
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2.4.2 Function Spaces

Anisotropic mixed-norm spaces Let X be a Banach space and suppose that R
n is

d -decomposed as in Section 2.3.
Let O = ∏l

j=1 Oj ⊂ R
n with Oj an open subset of Rdj for each j . For p ∈ (1,∞)l

and a weight vector w ∈ ∏l
j=1 W(Oj ) with p-dual weight vector w′

p ∈ ∏l
j=1 L1,loc(Oj ),

there is the inclusion Lp(O,w;X) ↪→ D′(O;X) (which can be seen through the pairing
(2-2)). So we can define the associated Sobolev space of order k ∈ N

l

W k
p (O,w;X) := W (k,d )[Lp(O,w;X)].

An example of a weight w on a C∞−domain O ⊂ R
n for which the p-dual weight w′

p =
w

− 1
p−1 ∈ L1,loc(O) is the power weight w∂Oγ = dist( · , ∂O)γ with γ ∈ R. Furthermore,

note that w′
p ∈ A∞(Rn) ⊂ L1,loc(R

n) for w ∈ [A∞]′p(Rn) ⊃ Ap(R
n).

Let p ∈ (1,∞)l and w ∈ ∏l
j=1Apj (R

dj ). Then w′
p ∈ ∏l

j=1Ap′
j
(Rdj ), so that

S(Rn) d
↪→ Lp′(Rn,w′

p). Using the pairing (2-2), we find that Lp(R
n,w;X) ↪→ S ′(Rn;X)

in the natural way. For a ∈ (0,∞)l , s ∈ R and ς ∈ (0,∞)l we can thus define the Bessel
potential spaces

Hς
p (R

n,w;X) :=H(ς,d )
d [Lp(R

n,w;X)], H s,a
p (Rn,w;X) :=Hs,(a,d )

d [Lp(R
n,w;X)].

If X is a UMD space and w ∈ ∏l
j=1A

rec
pj
(Rdj )1, then Lp(R

n,w;X) is (a, d )-admissible
(see [32]). In particular, if X is a UMD space, then Eqs. 2-8, 2-9 and 2-10 hold true with
E = Lp(R

n,w;X).
Let a ∈ (0,∞)l . For 0 < A < B < ∞ we define �d ,a

A,B(R
n) as the set of all sequences

ϕ = (ϕn)n∈N ⊂ S(Rn) which are constructed in the following way: given a ϕ0 ∈ S(Rn)
satisfying

0 ≤ ϕ̂0 ≤ 1, ϕ̂0(ξ) = 1 if |ξ |d ,a ≤ A, ϕ̂0(ξ) = 0 if |ξ |d ,a ≥ B,

(ϕn)n≥1 ⊂ S(Rn) is defined via the relations

ϕ̂n(ξ) = ϕ̂1(δ
(d ,a)
2−n+1ξ) = ϕ̂0(δ

(d ,a)
2−n ξ)− ϕ̂0(δ

(d ,a)
2−n+1ξ), ξ ∈ R

n, n ≥ 1.

Observe that

supp ϕ̂0 ⊂ {ξ | |ξ |d ,a ≤ B} and supp ϕ̂n ⊂ {ξ | 2n−1A ≤ |ξ |d ,a ≤ 2nB}, n ≥ 1.

We put �d ,a(Rn) := ⋃
0<A<B<∞�

d ,a
A,B(R

n). In case l = 1 we write �a(Rn) =
�d ,a(Rn), �(Rn) = �1(Rn), �aA,B(R

n) = �
d ,a
A,B(R

n), and �A,B(Rn) = �1
A,B(R

n).

To ϕ ∈ �d ,a(Rn) we associate the family of convolution operators (Sn)n∈N =
(S
ϕ
n )n∈N ⊂ L(S ′(Rn;X),OM(R

n;X)) ⊂ L(S ′(Rn;X)) given by

Snf = Sϕn f := ϕn ∗ f = F−1[ϕ̂nf̂ ] (f ∈ S ′(Rn;X)). (2-12)

It holds that f = ∑∞
n=0 Snf in S ′(Rn;X) respectively in S(Rn;X) whenever f ∈

S ′(Rn;X) respectively f ∈ S(Rn;X).

1w ∈ ∏l
j=1 Apj (R

dj ) should already work, but this is not available in the literature and not needed in this
paper anyway.
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Given a ∈ (0,∞)l , p ∈ [1,∞)l , q ∈ [1,∞], s ∈ R, and w ∈ ∏l
j=1A∞(Rdj ), the Besov

space Bs,a
p,q,d (R

n,w;X) is defined as the Banach space of all f ∈ S ′(Rn;X) for which

‖f ‖Bs,a
p,q,d (R

n,w;X) := ∥
∥(2nsSϕn f )n∈N

∥
∥
�q (N)[Lp(Rn,w)](X) < ∞

and the Triebel-Lizorkin space F s,a
p,q,d (R

n,w;X) is defined as the Banach space of all f ∈
S ′(Rn;X) for which

‖f ‖Fs,a
p,q,d (R

n,w;X) := ∥
∥(2nsSϕn f )n∈N

∥
∥
Lp(Rn,w)[�q (N)](X) < ∞.

Up to an equivalence of extended norms on S ′(Rn;X), ‖ · ‖Bs,a
p,q,d (R

n,w;X) and

‖ · ‖Fs,a
p,q,d (R

n,w;X) do not depend on the particular choice of ϕ ∈ �d ,a(Rn).

Let us note some basic relations between these spaces. Monotonicity of �q -spaces yields
that, for 1 ≤ q0 ≤ q1 ≤ ∞,

B
s,a
p,q0,d

(Rn,w;X) ↪→ B
s,a
p,q1,d

(Rn,w;X), F
s,a
p,q0,d

(Rn,w;X) ↪→ F
s,a
p,q1,d

(Rn,w;X).
(2-13)

For ε > 0 it holds that

B
s,a
p,∞,d (R

n,w;X) ↪→ B
s−ε,a
p,1,d (R

n,w;X). (2-14)

Furthermore, Minkowksi’s inequality gives

B
s,a
p,min{p1,...,pl ,q},d (R

n,w;X) ↪→ F
s,a
p,q,d (R

n,w;X) ↪→ B
s,a
p,max{p1,...,pl ,q},d (R

n,w;X).
(2-15)

The real interpolation of weighted isotropic scalar-valued Triebel-Lizorkin spaces from
[10, Theorem 3.5] (see [69, Proposition 6.1] in the Banach space-valued Ap-setting), can
be extended to the mixed-norm anisotropic Banach space-valued setting. This yields the
following interpolation identity: if p ∈ [1,∞)l , q0, q1, q ∈ [1,∞], s0, s1 ∈ R, s0 
= s1,
w ∈ ∏l

j=1A∞(Rdj ), θ ∈ (0, 1) and s = (1 − θ)s0 + θs1, then

(F
s0,a
p,q0,d

(Rn,w;X), F s1,a
p,q1,d

(Rn,w;X))θ,q = B
s,a
p,q,d (R

n,w;X). (2-16)

The Besov space Bs,a
p,q,d (R

n,w;X) and the Triebel-Lizorkin space F s,a
p,q,d (R

n,w;X)
are examples of (d , a)-admissible Banach spaces. In fact (see [58, Proposition 5.2.26]), if
E = B

s,a
p,q,d (R

n,w;X) or E = F
s,a
p,q,d (R

n,w;X), then there exists an N ∈ N, independent
of X, such that

‖m(D)f ‖E �p,q,a,w ‖m‖M(d ,a)
N (B(X)) ‖f ‖E , (m, f ) ∈ OM(R

n;B(X))× E. (2-17)

Lemma 2.4 Let X be a Banach space, a ∈ (0,∞)l , p ∈ [1,∞)l , q ∈ [1,∞),
w ∈ ∏l

j=1A∞(Rdj ), A ∈ {B,F } and s ∈ R. There exists N ∈ N, only depending on
a,p, q, n,w, such that if M ⊂ OM(R

n;B(X)) satisfies
MRM

(d ,a)
N

:= sup
|α|≤N

R
{
(1 + |ξ |d ,a)a·d αDαm(ξ) : ξ ∈ R

n,m ∈ M
}
,

then

R{Tm : m ∈ M } �a,p,q,n,w ‖M ‖RM
(d ,a)
N

in B(A s
p,q (R

n,w;X))).
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Proof For simplicity of notation we only treat the case A = F . Let N be as in Eq. 2-17
for E = F sp,q (R

n,w; Rad(N;X))). Now consider M ⊂ OM(R
n;B(X)) satisfying

∥
∥M

∥
∥
RM

(d ,a)
N

< ∞. Let m0, . . . , mM ∈ M . Then

m(ξ) := diag(m1(ξ), . . . , mM(ξ))

defines a symbol m ∈ OM(R
n;B(Rad(N;X))) with ‖m‖MN (B(Rad(N;X))) ≤ ∥

∥M
∥
∥
RMN

.
So, by Eq. 2-17, Tm ∈ B(F sp,r (Rn, w; Rad(N;X)))) with

‖Tm‖B(F sp,q (Rn,w;Rad(N;X)))) �a,p,q,n,w

∥
∥M

∥
∥
RMN

.

Now note that

F sp,q (R
n,w; Rad(N;X))) � Rad(N;F sp,q (Rn,w;X))

as a consequence of the Kahane-Khintchine inequalities and Fubini. Finally, the observation
that Tm = diag(Tm0 , . . . , TmM ) completes the proof.

Let a ∈ (0,∞)l , p ∈ [1,∞)l , q ∈ [1,∞], and w ∈ ∏l
j=1A∞(Rdj ). For s, s0 ∈ R it

holds that

B
s+s0,a
p,q,d (R

n,w;X) = Hs,a
d [Bs0,a

p,q,d (R
n,w;X)], F

s+s0,a
p,q,d (Rn,w;X)

= Hs,a
d [F s0,a

p,q,d (R
n,w;X)]. (2-18)

Let p ∈ (1,∞)l and w ∈ ∏l
j=1Apj (R

d ) If

• E = Wn
p,d (R

n,w;X), n ∈ N
l , n = sa−1; or

• E = H
s,a
p,d (R

n,w;X); or
• E = H

ς

p,d (R
n,w;X), a ∈ (0,∞)l , ς = sa−1,

then we have the inclusions

F
s,a
p,1,d (R

n,w;X) ↪→ E ↪→ F
s,a
p,∞,d (R

n,w;X). (2-19)

The following result is a representation for anisotropic mixed-norm Triebel-Lizorkin
spaces in terms of classical isotropic Triebel-Lizorkin spaces (see Paragraph 2.4.2.b).

Theorem 2.5 ([61], Example 5.9) Let X be a Banach space, l = 2, a ∈ (0,∞)2, p, q ∈
(1,∞), s > 0, and w ∈ Ap(Rd1)× Aq(R

d2). Then

F
s,a
(p,q),p(R

d1 × R
d2 ,w;X) = F

s/a2
q,p (R

d2 , w2;Lp(Rd1 , w1;X)) ∩ Lq

(Rd2 , w2;F s/a1
p,p (R

d1 , w1;X)) (2-20)

with equivalence of norms.

This intersection representation is actually a corollary of a more general intersection
representation in [61], see [61, Example 5.5]. In the above form it can also be found in
[58, Theorem 5.2.35]. For the caseX = C, d1 = 1, w = 1 we refer to [22, Proposition 3.23].

There is the following analogue of Theorem 2.5 in the Besov space case:

Theorem 2.6 ([61], Example 5.9) Let X be a Banach space, l = 2, a ∈ (0,∞)2, p, q ∈
(1,∞), s > 0, and w ∈ Ap(Rd1)× Aq(R

d2). Then

B
s,a
(p,q),q (R

n,w;X) = B
s/a2
q,q (R

d2 , w2;Lp(Rd1 , w1;X)) ∩ Lq(Rd2 , w2;Bs/a1
p,q (R

d1 , w1;X))
(2-21)
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with equivalence of norms.

In the parameter range that we have defined the spaces Hς

p,d (R
n,w;X), Hs,a

p,d (R
n,w;

X), Bs,a
p,q,d (R

n,w;X) and F s,a
p,q,d (R

n,w;X) above, the corresponding versions on open
subsets O ⊂ R

n are defined by restriction:

H
ς

p,d (O,w;X) := [Hς

p,d (R
n,w;X)](O), H s,a

p,d (O,w;X) := [Hs,a
p,d (R

n,w;X)](O),
B
s,a
p,q,d (O,w;X) := B

s,a
p,q,d (R

n,w;X)(O), F s,a,dp,q (O,w;X) := F
s,a
p,q,d (R

n,w;X)(O).

Isotropic spaces

Parameter-independent spaces In the special case l = 1 and a = 1, the anisotropic mixed-
norm spaces introduced in Paragraph 2.4.2.a reduce to classical isotropic Sobolev, Bessel
potential, Besov and Triebel-Lizorkin spacesWk

p(O, w;X),Hs
p(O, w;X), Bsp,q(O, w;X),

F sp,q(O, w;X), respectively. In the case that O is a C∞-domain and w = w∂Oγ , we use the
notation:

Wk
p,γ (O;X) := Wk

p(O, w
∂O
γ ;X), Hs

p,γ (O;X) := Hs
p(O, w

∂O
γ ;X),

Bsp,q,γ (O;X) := Bsp,q(O, w
∂O
γ ;X), F sp,q,γ (O;X) := F sp,q(O, w

∂O
γ ;X).

If X is a UMD space, p ∈ (1,∞) and w ∈ Ap(Rn), then Lp(Rn, w;X) is an admissible
Banach space of tempered distributions. By lifting, Hs

p(R
n, w;X) is admissible as well.

In fact, there is an operator-valued Mikhlin theorem for Hs
p(R

n, w;X) (obtained by lifting
from Lp(R

n, w;X)):

Proposition 2.7 Let X be UMD space, p ∈ (1,∞) and w ∈ Ap(R
n). If m ∈ Cn+2(Rn \

{0};B(X)) satisfies
‖m‖RMn+2

= sup
|α|≤n+2

R{|ξ |αDαm(ξ) : ξ ∈ R
n \ {0}} < ∞,

then

Tm : S(Rn;X) −→ L∞(Rn;X), m �→ F−1[mf̂ ],
extends to a bounded linear operator on Hs

p(R
n, w;X) with

‖Tm‖B(Hs
p(R

n,w;X)) �X,p,w,n ‖m‖RMn+2

Proof The case s = 0 can be obtained as in [72, Proposition 3.1], from which the case of
general s ∈ R subsequently follows by lifting.

If X is a UMD space, k ∈ N, p ∈ (1,∞) and w ∈ Ap(R
n), then, as a consequence of

the admissibility,

Hk
p(R

n, w;X) = Wk
p(R

n, w;X). (2-22)

In the reverse direction we for instance have that, given a Banach space X, if H 1
p(R;X) =

W 1
p(R;X), then X is a UMD space (see [46]).
In the scalar-valued case X = C, we have

Hs
p(R

n, w) = F sp,2(R
n, w), p ∈ (1,∞), w ∈ Ap. (2-23)
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In the Banach space-valued case, this identity is valid if and only if X is isomorphic to a
Hilbert space. For general Banach spaces X we still have (see [69, Proposition 3.12])

F sp,1(R
n, w;X) ↪→ Hs

p(R
n, w;X) ↪→ F sp,∞(Rn, w;X), p ∈ (1,∞), w ∈ Ap(Rn),

(2-24)

Fkp,1(R
n, w;X) ↪→ Wk

p(R
n, w;X) ↪→ Fkp,∞(Rn, w;X), p ∈ (1,∞), w ∈ Ap(Rn),

(2-25)
and (see [64, (7.1)])

Fkp,1,γ (O;X) ↪→ Wk
p,γ (O;X), k ∈ N, p ∈ (1,∞), γ ∈ (−1,∞), (2-26)

where O ⊂ R
n is Rn+ or a C∞-domain with compact boundary.

For UMD spacesX there is a suitable randomized substitute for Eq. 2-23 (see [72, Propo-
sition 3.2]).

Let O ⊂ R
n be a Lipschitz domain, p ∈ [1,∞), r0, r1 ∈ [1,∞], γ0, γ1 ∈ (−1,∞) and

s0, s1 ∈ R. By [69, 70], if γ0 > γ1 and s0 = s1 + γ0−γ1
p

, then

F s0p,r0(R
n, w∂Oγ0

;X) ↪→ F s1p,r1(R
n, w∂Oγ1

;X). (2-27)

For the next result the reader is referred to [63, Propositions 5.5 & 5.6].

Proposition 2.8 Let X be a UMD space and p ∈ (1,∞). Let w ∈ Ap be such that
w(−x1, x̃) = w(x1, x̃) for all x1 ∈ R and x̃ ∈ R

n−1.

(1) Hk,p(Rn+, w;X) = Wk,p(Rn+, w;X) for all k ∈ N.
(2) Let θ ∈ [0, 1] and s0, s1, s ∈ R be such that s = s0(1 − θ)+ s1θ . Then for O = R

n or
O = R

n+ one has

[Hs0,p(O, w;X),Hs1,p(O, w;X)]θ = Hs,p(O, w;X)
(3) For each m ∈ N there exists an Em+ ∈ B(H−m,p(Rn+, w;X),H−m,p(Rn, w;X)) such

that

• for all |s| ≤ m, Em+ ∈ B(Hs,p(Rn+, w;X),Hs,p(Rn, w;X)),
• for all |s| ≤ m, f �→ (Em+f )|Rn+ equals the identity operator onHs,p(Rn+, w;X).
Moreover, if f ∈ Lp(Rn+, w;X) ∩ Cm(Rn+;X), then Em+f ∈ Cm(Rn;X).

Theorem 2.9 (Rychkov’s extension operator [83]) Let O be a special Lipschitz domain in
R
n or a Lipschitz domain in R

n with a compact boundary and let X be a Banach space.
Then there exists a linear operator

E : D(E ) ⊂ D′(O;X) −→ D′(Rn;X)
with the properties that

• (E f )|O = f for all f ∈ D(E );
• A s

p,q(O, w;X) ⊂ D(E ) with E ∈ B(A s
p,q(O, w;X),A s

p,q(R
n, w;X)) whenever p ∈

[1,∞), q ∈ [1,∞] and w ∈ A∞(Rn). In particular, S(O;X) ⊂ D(E ) with E ∈
B(S(O;X),BC∞(Rn;X)).

Proof The existence of such an operator for the unweighted scalar-valued variant was
obtained in [83, Theorem 4.1]. However, the proof given there extends to the weighted
Banach space-valued setting.
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Let O be either Rn+ or a CN -domain in R
n with a compact boundary ∂O , where N ∈ N.

Let X be Banach space, p ∈ [1,∞), q ∈ [1,∞], γ ∈ (−1,∞) and s ∈ R. It will be
convenient to define

∂Bsp,q,γ (∂O;X) := B
s− 1+γ

p
p,q (∂O;X) and ∂F sp,q,γ (∂O;X) := F

s− 1+γ
p

p,p (∂O;X).
If A ∈ {B,F }, s > 1+γ

p
and s > max

{
s,
(

1+γ
p

− 1
)

+ + 1 − s
}
, then we have retractions

tr∂O : A s
p,q(R

n, w∂Oγ ;X) −→ ∂A s
p,q,γ (∂O;X)

and
Tr∂O : A s

p,q,γ (O;X) −→ ∂A s
p,q,γ (∂O;X)

that are related by tr∂O = Tr∂O ◦E , where E is any choice of Rychkov’s extension operator
(from Theorem 2.9). There is compatibility for both of the trace operators tr∂O and Tr∂O on
the different function spaces that are allowed above.

Let us now introduce reflexive Banach space-valued versions of the B- and F -scales, the
scales dual to the B- and F -scales, respectively, as considered in [62]. Let X be a reflexive
Banach space, p, q ∈ (1,∞), w ∈ [A∞]′p(Rn) and s ∈ R. Recall that w′

p ∈ A∞ by

definition of [A∞]′p(Rn). For A ∈ {B,F }, A −s
p′,q ′(Rn, w′

p;X∗) is a reflexive Banach space
with

S(Rd ;X) d
↪→ A −s

p′,q ′(Rn, w′
p;X∗) ↪→ S ′(Rn;X),

so that

S(Rn;X) d
↪→ [A −s

p′,q ′(Rn, w′
p;X∗)]∗ ↪→ S ′(Rn;X)

under the natural identifications. We define

Bsp,q(Rn, w;X) :=[B−s
p′,q ′(Rn, w′

p;X∗)]∗ and F s
p,q(R

n, w;X) :=[F−s
p′,q ′(Rn, w′

p;X∗)]∗.

For w ∈ Ap we have

Bsp,q(Rn, w;X) = Bsp,q(R
n, w;X) and F s

p,q(R
n, w;X) = F sp,q(R

n, w;X). (2-28)

Notationally it will be convenient to define

{B,F,B,F} −→ {B,F,B,F}, A �→ A • =

⎧
⎪⎪⎨

⎪⎪⎩

B, A = B,

F , A = F,

B, A = B,
F, A = F .

Let X be a reflexive Banach space, p, q ∈ (1,∞), γ ∈ (−∞, p − 1) and s ∈ R. We put

∂Bsp,q,γ (∂O;X) := B
s− 1+γ

p
p,q (∂O;X) and ∂F s

p,q,γ (∂O;X) := F
s− 1+γ

p
p,p (∂O;X).

Parameter-dependent spaces We now present an extension to the reflexive Banach space-
valued setting of the parameter-dependent function spaces discussed in [62, Section 6],
which was in turn partly based on [40]. As the theory presented in [62, Section 6] carries
over verbatim to this setting, we only state results without proofs. The reflexivity condition
comes from duality arguments involving the dual scales that are needed outside the Ap-
range. Although for theB- and F -scales duality is only used in Corollary 2.11, for simplicity
we restrict ourselves to the setting of reflexive Banach spaces from the start.

For σ ∈ R and μ ∈ [0,∞) we define �σμ ∈ L(S(Rn;X)) ∩ L(S ′(Rn;X)) by

�σμf := F−1[〈 · , μ〉σ f̂ ], f ∈ S ′(Rn;X),
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where 〈ξ, μ〉 = (1 + |ξ |2 + μ2)1/2.
Let X be a reflexive Banach space and let either

(i) p ∈ [1,∞), q ∈ [1,∞], w ∈ A∞(Rn) and A ∈ {B,F }; or
(ii) p, q ∈ (1,∞), w ∈ [A∞]′p(Rn) and A ∈ {B,F}.
For s, s0 ∈ R and μ ∈ [0,∞) we define

‖f ‖
A
s,μ,s0
p,q (Rn,w;X) := ∥

∥�s−s0μ f
∥
∥

A
s0
p,q (R

n,w;X) , f ∈ S ′(Rn;X)
and denote by A s,μ,s0

p,q (Rn, w;X) the space {f ∈ S ′(Rn;X) : ‖f ‖
A
s,μ,s0
p,q (Rn,w;X) < ∞}

equipped with this norm. For the Bessel-potential scale we proceed in a similar way.
Suppose that X is a UMD Banach space and let p ∈ (1,∞) and w ∈ Ap(Rn). We define

‖f ‖
H
s,μ,s0
p (Rn,w;X) := ‖�s−s0μ f ‖

H
s0
p (R

n,w;X)

and write Hs,μ,s0
p (Rn, w;X) for the space {f ∈ S ′(Rn;X) : ‖f ‖

H
s,μ,s0
p (Rn,w;X) < ∞}

endowed with this norm.
It trivially holds that

�tμ : A s,μ,s0
p,q (Rn, w;X) �−→ A s−t,μ,s0

p,q (Rn, w;X), isometrically,

�tμ : Hs,μ,s0
p (Rn, w;X) �−→ Hs−t,μ,s0

p (Rn, w;X), isometrically.
(2-29)

It furthermore holds that A s,μ,s0
p,q (Rn, w;X) = A s

p,q(R
n, w;X) as well as

H
s,μ,s0
p (Rn, w;X) = Hs

p(R
n, w;X), but with an equivalence of norms that is μ-dependent.

If s, s0, s̃0 ∈ R with s0 ≤ s̃0, then

A s,μ,s0
p,q (Rn, w;X) ↪→ A s,μ,̃s0

p,q (Rn, w;X) uniformly in μ ∈ [0,∞),

H s,μ,s0
p (Rn, w;X) ↪→ Hs,μ,̃s0

p (Rn, w;X) uniformly in μ ∈ [0,∞).

For an open subset U ⊂ R
n we put

A s,μ,s0
p,q (U,w;X) := [A s,μ,s0

p,q (Rn, w;X)](U), Hs,μ,s0
p (U,w;X)

:= [Hs,μ,s0
p (Rn, w;X)](U).

If s ≥ s0 and O is either Rn, Rn+ or a Lipschitz domain in R
n with a compact boundary ∂O ,

then it holds that

‖f ‖
A
s,μ,s0
p,q (O,w;X) � ‖f ‖A s

p,q (O,w;X) + 〈μ〉s−s0 ‖f ‖
A
s0
p,q (O,w;X) ,

‖f ‖
H
s,μ,s0
p (O,w;X) � ‖f ‖Hs

p(O,w;X) + 〈μ〉s−s0 ‖f ‖
H
s0
p (O,w;X) ,

f ∈ S ′(Rn), μ ∈ [0,∞)

(2-30)

Let X be a reflexive Banach space, p, q ∈ (1,∞), (w,A ) ∈ A∞(Rn) × {B,F } ∪
[A∞]′p(Rn)× {B,F} and B = A •. For s, s0 it holds that

[A s,μ,s0
p,q (Rn, w;X)]∗ = B−s,μ,−s0

p′,q ′ (Rn, w′
p;X∗), uniformly in μ ∈ [0,∞).

Next we consider a vector-valued version of the parameter-dependent Besov spaces as
introduced in [40], but in the notation of [62, Section 6]. Let X be a reflexive Banach space,
p ∈ [1,∞), q ∈ [1,∞] and s ∈ R. For each μ ∈ [0,∞) the norm ‖ · ‖

B
s,μ
p,q (R

n;X) is defined
by:

‖f ‖
B
s,μ
p,q (R

n;X) := 〈μ〉s− d
p
∥
∥Mμf

∥
∥
Bsp,q (R

n;X) , f ∈ S ′(Rn;X),
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where Mμ ∈ L(S(Rn;X)) ∩ L(S ′(Rn;X)) denotes the operator of dilation by 〈μ〉−1.
We furthermore write B

s,μ
p,q(R

n;X) for the space {f ∈ S ′(Rn;X) : ‖f ‖
B
s,μ
p,q (R

n;X) < ∞}
equipped with this norm. Then

�tμ : Bs,μp,q(Rn;X) �−→ B
s−t,μ
p,q (Rn;X), uniformly in μ. (2-31)

If s > 0, then it holds that

‖f ‖
B
s,μ
p,q (R

n;X) � ‖f ‖Bsp,q (Rn;X) + 〈μ〉s ‖f ‖Lp(Rn;X) , f ∈ S ′(Rn;X),μ ∈ [0,∞).
(2-32)

If p ∈ (1,∞) and q ∈ [1,∞), then

[Bs,μp,q(Rn;X)]∗ = B
−s,μ
p′,q ′ (Rn;X∗) uniformly in μ ∈ [0,∞). (2-33)

For a compact smooth manifold M we define B
s,μ
p,q(M) in terms of B

s,μ
p,q(R

n) in the
standard way. Then the analogues of Eqs. 2-32 and 2-33 for Bs,μp,q(M) are valid.

It will be convenient to write

∂A s,μ
p,q,γ (∂O;X) :=

⎧
⎨

⎩

B
s− 1+γ

p
,μ

p,q (∂O;X), A ∈ {B,B},
B
s− 1+γ

p
,μ

p,p (∂O;X), A ∈ {F,F}
as well as

∂Hs,μ
p,γ (∂O;X) := B

s− 1+γ
p
,μ

p,p (∂O;X).

Proposition 2.10 Let X be a reflexive Banach space, let O be either Rn+ or a CN -domain
in R

n with a compact boundary ∂O , where N ∈ N, let U ∈ {Rn,O}, let either
(i) p ∈ [1,∞), q ∈ [1,∞], γ ∈ (−1,∞) and A ∈ {B,F }; or

(ii) p, q ∈ (1,∞), γ ∈ (−∞, p − 1) and A ∈ {B,F},
and let s ∈ ( 1+γ

p
,∞) and s0 ∈ (−∞,

1+γ
p
). Assume that

N >

⎧
⎨

⎩

max
{
s,
(

1+γ
p

− 1
)

+ + 1 − s0
}
, in case (2.10),

max
{ − s0,−

(
1+γ
p

)

− + 1 + s
}
, in case (2.10).

Then

tr∂O : A s,μ,s0
p,q (U,w∂Oγ ;X) −→ ∂A s,μ

p,q,γ (∂O;X) uniformly in μ ∈ [0,∞),

that is,

‖tr∂Of ‖∂A s,μ
p,q,γ (∂O;X) � ‖f ‖

A
s,μ,s0
p,q (U,w∂Oγ ;X) , f ∈ A s,μ,s0

p,q (U,w∂Oγ ;X),μ ∈ [0,∞).

The respective assertion also holds for the Bessel potential scale if X is a UMD Banach
space and if γ ∈ (−1, p − 1) and N > max{s,−s0}.

Corollary 2.11 Let X be a reflexive Banach space, p, q ∈ (1,∞), (γ,A ) ∈ (−1,∞) ×
{B,F } ∪ (−∞, p − 1)× {B,F}, s ∈ (−∞,

1+γ
p

− 1) and s0 ∈ ( 1+γ
p

− 1,∞). Then

‖δ0 ⊗ f ‖
A
s,μ,s0
p,q (Rn,wγ ;X)�‖f ‖

∂A
s+1,μ
p,q,γ (R

d−1;X) , f ∈ ∂A s+1,μ
p,q,γ (R

d−1;X),μ ∈ [0,∞).
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2.5 Differential Boundary Value Systems

2.5.1 The Equations

Here we introduce some of the notation and terminology that will be used in Sections 5 and
6 on parabolic and elliptic boundary value problems.

Let X be a Banach space, O ⊂ R
n a C∞-domain with a compact boundary ∂O and

J ⊂ R an interval. Let m ∈ N1 and let m1, . . . , mm ∈ N satisfy mi ≤ 2m − 1 for each
i ∈ {1, . . . , m}.

Systems on O: Consider

A(D) =
∑

|α|≤2m

aαD
α,

Bi (D) =
∑

|β|≤mi
bi,β tr∂OD

β, i = 1, . . . , m,

with variable B(X)-valued coefficients aα on O and bi,β on ∂O which we are going
to specify later in Section 6. For the moment we just assume the top order coefficients
aα , |α| = 2m, and bi,β , |β| = mi , to be bounded and uniformly continuous. We call
(A(D),B1(D), . . . ,Bm(D)) a B(X)-valued boundary value system (of order 2m) on O .

Systems on O × J : Consider

A(D) =
∑

|α|≤2m

aαD
α,

Bi (D) =
∑

|β|≤mi
bi,β tr∂OD

β, i = 1, . . . , n,

with variable B(X)-valued coefficients aα on O×J and bi,β on ∂O×J which we are going
to specify later in Section 5. We call (A(D),B1(D), . . . ,Bm(D)) a B(X)-valued boundary
value system (of order 2m) on O × J .

2.5.2 Ellipticity and Lopatinskii-Shapiro Conditions

Let us now turn to the two structural assumptions on A,B1, . . . ,Bm. For each φ ∈ [0, π)
we introduce the conditions (E)φ and (LS)φ .

The condition (E)φ is parameter ellipticity. In order to state it, we denote by the sub-
script # the principal part of a differential operator: given a differential operator P(D) =∑

|γ |≤k pγDγ of order k ∈ N, P#(D) = ∑
|γ |=k pγDγ .

(E)φ For all t ∈ J , x ∈ O and |ξ | = 1 it holds that σ(A#(x, ξ, t)) ⊂ φ . If O is
unbounded, then it in addition holds that σ(A#(∞, ξ, t)) ⊂ C+ for all t ∈ J and
|ξ | = 1.

By A#(∞, ξ, t) we mean that the limit lim|x|→∞ A#(x, ξ, t) exists for all t ∈ J and all
|ξ | = 1 and that A#(∞, ξ, t) is defined as this limit.

The condition (LS)φ is a condition of Lopatinskii-Shapiro type. Before we can state it,
we need to introduce some notation. For each x ∈ ∂O we fix an orthogonal matrix Oν(x)
that rotates the outer unit normal ν(x) of ∂O at x to (0, . . . , 0,−1) ∈ R

n, and define the
rotated operators (Aν,Bν) by

Aν(x,D, t) := A(x,OT
ν(x)D, t), Bν(x,D, t) := B(x,OT

ν(x)D, t).
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(LS)φ For each t ∈ J , x ∈ ∂O , λ ∈ π−φ and ξ ′ ∈ R
n−1 with (λ, ξ ′) 
= 0 and all

h ∈ Xm, the ordinary initial value problem

λw(y)+ Aν
#(x, ξ

′,Dy, t)w(y) = 0, y > 0
Bνj,#(x, ξ ′,Dy, t)w(y)|y=0 = hj , j = 1, . . . , m.

has a unique solution w ∈ C∞([0,∞);X) with limy→∞w(y) = 0.

In the scalar-valued case, there are several equivalent characterizations for the Lopatinskii-
Shapiro condition. It is a common approach to consider the polynomial

Aν,+
# (x, ξ, τ, t) :=

m∏

j=1

(τ − τj (x, ξ
′, t))

where τ1(x, ξ
′, t), . . . , τm(x, ξ ′, t) are the roots of the polynomial Aν

#(x, ξ
′, · , t) with

positive imaginary part. If we write Bνj,#(x, ξ ′, τ, t) for the equivalence classes of

Bνj,#(x, ξ ′, τ, t) in C[τ ]/(Aν,+
# (x, ξ, τ, t)), then we can formulate the following result:

Proposition 2.12 The Lopatinskii-Shapiro condition is satisfied if and only if
Bνj,#(x, ξ ′, τ, t) (j = 1, . . . , m) are linearly independent in C[τ ]/(Aν,+

# (x, ξ, τ, t)).

This condition is sometimes called covering condition. A proof for this statement can for
example be found in Chapter 3.2 of [81]. A similar condition can be formulated using the
so-called Lopatinskii matrix. If B̃νj,#(x, ξ ′, τ, t) are the representatives of Bνj,#(x, ξ ′, τ, t)
with minimal degree, then their degree is smaller than m. Hence, there is a unique matrix
L(x, ξ ′, t) ∈ C

m×m such that
⎛

⎜
⎜
⎝

B̃ν1,#(x, ξ ′, τ, t)
...

B̃νm,#(x, ξ ′, τ, t)

⎞

⎟
⎟
⎠ = L(x, ξ ′, t)

⎛

⎜
⎝

τ 0

...
τm−1.

⎞

⎟
⎠

This matrix L(x, ξ ′, t) is called Lopatinskii matrix. From Proposition 2.1.2 one can easily
derive the following result:

Proposition 2.13 The Lopatinskii-Shapiro condition is satisfied if and only if the Lopatin-
skii matrix L(x, ξ ′, t) is invertible.

Using Proposition 2.13 one can easily see that if Bj (x, ξ ′, τ, t) = τ j−1, then the
Lopatinskii-Shapiro condition is satisfied for all elliptic operators. In particular, this
includes the usual Dirichlet boundary conditions for second order equations. Also Neu-
mann boundary conditions satisfy the Lopatinskii-Shapiro condition. For further examples
we refer to Section 11.2 in [91].

3 Embedding and Trace Results for Mixed-norm Anisotropic Spaces

3.1 Embedding Results

Proposition 3.1 Let X be a Banach space, p, p̃ ∈ (1,∞)l , q, q̃ ∈ [1,∞], s, s̃ ∈ R,
a ∈ (0,∞)l , and w, w̃ ∈ ∏l

j=1A∞(Rdj ). Suppose that
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• p1 ≤ p̃1, pj = p̃j and wj = w̃j for j ∈ {2, . . . , l};
• w1(x1) = |x1|γ1 and w̃1(x1) = |x1|γ̃j for some γ1, γ̃1 ∈ (−d1,∞) satisfying

γ̃1

p̃1
≤ γ1

p1
and

d1 + γ̃1

p̃1
<

d1 + γ1

p1
.

If s − a1
d1+γ1
p1

≥ s̃ − a1
d1+γ̃1
p̃1

, then

F
s,a
p,q,d (R

n,w;X) ↪→ F
s̃,a
p̃,̃q,d (R

n, w̃;X).

Remark 3.2 Proposition 3.1 is a partial extension of [69, Theorem 1.2] to the mixed-norm
anisotropic setting. In the scalar-valued setting, there also is a generalization of [69, Theo-
rem 1.2] to the general A∞ case, see [70, Theorem 1.2]. It would be nice to have a similar
extension also in the Banach space-valued anisotropic mixed-norm setting. This would also
remove the restriction that p, p̃ ∈ [1,∞)l \ (1,∞)l is not allowed in Proposition 3.1.

Remark 3.3 In this paper we only apply Proposition 3.1 in the case that p = p̃. In this
case the embedding result takes the form: if γ1 > γ̃1 and s ≥ s̃ + a1

γ1−γ̃1
p1

, then

F
s,a
p,q,d (R

n,w;X) ↪→ F
s̃,a
p,̃q,d (R

n, w̃;X).
One of the nice things about this embedding, which has already turned out to be a pow-
erful technical tool in the isotropic case (see e.g. [59, 62, 65, 71]), is the (inner) trace
space invariance in the sharp case s = s̃ + a1

γ1−γ̃1
p1

, see Proposition 3.7 below. In the two
other embedding results in this section, Lemmas 3.4 and 3.5 below, there also is such an
invariance.

Proof of Proposition 3.1 The embedding can be proved in the same way as [69, Theo-
rem 1.2 (2)⇒(1)], as follows. It suffices to consider the case q̃ = 1 and s − a1

d1+γ1
p1

= s̃ −
a1

d1+γ̃1
p̃1

. Furthermore, in order to prove the norm estimate corresponding to the embedding
we may restrict ourselves to f ∈ S(Rn;X). Let θ ∈ (0, 1) be such that

ν := γ̃1/p̃1 − (1 − θ)γ1/p1
1
p̃1

− 1−θ
p1

> −d1,

let r be defined by 1
p̃1

= 1−θ
p1

+ θ
r

and let t be defined by t − a1
d1+ν
r

= s̃ − a1
d1+γ̃1
p̃1

.

Note that r ∈ [p̃1,∞), t ∈ (−∞, s), s̃ = θt + (1 − θ)s and θp̃1
r
ν + (1−θ)p̃1

p1
γ1 = γ̃ .

Therefore, as [69, Proposition 5.1] directly extends to the setting of mixed-norm anisotropic
Triebel-Lizorkin spaces,

‖f ‖
F
s̃,a
p̃,1,d (R

n,w̃;X) � ‖f ‖1−θ
F
s,a
p,q,d (R

n,w;X) ‖f ‖θ
F
t,a

(r,p′),r,d (R
n,(| · |ν ,w̃′);X) . (3-1)

Furthermore, as a consequence of [69, Proposition 4.1], since

γ̃1

p̃1
− ν

r
= 1 − θ

θ

(
γ1

p1
− γ̃1

p̃1

)

≥ 0,
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we obtain that

‖f ‖
F
t,a

(r,p′),r,d (R
n,(| · |ν ,w̃′);X) =

∥
∥
∥(2tkS(d ,a)k f )k∈N

∥
∥
∥
Lp′,d ′ (Rn−d1 ,w̃′)[�r (N)[Lr (Rd1 ,| · |ν )]](X)

�
∥
∥
∥(2s̃kS(d ,a)k f )k∈N

∥
∥
∥
Lp′,d ′ (Rn−d1 ,w̃′)[�p̃1 (N)[Lp̃1 (R

d1 ,| · |γ̃1 )]](X)
= ‖f ‖

F
s̃,a
p̃,1,d (R

n,w̃;X) . (3-2)

Indeed, here we apply [69, Proposition 4.1] to S(d ,a)k f ( · , x′) for each x′ ∈ R
d−d1 , which is

a Schwartz function with Fourier support in [−c2ka1 , c2ka1 ]d1 (with c independent of f and
n), to obtain

∥
∥
∥S

(d ,a)
k f ( · , x′)

∥
∥
∥
Lr (R

d1 ,| · |ν ;X) � (2ka1)
d1+ν
r

− d1+γ̃1
p̃1

∥
∥
∥S

(d ,a)
k f ( · , x′)

∥
∥
∥
Lp̃1 (R

d1 ,| · |γ̃1 ;X)

= 2k(t−̃s)
∥
∥
∥S

(d ,a)
k f ( · , x′)

∥
∥
∥
Lp̃1 (R

d1 ,| · |γ̃1 ;X) ,

from which ‘�’ in Eq. 3-2 follows. A combination of Eqs. 3-1 and 3-2 gives the desired
estimate

‖f ‖
F
s̃,a
p̃,1,d (R

n,w̃;X) � ‖f ‖Fs,a
p,q,d (R

n,w;X) .

Lemma 3.4 Let X be a UMD Banach space, q, p, r ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1,∞),
s ∈ R and ρ ∈ (0,∞). Let s̃ ∈ (0,∞) with s̃ ≥ s, γ̃ := γ + (̃s − s)p and σ := s̃

ρ
+ 1. Let

δ ∈ (0,∞) be such that γ̃ − δp ∈ (−1, p − 1) and put η := 1
σ−1δ. Then

F
σ+ η

ρ
,( 1
ρ
,1)

(p,q),1 (Rn+ × R, (wγ̃+ηp, v);X)
↪→ W 1

q (R, v;F sp,r (Rn+, wγ ;X)) ∩ Lq(R, v;F s+ρp,r (R
n+, wγ ;X)). (3-3)

Proof This can be shown as the scalar-valued case in [59, (27)]. Note that the duality
arguments therein remain valid as X is a UMD space and therefore reflexive.

Lemma 3.5 Let X be a UMD Banach space, q, p ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1,∞),

s ∈ R and ρ ∈ (0,∞). If θ ∈ [0, 1] satsifies s + θρ ∈ (0,∞) ∩ ( 1+γ
p

− 1, 1+γ
p
), then

W 1
q (R, v;F sp,∞(Rn+, wγ );X) ∩ Lq(R, v;F s+ρp,∞(Rn+, wγ );X) (3-4)

↪→ H 1−θ
q (R, v;Lp(Rn+, wγ−(s+θρ)p);X) ∩ Lq(R, v;H(1−θ)ρ

p (Rn+, wγ−(s+θρ)p);X).

Note that s+ θρ ∈ ( 1+γ
p

− 1, 1+γ
p
) is equivalent to γ − (s+ θρ)p ∈ (−1, p− 1), which

is in turn equivalent to wγ−(s+θρ)p ∈ Ap.

Proof The proof given in [59, Lemma 3.4] on the scalar-valued case carries over verbatim.

3.2 Trace Results

Proposition 3.1 with p = p̃ (see Remark 3.3) enables us to give an alternative proof of
the trace theorem [60, Theorem 4.6] for anisotropic weighted mixed-norm Triebel-Lizorkin
spaces. The special case d1 = 1 in Proposition 3.7 actually yields [60, Theorem 4.6], which
is the only case that is used in this paper.
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For the statement of Proposition 3.7 we need some notation and terminology that we first
introduce.

3.2.1 Some notation

We slightly modify the notation from [60, Sections 4.3.1 & 4.3.2] to our setting.

The working definition of the trace Let ϕ ∈ �d ,a(Rn) with associated family of convo-
lution operators (Sk)k∈N ⊂ L(S ′(Rn;X)) be fixed. In order to motivate the definition to
be given in a moment, let us first recall that f = ∑∞

k=0 Skf in S(Rn;X) (respectively in
S ′(Rn;X)) whenever f ∈ S(Rn;X) (respectively f ∈ S ′(Rn;X)), from which it is easy
to see that

f|{0d1 }×R
n−d1 =

∞∑

k=0

(Skf )|{0d1 }×R
n−d1 in S(Rn−d1;X), f ∈ S(Rn;X).

Furthermore, given a general tempered distribution f ∈ S ′(Rn;X), recall that Skf ∈
OM(R

n;X). In particular, each Skf has a well-defined classical trace with respect to
{0d1}×R

n−d1 . This suggests to define the trace operator τ = τϕ : D(γ ϕ) ⊂ S ′(Rn;X) −→
S ′(Rn−d1;X) by

τϕf :=
∞∑

k=0

(Skf )|{0d1 }×R
n−d1 (3-5)

on the domain D(τϕ) consisting of all f ∈ S ′(Rn;X) for which this defining series con-
verges in S ′(Rn−d1;X). Note that F−1E ′(Rn;X) is a subspace of D(τϕ) on which τϕ

coincides with the classical trace of continuous functions with respect to {0d1} × R
n−d1 ; of

course, for an f belonging to F−1E ′(Rn;X) there are only finitely many Skf non-zero.

The distributional trace operator Let us now introduce the concept of distributional trace
operator. The motivation for introducing it comes from Lemma 3.6.

The distributional trace operator r (with respect to the plane {0d1} ×R
n−d1 ) is defined as

follows. Viewing C(Rd1;D′(Rn−d1;X)) as subspace of D′(Rn;X) = D′(Rd1 ×R
n−d1;X)

via the canonical identification D′(Rd1;D′(Rn−d1;X)) = D′(Rd1 × R
n−d1;X) (arising

from the Schwartz kernel theorem),

C(Rd1;D′(Rn−d1;X)) ↪→ D′(Rd1;D′(Rn−d1;X)) = D′(Rd1 × R
n−d1;X),

we define r ∈ L(C(Rd1;D′(Rn−d1;X)),D′(Rn−d1;X)) as the ‘evaluation in 0 map’

r : C(Rd1;D′(Rn−d1;X)) −→ D′(Rn−d1;X), f �→ ev0f .

Then, in view of

C(Rn;X) = C(Rd1 × R
n−d1;X) = C(Rd1;C(Rn−d1;X)) ↪→ C(Rd1;D′(Rn−d1;X)),

we have that the distributional trace operator r coincides on C(Rn;X) with the classical
trace operator with respect to the plane {0d1} × R

n−d1 , i.e.,

r : C(Rn;X) −→ C(Rn−d1;X), f �→ f|{0d1 }×R
n−d1 .

The following lemma can be established as in [49, Section 4.2.1].
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Lemma 3.6 Let ρ ∈ S(Rd1) such that ρ(0) = 1 and supp ρ̂ ⊂ [1, 2]d1 , a1 ∈ R
d1 , d̃ ∈

N
l−d1
1 with d = (d1, d̃ ), ã ∈ (0,∞)l−d1 , and (φn)n∈N ∈ �d̃ ,̃a(Rd−d1). Then, for each

g ∈ S ′(Rd−d1;X),
ext g :=

∞∑

k=0

ρ(2ka1 · )⊗ [φk ∗ g] (3-6)

defines a convergent series in S ′(Rn;X) with
supp F [ρ ⊗ [φ0 ∗ g]] ⊂ {ξ | |ξ |d ,a ≤ c}
supp F [ρ(2ka1 · )⊗ [φk ∗ g]] ⊂ {ξ | c−12k ≤ |ξ |d ,a ≤ c2k} , k ≥ 1,

(3-7)

for some constant c > 0 independent of g. Moreover, the operator ext defined via this
formula is a linear operator

ext : S ′(Rd−d1;X) −→ Cb(R
d1;S ′(Rd−d1;X))

which acts as a right inverse of r : C(Rd1;S ′(Rd−d1;X)) −→ S ′(Rd−d1;X).

3.2.2 The results

We will use the following notation. We write d ′ = (d2, . . . , dl ). Similarly, given a ∈
(0,∞)l , p ∈ [1,∞)l and w ∈ ∏l

j=1 A∞(Rdj ), we write a′ := (a2, . . . , al), p′ :=
(p2, . . . , pl) and w′ := (w2, . . . , wl).

Proposition 3.7 Let X be a Banach space, a ∈ (0,∞)l , p ∈ (1,∞)l , q ∈ [1,∞],
γ ∈ (−d1,∞) and s > a1

p1
(d1 + γ ). Let w ∈ ∏l

j=1A∞(Rdj ) be such that w1(x1) =
|x1|γ and w′ ∈ ∏l

j=2Apj /rj (R
dj ) for some r ′ = (r2, . . . , rl) ∈ (0, 1)l−1 satisfying

s− a1
p1
(d1 +γ ) >∑l

j=2 aj dj (
1
rj

−1).2 Then the trace operator τ = τϕ (3-5) is well-defined

on F s,a
p,q,d (R

n,w;X), where it is independent of ϕ, and restricts to a retraction

τ : F s,a
p,q,d (R

n,w;X) −→ F
s− a1

p1
(1+γ ),a′

p′,p1,d ′ (Rn−d1 ,w′;X) (3-8)

for which the extension operator ext from Lemma 3.6 (with d̃ = d ′ and ã = a′) restricts to
a corresponding coretraction.

Proof Using the Sobolev embedding from Proposition 3.1 with p = p̃ (see Remark 3.3) in
combination with the invariance of the space on the right-hand side of Eq. 3-8 under this
embedding, we may without loss of generality assume that p1 = q. So

Lp(R
n,w)[�q(N)] = Lp′(Rn−d1 ,w′′)[�q(N)[Lp1(R

d1 , | · |γ )]].
Now the proof goes analogously to the proof of [58, Theorem 5.2.52].

Corollary 3.8 Let X be a Banach space, a ∈ (0,∞)l , p ∈ (1,∞)l , γ ∈ (−d1, d1(p1 − 1))
and s > a1

p1
(d1 + γ ). Let w ∈ ∏l

j=1 Apj (R
dj ) be such that w1(x1) = |x1|γ . Suppose that

either

• E = Wn
p,d (R

n,w;X), n ∈ (Z≥1)
l , n = sa−1; or

• E = H
s,a
p,d (R

n,w;X); or

2This technical condition on w′ is in particular satisfied when w′ ∈ ∏l
j=2 Apj (R

dj ).
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• E = H s
p,d (R

n,w;X), s ∈ (0,∞)l , a = sa−1.

Then the trace operator τ = τϕ (3-5) is well-defined on E, where it is independent of ϕ,
and restricts to a retraction

τ : E −→ F
s− a1

p1
(1+γ ),a′

p′,p1,d ′ (Rd−1,w′;X)
for which the extension operator ext from Lemma 3.6 (with d̃ = d ′ and ã = a′) restricts to
a corresponding coretraction.

Corollary 3.9 Let X be a UMD Banach space, q, p ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1,∞),

s ∈ (−∞,
1+γ
p
), ρ ∈ (0,∞) and β ∈ N

n. If s + ρ − |β| > 1+γ
p

, then tr∂Rn+ ◦ Dβ is a
bounded linear operator

W 1
q (R, v;F sp,∞(Rn+, wγ ;X)) ∩ Lq(R, v;F s+ρp,∞(Rn+, wγ ;X))

−→ F
1
ρ
(s+ρ−|β|− 1+γ

p
),( 1

ρ
,1)

(p,q),p (Rn−1 × R, (1, v);X).

Proof Let θ ∈ [0, 1] be such that s+θρ ∈ (0,∞)∩( 1+γ
p

−1, 1+γ
p
). Such a θ exists because

s <
1+γ
p

and s + ρ ≥ s + ρ − |β| > 1+γ
p

. Using Lemma 3.6 together with

H
1−θ,( 1

ρ
,1)

(p,q) (Rn+ × R, (wγ , v);X) ∩Lq(R, v;H(1−θ)ρ
p (Rn+, wγ−(s+θρ)p);X)

= H
1−θ− 1

ρ
|β|,( 1

ρ
,1)

(p,q) (Rn+ × R, (wγ−(s+θρ)p, v);X),
we find that Dβ is a bounded linear operator from

W 1
q (R, v;F sp,∞(Rn+, wγ ;X)) ∩ Lq(R, v;F s+ρp,∞(Rn+, wγ ;X))

to

H
1−θ− 1

ρ
|β|,( 1

ρ
,1)

(p,q) (Rn+ × R, (wγ−(s+θρ)p, v);X).
The desired result now follows from Corollary 3.8/[60, Corollary 4.9] and the observation
that

1

ρ
(s + ρ − |β| − 1 + γ

p
) = (1 − θ − 1

ρ
|β|)− 1 + [γ − (s + θρ)p]

p
.

Combined with the elementary embedding (2-24), the above corollary immediately
leads to:

Corollary 3.10 Let X be a UMD Banach space, q, p ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1, p −
1), s ∈ (−∞,

1+γ
p
), ρ ∈ (0,∞) and β ∈ N

n. If s + ρ − |β| > 1+γ
p

, then tr∂Rn+ ◦ Dβ is a
bounded linear operator

W 1
q (R, v;Hs

p(R
n+, wγ ;X)) ∩ Lq(R, v;Hs+ρ

p (Rn+, wγ ;X))

−→ F
1
ρ
(s+ρ−|β|− 1+γ

p
),( 1

ρ
,1)

(p,q),p (Rn−1 × R, (1, v);X).

The following lemma allows us to derive a Besov space variant of Corollary 3.9 by real
interpolation.



Elliptic and Parabolic Boundary Value Problems in Weighted...

Lemma 3.11 Let X be a UMD Banach space, q, p ∈ (1,∞), r ∈ (1,∞), v ∈ Aq(R),
w ∈ A∞(Rn), s ∈ R and ρ ∈ (0,∞). Let O be either R

n or as in Theorem 2.9. Let
s0, s1 ∈ R and θ ∈ (0, 1) be such that s = s0(1 − θ)+ s1θ . Then

(
W 1
q (R, v;F s0p,r (O, w;X)) ∩ Lq(R, v;F s0+ρp,r (O, w;X)),
W 1
q (R, v;F s1p,r (O, w;X)) ∩ Lq(R, v;F s1+ρp,r (O, w;X))

)

θ,q

= W 1
q (R, v;Bsp,q(O, w;X)) ∩ Lq(R, v;Bs+ρp,q (O, w;X))

Proof Thanks to Theorem 2.9 we may restrict ourselves to the case O = R
n. The

result now follows from Eq. 2-11 with E = Lq(R, v;F s0p,r (Rn, w;X)) and F =
Lq(R, v;F s1p,r (Rn, w;X)). Indeed, E and F are (d , a)-admissible with d = (n, 1) and
a = ( 1

ρ
, 1),

W 1
q (R, v;F s0p,r (Rn, w;X)) ∩ Lq(R, v;F s0+ρp,r (Rn, w;X) (2.18)= H(ρ,1)

(n,1) [E] (2.9)= H1,( 1
ρ
,1)

(n,1) [E],

W 1
q (R, v;F s1p,r (Rn, w;X)) ∩ Lq(R, v;F s1+ρp,r (Rn, w;X) (2.18)= H(ρ,1)

(n,1) [F] (2.9)= H1,( 1
ρ
,1)

(n,1) [F],

(E,F)θ,q = Lq(R, v; (F s0p,r (Rn, w;X), F s1p,r (Rn, w;X))θ,q)
(2.16)= Lq(R, v;Bsp,q(Rn, w;X)),

where we used [47, Theorem 2.2.10] for the real interpolation of Lq -Bochner spaces, and

H1,( 1
ρ
,1)

(n,1) [(E,F)θ,q ] (2.9)= H(ρ,1)
(n,1) [(E,F)θ,q ]

(2.18)= W 1
q (R, v;Bsp,q(Rn, w;X)) ∩ Lq(R, v;Bs+ρp,q (R

n, w;X)).

Corollary 3.12 Let X be a UMD Banach space, q, p ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1,∞),

s ∈ (−∞,
1+γ
p
), ρ ∈ (0,∞) and β ∈ N

n. If s + ρ − |β| > 1+γ
p

, then tr∂Rn+ ◦ Dβ is a
bounded linear operator

W 1
q (R, v;Bsp,q(Rn+, wγ ;X)) ∩ Lq(R, v;Bs+ρp,q (R

n+, wγ ;X))

−→ B
1
ρ
(s+ρ−|β|− 1+γ

p
),( 1

ρ
,1)

(p,q),q (Rn−1 × R, (1, v);X).

Proof This follows immediately from Corollary 3.9 by the real interpolation results from
Lemma 3.11 and Eq. 2-16.

4 Poisson Operators

4.1 Symbol Classes

In this subsection we give the definition and derive some properties of the symbol classes
we want to work with. We will restrict ourselves to symbols with constant coefficients and
infinite regularity in the parameter-dependent case. For the main results of this paper, treat-
ing the general symbol classes which are usually considered in the framework of the Boutet
de Monvel calculus is not necessary. Nonetheless we will treat them in a forthcoming paper
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for the discussion of pseudo-differential boundary value problems. Our symbol classes are
variants of the classical symbol classes considered in [38] and the other references we gave
in the introduction.

In this section, our parameter-dependent symbols usually depend on a complex variable.
If we say that the symbol is differentiable with respect to that variable, we interpret this
complex variable as an element of R2 and mean that the symbol is differentiable in the real
sense. Likewise, if there is a complex variable appearing in the Bessel potential, we treat it
as a variable in R

2.
In the whole section, we use the notation and conventions of Section 2.3. So let l ∈ N

and d ∈ N
l
1 such that |d | = n.

Definition 4.1 Let Z be a Banach space, d ∈ R and  ⊂ C open. Let further a =
(a1, . . . , al) ∈ (0,∞)l .

(a) The parameter-independent Hörmander class of order d with constant coefficients
denoted by Sd(Rn;Z) is the space of all smooth functions p ∈ C∞(Rn;Z) with

‖p‖(d)k := sup
ξ∈Rn

α∈Nn,|α|≤k

〈ξ 〉−(d−|α|)
∥
∥
∥D

α
ξ p(ξ)

∥
∥
∥
Z
< ∞

for all k ∈ N. Here, as usual the Bessel potential is defined by 〈ξ 〉 := (1 + |ξ |2)1/2.
(b) The anisotropic parameter-independent Hörmander class of order d with constant

coefficients denoted by Sdd ,a(R
n;Z) is the space of all smooth functions p ∈

C∞(Rn;Z) with

‖p‖(d)d ,a,k := sup
ξ∈Rn

α∈Nn,|α|≤k

〈ξ 〉−(d−a·d α)
d ,a ‖Dαξ p(ξ)‖Z < ∞

for all k ∈ N. Here, the anisotropic Bessel potential is defined by

〈ξ 〉d ,a := (1 + |ξ1|2/a1 + . . .+ |ξl |2/al )1/2.

Definition 4.2 Let Z be a Banach space, d ∈ R and  ⊂ C open. Let further a =
(a′′, al+1) = (a1, . . . , al+1) ∈ (0,∞)l × (0,∞).

(a) The isotropic parameter-dependent Hörmander class of order d and regularity ∞ with
constant coefficients denoted by Sd,∞(Rn×;Z) is the space of all smooth functions
p ∈ C∞(Rn ×;Z) with

‖p‖(d,∞)
k := sup

(ξ,μ)∈Rn×
α∈Nn,j∈N2,|α|+|j |≤k

〈ξ, μ〉−(d−|α|−|j |)
∥
∥
∥D

α
ξ D

j
μp(ξ, μ)

∥
∥
∥
Z
< ∞

for all k ∈ N. Here, the parameter-dependent Bessel potential is defined by

〈ξ, μ〉 := (1 + |ξ |2 + |μ|2)1/2.

(b) The anisotropic parameter-dependent Hörmander class of order d and regularity ∞
with constant coefficients denoted by Sd,∞d ,a (R

n × ;Z) is the space of all smooth
functions p ∈ C∞(Rn ×;Z) with

‖p‖(d,∞)

d ,a,k := sup
(ξ,λ)∈Rn×

α∈Nn,j∈N2,|α|+|j |≤k

〈ξ, λ〉−(d−a′′·dα−al+1|j |)
d ,a ‖Dαξ Djλp(ξ, λ)‖Z < ∞
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for all k ∈ N. Here, the anisotropic Bessel potential is defined by

〈ξ, λ〉d ,a := (1 + |ξ1|2/a1 + . . .+ |ξl |2/al + |λ|2/al+1)1/2.

In the special case l = 1 we also omit d in the notation and write Sd,∞a (Rn × ;Z)
and ‖p‖(d,∞)

a,k instead.

Definition 4.3 Let Z be a Banach space, d ∈ R and 1 ≤ p ≤ ∞. Let further d1 = 1 and
a = (a1, a

′) = (a1, . . . , al) ∈ (0,∞)× (0,∞)l−1.

(a) By Sd(Rn−1;SLp (R+;Z)) we denote the space of all smooth functions

k̃ : R+ × R
n−1 → Z, (x1, ξ

′) �→ k̃(x1, ξ
′)

satisfying

‖̃k‖Sd (Rn−1;SLp (R+;Z)),α′,m,m′

:= sup
ξ ′∈Rn−1

〈ξ ′〉−(d−m+m′−|α′|)+ 1
p

−1
∥
∥
∥x1 �→ xm1 D

m′
x1
Dα

′
ξ ′ k̃(x1, ξ

′)
∥
∥
∥
Lp(R+,Z)

< ∞

for all α′ ∈ N
n−1 and all m,m′ ∈ N. The elements of Sd(Rn−1;SLp (R+;Z)) will be

called parameter-independent Poisson symbol-kernels of order d + 1 or degree d .
(b) We denote by Sdd ,a(R

n−1;SLp (R+;Z)) the space of all smooth functions

k̃ : R+ × R
n−1 −→ Z, (x1, ξ

′) �→ k̃(x1, ξ
′)

satisfying
∥
∥̃k
∥
∥
Sdd ,a(SLp (R+;Z)),α,m,m′

:= sup
ξ ′∈Rn−1

〈ξ ′〉−(d−(m−m′)a1−a′·d ′α′)+a1(
1
p

−1)

d ′,a′
∥
∥
∥x1 �→ xm1 D

m′
x1
Dα

′
ξ ′ k̃(x1, ξ

′)
∥
∥
∥
Lp(R+;Z)

< ∞
for every α′ ∈ N

n−1 an all m,m′ ∈ N. The elements of Sdd ,a(R
n−1;SLp (R+;Z)) will

be called anisotropic parameter-independent Poisson symbol-kernels of order d + a1
or degree d . In the special case a1 = . . . = al we omit d in the notation and write
Sda (R

n−1;SLp (R+;Z)) and
∥
∥̃k
∥
∥
Sda (SLp (R+;Z)),α,m,m′ instead.

Definition 4.4 Let Z be a Banach space,  ⊂ C open, d ∈ R and 1 ≤ p ≤ ∞. Let further
d1 = 1 and a = (a1, â, al+1) ∈ (0,∞)× (0,∞)l−1 × (0,∞).

(a) By Sd,∞(Rn−1 ×;SLp(R+;Z)) we denote the space of all smooth functions

k̃ : R+ × R
n−1 × → Z, (x1, ξ

′, μ) �→ k̃(x1, ξ
′, μ)

satisfying

‖̃k‖Sd,∞(Rn−1×;SLp (R+;Z)),α′,m,m′,γ

:= sup
(ξ ′,μ)∈Rn−1×

〈ξ ′, μ〉−d+m−m′+|α′|+|γ |+ 1
p

−1

∥
∥
∥x1 �→ xm1 D

m′
x1
Dα

′
ξ ′Dγμk̃(x1, ξ

′, μ)
∥
∥
∥
Lp(R+,Z)

< ∞
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for all α′ ∈ N
n−1, γ ∈ N

2 and all m,m′ ∈ N. The elements of Sd,∞(Rn−1 ×
;SLp (R+;Z)) will be called parameter-dependent Poisson symbol-kernels of order
d + 1 or degree d and regularity ∞.

(b) We denote by Sd,∞d ,a (R
n−1 ×;SLp (R+;Z)) the space of all smooth functions

k̃ : R+ × R
n−1 × −→ Z, (x1, ξ

′, λ) �→ k̃(x1, ξ
′, λ)

satisfying
∥
∥̃k
∥
∥
S
d,∞
d ,a (SLp (R+;Z)),α′,m,m′,γ

:= sup
(ξ ′,λ)∈Rn−1×

〈ξ ′, λ〉−(d−(m−m′)a1−â·d ′α′−|γ |al+1)+a1(
1
p

−1)

d ′,a′

∥
∥
∥x1 �→ xm1 D

m′
x1
Dα

′
ξ ′D

γ
λ k̃(x1, ξ

′, λ)
∥
∥
∥
Lp(R+;Z) < ∞

for every α′ ∈ N
n−1, m,m′ ∈ N and γ ∈ N

2. The elements of Sd,∞d ,a (R
n−1 ×

;SLp (R+;Z)) will be called anisotropic parameter-dependent Poisson symbol-
kernels of order d + a1 or degree d and regularity ∞. In the special case a1 =
. . . = al we omit d in the notation and write Sd,∞a (Rn−1 × ;SLp (R+;Z)) and
∥
∥̃k
∥
∥
S
d,∞
a (SLp (R+;Z)),α′,m,m′,γ instead.

Lemma 4.5 Let X be a Banach space. For p ∈ [1,∞], m,m′ ∈ N let

‖f ‖SLp (R+;X),m,m′ := ‖x �→ xmDm
′

x f (x)‖Lp(R+;X) (f ∈ S(R+;X)).
We write SLp(R+;X) if we endow S(R+;X) with the topology generated by {‖ ·
‖SLp (R+,X),m,m′ : m,m′ ∈ N}.
(a) The topology on S(R+;X) generated by the family {‖ · ‖SLp (R+;X),m,m′ : m,m′ ∈ N}

is independent of p.
(b) The symbol-kernel class Sd,∞d ,a (R

n−1 × ;SLp (R+;Z)) is independent of p. The
respective assertion also holds in the isotropic or parameter-independent case.

Proof Equation 4.5: We simply show that SLp (R+;X) ↪→ SLq (R+;X) for all choices of
p, q ∈ [1,∞]. If q < p we can use Hölder’s inequality. Let m,m′ ∈ N, r ∈ [1,∞] such
that 1/q = 1/r + 1/p. Then, we have

‖x �→ xmDm
′

x f (x)‖Lq(R+;X) ≤ ‖x �→ 〈x〉−2‖Lr(R+)‖x �→ 〈x〉2xmDm
′

x f (x)‖Lp(R+;X)
� max{‖x �→ xmDm

′
x f (x)‖Lp(R+;X), ‖x �→ xm+2Dm

′
x f (x)‖Lp(R+;X)}

If q ≥ p we use the embedding W 1
p(R+;X) ↪→ Lq(R+;X) (cf. Proposition 3.12 in

combination with Proposition 7.2 in [69]). This embedding yields

‖x �→ xmDm
′

x f (x)‖Lq(R+;X) � ‖x �→ xmDm
′

x f (x)‖W 1
p(R+;X)

� max{‖x �→ xmDm
′

x f (x)‖Lp(R+;X), ‖x �→ xmDm
′+1

x f (x)‖Lp(R+;X),

‖x �→ xm−1Dm
′

x f (x)‖Lp(R+;X)}
for all m,m′ ∈ N. Altogether, we obtain the assertion.
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Equation 4.5: We will derive this from Eq. 4.5 by a scaling argument. For simplicity of
notation we restrict ourselves to the isotropic parameter-dependent case. Consider a smooth
function

k̃ : R+ × R
n−1 × → Z, (x1, ξ

′, μ) �→ k̃(x1, ξ
′, μ).

Let α′ ∈ N
n−1, γ ∈ N

2 and put k̃α′,γ (x1, ξ
′, μ) := Dα

′
ξ ′D

γ
μk̃(x1, ξ

′, μ) and h̃α′,γ (t1, ξ ′, μ)
:= k̃α′,γ (〈ξ ′, μ〉−1t1, ξ

′, μ). Then

〈ξ ′, μ〉 1
p

+m−m′ ∥
∥̃kα′,γ ( · , ξ ′, μ)

∥
∥
SLp ,m,m′

= ∥
∥h̃α′,γ ( · , ξ ′, μ)

∥
∥
SLp ,m,m′ , m,m′ ∈ N, p ∈ [1,∞].

Applying the seminorm estimates associated with Eq. 4.5 to h̃α′,γ ( · , ξ ′, μ) the desired
result follows.

Remark 4.6 (a) Occasionally, we will need the estimates in the definitions of the Poisson
symbol-kernel classes with m being a non-negative real number instead of a natural
number. But the respective estimates follow by using Young’s inequality. Indeed, for
example in the anisotropic parameter-dependent case we have for all θ ∈ [0, 1] that

〈ξ ′, λ〉(m+θ)a1
d ,a x

p(m+θ)
1 = 〈ξ ′, λ〉m(1−θ)a1

d ,a x
pm(1−θ)
1 〈ξ ′, λ〉(m+1)θa1

d ,a x
p(m+1)θ
1

≤ (1 − θ)〈ξ ′, λ〉ma1
d ,a x

pm

1 + θ〈ξ ′, λ〉(m+1)a1
d ,a x

p(m+1)
1 .

Using the triangle inequality for the Lp(R+;Z)-norm yields the desired estimate.

(b) Let q > 0. Then we have that Sd,∞d ,a = S
qd,∞
d ,qa for all the anisotropic symbol classes,

since

〈ξ ′, λ〉d ,a = (1 + |ξ2|2/a2 + . . .+ |ξl |2/al + |λ|2/al+1)1/2

� (1 + |ξ2|2/qa2 + . . .+ |ξl |2/qal + |λ|2/qal+1)q/2 = 〈ξ ′, λ〉qd ,qa .

(c) Let m,m′ ∈ N, γ ∈ N
2 as well as α′ ∈ N

n−1. Then, it follows from the definition of
the symbol-kernels that k̃ �→ xm1 D

m′
x1
Dα

′
ξ ′D

γ
λ k̃ is a continuous mapping

S
d,∞
d ,a (R

n−1 ×;SLp (R+;Z))
→ S

d−(m−m′)a1−â·d ′α′−|γ |al+1,∞
d ,a (Rn−1 ×;SLp (R+;Z)).

The respective assertion also holds for the other symbol-kernel classes as well as for
the Hörmander symbols.

(d) Let d1, d2 ∈ R and suppose that we have a continuous bilinear mapping Z1 ×Z2 → Z

for the Banach spaces Z1, Z2 and Z. Then, the bilinear mapping

S
d1,∞
d ,a (Rn×,Z1)×Sd2,∞

d ,a (Rn×;Z2)→S
d1+d2,∞
d ,a (Rn×;Z), (p1, p2) �→ p · p

is continuous. The respective assertions also hold for the other classes of Hörmander
symbols.

Remark 4.7 Consider the situation of Definition 4.4. Suppose that = ϕ is a sector with
opening angle ϕ > π/2. Let further k̃ ∈ S

d,∞
d ,a (R

n−1 × ;SLp (R+;Z)) and η ≥ 0. Then

k̃(η) : : (x1, ξ
′, θ) �→ k̃(x1, ξ

′, 1 +η+ iθ) is an anisotropic parameter-independent Poisson
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symbol kernel in Sd
(d ,1),a(R

n;SLp(R+;Z)) in the sense of Definition 4.3. Moreover, for all

α′ ∈ N
n−1, m,m′ ∈ N and γ ∈ N

2 we have that

‖̃k(η)‖Sdd ,a(SLp (R+,Z)),α′,m,m′,γ

�α′,m,m′,γ (1 + η
[d−(m−m′)a1−â·d ′α′−|γ |al+1−a1(

1
p

−1)]+)
∥
∥̃k
∥
∥
S
d,∞
d ,a (SLp (R+;Z)),α′,m,m′,γ .

Proposition 4.8 Let Z be a Banach space and d ∈ R. Let further d1 = 1 and a =
(a1, â, al+1) ∈ (0,∞) × (0,∞)l−1 × (0,∞). Let q ∈ N and q := {zq : z ∈ } for

some open  ⊂ C. Let k̃ ∈ S
d,∞
d ,a (R

n−1 × q;SL1(R+, Z)) an anisotropic symbol. Then,

the transformation λ = μq leads to a symbol in Sqd,∞d ,aq
(Rn−1 × ;SL1(R+, Z)) where

aq := (qa1, . . . , qal, al+1), i.e. we have that

[(x1, ξ
′, μ) �→ k̃(x1, ξ

′, μq)] ∈ Sqd,∞d ,aq
(Rn−1 ×;SL1(R+, Z)).

Proof First, we note that

μq = (μ1 + iμ2)
q =

q∑

q̃=0

(
q

q̃

)

μ
q̃

1(iμ2)
q−q̃ .

We show by induction on |γ | with γ ∈ N
2 that ∂α

′
ξ ′ ∂

γ
μ k̃(x1, ξ

′, μq) is a linear combination of

terms of the form μj−if (x1, ξ
′, μq) where j, i ∈ N

2 such that j − i ∈ N
2 and |j |

q−1 + |i| =
|γ | as well as f ∈ S

d−â·d ′α′−(|j |al+1)/(q−1)
d ,a (SL1). Obviously, this is true for γ = 0. So let

∂α
ξ ′∂

γ
μ k̃(x1, ξ

′, μq) be a sum of terms of the form μj−if (x1, ξ
′, q) where j, i ∈ N

2 such

that j − i ∈ N
2 and |j |

q−1 + |i| = |γ | as well as f ∈ S
d−â·d ′α′−(|j |al+1)/(q−1)
d ,a (SL1). We

consider the summands separately. Then, we have

∂μ1 [μj−if (x1, ξ
′, μq)]

= [j1−i1]+μj−i−e1f (x1, ξ
′, μq)+ μj−i

( q∑

q̃=1

q̃

(
q

q̃

)

μ
q̃−1
1 (iμ2)

q−q̃
)

(∂μ1f )(x1, ξ
′, μq).

A similar computations holds for ∂μ2 [μj−if (x1, ξ
′, μq)]. Hence, by Remark 4.6 (4.6) the

induction is finished. Estimating such terms, we obtain

‖x1 �→ xm1 D
m′
x1
μj−if (x1, ξ

′, μq)‖L1 ≤ |μj−i |〈ξ ′, μq〉d−(m−m′)a1−â·d ′α′−(|j |al+1)/(q−1)
d ,a

� |μj−i |〈ξ ′, μ〉q[d−(m−m′)a1−â·d ′α′]−(q|j |al+1)/(q−1)
d ,aq

≤ 〈ξ ′, μ〉qd−q(m−m′)a1−âq ·d ′α′−(|j |/(q−1)+|i|)al+1
d ,aq

= 〈ξ ′, μ〉qd−q(m−m′)a1−âq ·d ′α′−|γ |al+1
d ,aq

This proves the assertion.

Definition 4.9 (a) Given a Hörmander symbol with constant coefficients p or pμ :=
p(·, μ) in the parameter-dependent case, we define the associated operator

Pf := OP(p)f = F−1pFf (f ∈ S ′(Rn;X)).
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or

Pμf := OP(pμ)f = F−1pμFf (f ∈ S ′(Rn;X)).
respectively.

(b) Given a Poisson symbol-kernel k or kμ := k(·, ·, μ) in the parameter-dependent case,
we define the associated operator

K := OPK(̃k)g(x)

:= (2π)1−n
∫

Rn−1
eix

′ξ ′
k̃(x1, ξ

′)ĝ(ξ ′) dξ ′ (x ∈ R
n+, g ∈ S(Rn−1;X)).

or

Kμ := OPK(̃kμ)g(x)

:= (2π)1−n
∫

Rn−1
eix

′ξ ′
k̃(x1, ξ

′, μ)ĝ(ξ ′) dξ ′ (x ∈ R
n+, g ∈ S(Rn−1;X)),

respectively.

Definition 4.10 LetZ be a Banach space, d ∈ R. Let further d1 = 1 and a = (a1, . . . , al) ∈
(0,∞)l .

1. We denote by Sd(Rn−1;SL∞(R;Z)) the space of all smooth functions

p : R × R
n−1 −→ Z, (ξ1, ξ

′) �→ p(ξ1, ξ
′)

satisfying

‖p‖Sd (SL∞ (R;Z)),α′,m,m′ := sup
ξ∈Rn

〈ξ ′〉−(d+m−m′−|α′|)
∥
∥
∥ξ
m
1 D

m′
ξ1
Dα

′
ξ ′ p(ξ1, ξ

′)
∥
∥
∥
Z
< ∞

for every α′ ∈ N
n−1 and m,m′ ∈ N.

2. We denote by Sdd ,a(R
n−1;SL∞(R;Z)) the space of all smooth functions

p : R × R
n−1 −→ Z, (ξ1, ξ

′) �→ p(ξ1, ξ
′)

satisfying

‖p‖Sdd ,a(SL∞ (R;Z)),α′,m,m := sup
ξ∈Rn

〈ξ ′〉−(d+(m−m′)a1−a′·d ′α′)
d ′,a′

∥
∥
∥ξ
m
1 D

m′
ξ1
Dα

′
ξ ′ p(ξ1, ξ

′)
∥
∥
∥
Z
<∞

for every α′ ∈ N
n−1 and m,m′ ∈ N.

Definition 4.11 Let Z be a Banach space, ⊂ C open, d ∈ R and 1 ≤ p ≤ ∞. Let further
d1 = 1 and a = (a1, â, al+1) ∈ (0,∞)× (0,∞)l−1 × (0,∞).

(a) We denote by Sd,∞(Rn−1 ×;SL∞(R;Z)) the space of all smooth functions

p : R × R
n−1 × −→ Z, (ξ1, ξ

′, μ) �→ p(ξ1, ξ
′, μ)

satisfying

‖p‖Sd,∞(SL∞ (R;Z)),α′,m,m′,γ := sup
ξ∈Rn,μ∈

〈ξ ′, μ〉−(d+m−m′−|α′|−|γ |)

∥
∥
∥ξ
m
1 D

m′
ξ1
Dα

′
ξ ′Dγμp(ξ1, ξ

′, μ)
∥
∥
∥
Z
< ∞

for every α′ ∈ N
n−1, m,m′ ∈ N and γ ∈ N

2.
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(b) We denote by Sd,∞d ,a (R
n−1 ×;SL∞(R;Z)) the space of all smooth functions

p : R × R
n−1 × −→ Z, (ξ1, ξ

′, λ) �→ p(ξ1, ξ
′, λ)

satisfying

‖p‖
S
d,∞
d ,a (SL∞ (R;Z)),α′,m,m′,γ := sup

ξ∈Rn,λ∈
〈ξ ′, |λ|〉−(d+(m−m′)a1−â·d ′α′−|γ |al+1)

d ′,a′

∥
∥
∥ξ
m
1 D

m′
ξ1
Dα

′
ξ ′D

γ
λ p(ξ1, ξ

′, λ)
∥
∥
∥
Z
< ∞

for every α′ ∈ N
n−1, m,m′ ∈ N and γ ∈ N

2.

Lemma 4.12 Consider the situation of Definition 4.11. We have the continuous embedding

S
d,∞
d ,a (R

n−1 ×;SL∞(R;Z)) ↪→ S
d,∞
d ,a (R

n ×;Z).
The respective assertion holds within the isotropic or parameter-independent classes.

Proof We only prove the result for the anisotropic and parameter-dependent case, as the
other cases can be proven in the exact same way. For given α ∈ N

n and γ ∈ N
2 we obtain

sup
(ξ,λ)∈Rn×

〈ξ, λ〉−(d−a′·d α−al+1γ )

d ,a ‖∂αξ ∂γλ p(ξ, λ)‖Z

� sup
(ξ,λ)∈Rn×

[〈ξ ′, λ〉−(d−a′·d α−al+1|γ |)
d ′,a′ ‖∂αξ ∂γλ p(ξ, λ)‖Z

+[−(d − a′ ·d α − al+1|γ |)]+‖ξ
1
a1

[−(d−a′·d α−al+1γ )]+
1 ∂αξ ∂

γ
λ p(ξ, λ)‖Z

]

< ∞.

Here we used the first part of Remark 4.6.

Note that Lemma 4.12 shows us that we can define an operator to a symbol in
S
d,∞
d ,a (R

n−1 ×;SL∞(R;Z)) by the means of Definition 4.9.

Lemma 4.13 Let X, Y be a Banach spaces and d ∈ R. Let further d1 = 1 and a =
(a1, â, al+1) = (a1, . . . , al+1) ∈ (0,∞)×(0,∞)l−1 ×(0,∞). There is a continuous linear
mapping

S
d,∞
d ,a (R

n−1 ×;SL1(R+;B(X, Y ))) −→ S
d,∞
d ,a (R

n−1 ×;SL∞(R;B(X, Y ))), k̃ �→ p,

which assigns to each k̃ a p such that r+ OP[p](δ0 ⊗ · ) = OPK(̃k). More explicitly, the
mapping k̃ �→ p can be defined by means of the diagram

S
d,∞
d ,a (R

n−1 ×;SL1(R+;B(X, Y ))) S
d,∞
d ,a (R

n−1 ×;SL1(R;B(X, Y )))

S
d,∞
d ,a (R

n−1 ×;SL∞(R;B(X, Y )))

E

k̃ �→p
Fx1 �→ξ1

where E denotes the Seeley extension as in [86] and the space Sd,∞d ,a (R
n−1 × ;SL1(R;B

(X, Y ))) is defined analogously to Sd,∞d ,a (R
n−1 × ;SL1(R+;B(X, Y ))). The respective

assertions also hold within the isotropic or parameter-independent classes.
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Proof Before we give the proof we should note that our approach here is strongly influ-
enced by [48, Proposition 4.1] where the Poisson symbol-kernel was also mapped to the
corresponding Hörmander symbol (cf. [37, 38]).

We only prove the result for the anisotropic and parameter-dependent case, as the other
cases can be proven in the exact same way. The proof consists of three steps:

(i) We show that the Seeley extension is bounded from S
d,∞
d ,a (R

n−1 × ;SL1(R+;B
(X, Y ))) to Sd,∞d ,a (R

n−1 ×;SL1(R;B(X, Y ))).
(ii) We show that Fx1 �→ξ1 is bounded from S

d,∞
d ,a (R

n−1 × ;SL1(R;B(X, Y ))) to

S
d,∞
d ,a (R

n−1 ×;SL∞(R;B(X, Y ))).
(iii) We show that OP[Fx1 �→ξ1Ek̃](δ0 ⊗ · ) = OPK[̃k].
So let us prove the three steps one by one:

(i) For the Seeley extension we fix two sequences (ak)k∈N, (bk)k∈N ⊂ R such that

(i) bk < 0 for all k ∈ N,
(ii)

∑∞
k=1 |ak||bk|j < ∞ for all j ∈ N,

(iii)
∑∞
k=1 akb

j
k = 1 for all j ∈ N,

(iv) bk → −∞ as k → ∞.

It was proven in [86] that such sequences indeed exist. Moreover, we take a function
φ ∈ C∞(R+) with φ(t) = 1 for 0 ≤ t ≤ 1 and φ(t) = 0 for t ≥ 2. Then, the Seeley
extension for a function f ∈ Sd,∞d ,a (R

n−1 ×;SLp (R+;Z)) is defined by

(Ef )(t, ξ ′, λ) =
∞∑

k=1

akφ(bkt)f (bkt, ξ
′, λ) (t < 0).

The assertion regarding the smoothness has already been proved by Seeley in [86].
Hence, we only have to show that the estimates of the symbol classed are preserved
under the Seeley extension. But they indeed hold as

‖x1 �→ xm1 D
m′
x1
Dα

′
ξ ′D

γ
λEk̃(x1, ξ

′, λ)‖L1(R−;B(X,Y ))

= ∥
∥x1 �→ xm1 D

m′
x1
Dα

′
ξ ′D

γ
λ

∞∑

k=1

akφ(bkx1)̃k(bkx1, ξ
′, λ)

∥
∥
L1(R−;B(X,Y ))

= ∥
∥x1 �→ xm1 D

α′
ξ ′D

γ
λ

∞∑

k=1

ak

m′
∑

q=0

(
m′

q

)

bm
′

k (D
q
x1φ)(bkx1)(D

m′−q
x1 k̃)

(bkx1, ξ
′, λ)

∥
∥
L1(R−;B(X,Y ))

≤
∞∑

k=1

akb
m′
k

m′
∑

q=0

(
m′

q

)
∥
∥x1 �→ xm1 D

α′
ξ ′D

γ
λ (D

q
x1φ)(bkx1)(D

m′−q
x1 k̃)

(bkx1, ξ
′, λ)

∥
∥
L1(R−;B(X,Y ))

≤
∞∑

k=1

akb
m′
k

m′
∑

q=0

(
m′

q

)
∥
∥x1 �→ xm1 D

α′
ξ ′D

γ
λ (D

q
x1φ)(bkx1)(D

m′−q
x1 k̃)

(bkx1, ξ
′, λ)

∥
∥
L1(R−;B(X,Y ))
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≤
∞∑

k=1

akb
m′−m−1
k

m′
∑

q=0

(
m′

q

)
∥
∥y1 �→ ym1 D

α′
ξ ′D

γ
λ (D

q
y1φ)(y1)

(D
m′−q
y1 k̃)(y1, ξ

′, λ)
∥
∥
L1(R+;B(X,Y ))

≤
∞∑

k=1

akb
m′−m−1
k

m′
∑

q=0

(
m′

q

)

‖Dqy1φ‖L∞(Rn+)
∥
∥y1 �→ ym1 D

α′
ξ ′D

γ
λ (D

m′−q
y1 k̃)

(y1, ξ
′, λ)

∥
∥
L1(R+;B(X,Y ))

≤
∞∑

k=1

akb
m′−m−1
k

m′
∑

q=0

(
m′

q

)

‖Dqy1φ‖L∞(Rn+)Cα′,m,m′−q,|γ |

〈ξ ′, λ〉d−(m−m′+q)a1−â·d ′α′−γ al+1
d ′,a′

≤ C〈ξ ′, λ〉d−(m−m′)a1−â·d ′α′−|γ |al+1
d ′,a′ .

(ii) This follows directly from the above computation together with the definition of the
symbol classes and the fact that Fx1 �→ξ1 maps L1(R;B(X, Y )) continuously into
L∞(R;B(X, Y )).

(iii) For all g ∈ S(Rn−1) and all x ∈ R
n+ we have that

OP(Fx1 �→ξ1Ek̃)(δ0 ⊗ g)(x)

= (2π)−n
∫

Rn

eixξ [Fx1 �→ξ1Ek̃(ξ1, ξ
′, μ)]Fx �→ξ (δ0 ⊗ g) dξ

= (2π)−n
∫

Rn

eixξ [Fx1 �→ξ1Ek̃(ξ1, ξ
′, μ)]1(ξ1)Fx′ �→ξ ′g(ξ ′) dξ

= (2π)1−n
∫

Rn−1
eix

′ξ ′
Ek̃(x1, ξ

′, μ)ĝ(ξ ′) dξ ′

= (2π)1−n
∫

Rn−1
eix

′ξ ′
k̃(x1, ξ

′, μ)ĝ(ξ ′) dξ ′

= OPK(̃k)g(x).

This finishes the proof.

Remark 4.14 Note that in Lemma 4.13 we can also apply r+ OP[p](δ0 ⊗ · ) to elements
of S ′(Rn−1;X), cf. Section 2.4.1.

Lemma 4.15 Let Z,Z1, Z2, Z3 be Banach spaces and d1, d2, d3 ∈ R. Let further d1 = 1
and a = (a1, â, al+1) = (a1, . . . , al+1) ∈ (0,∞) × (0,∞)l−1 × (0,∞). A continuous
trilinear mapping Z1 × Z2 × Z3 → Z induces by pointwise multiplication a continuous
trilinear mapping

S
d1,∞
d ,a (Rn ×;Z1)

×
S
d2,∞
d ,a (Rn−1 ×;SL∞(R;Z2))

×
S
d3,∞
d ′,a′ (Rn−1 ×;Z3)

−→ S
d1+d2+d3,∞
d ,a (Rn−1 ×;SL∞(R;Z)),
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where (p1, p2, p3) �→ p is given by

p(ξ1, ξ
′, μ) = p1(ξ, μ)p2(ξ, μ)p3(ξ

′, μ).

It also holds that
OP[p] = OP[p1] ◦ OP[p2] ◦ OP[p3].

Again, the respective assertions also hold within the isotropic or parameter-independent
classes.

Proof In order to keep notations shorter, we first show the assertion for constant p3. Hence,
we omit it in the notation and estimate the term

‖ξm1 Dm
′

ξ1
Dα

′
ξ ′D

j
λp1(ξ1, ξ

′, λ)p2(ξ1, ξ
′, λ)‖Z .

By the product rule and the triangle inequality, it suffices to estimate expressions of the form

‖Dm̃′
ξn
Dα̃

′
ξ ′D

j̃
λp1(ξ1, ξ

′, λ)ξmn Dm
′

ξn
Dα

′
ξ ′D

j
λp2(ξ1, ξ

′, λ)‖Z,
where |α′| + |̃α′| = |α′|, |j̃ | + |j | = |j | and m′ + m̃′ = m′. But for such an expression, we
obtain

‖Dm̃′
ξ1
Dα̃

′
ξ ′D

j̃
λp1(ξ1, ξ

′, λ)ξm1 D
m′
ξ1
Dα

′
ξ ′D

j
λp2(ξ1, ξ

′, λ)‖Z
� 〈ξ, λ〉d1−m̃′a1−â·d ′ α̃′−|j̃ |al+1

d ,a ‖ξm1 Dm
′

ξ1
Dα

′
ξ ′D

j
λp2(ξ1, ξ

′, λ)‖Z2

� 〈ξ ′, λ〉d1−m̃′a1−â·d ′ α̃′−|j̃ |al+1
d ′,a′ ‖ξm1 Dm

′
ξ1
Dα

′
ξ ′D

j
λp2(ξ1, ξ

′, λ)‖Z2

+[d1 − m̃′a1 − â ·d ′ α̃′ − |j̃ |al+1]+‖ξm+ 1
a1

[d1−m̃′a1−â·d ′ α̃′−|j̃ |al+1]+
1

Dm
′

ξ1
Dα

′
ξ ′D

j
λp2(ξ1, ξ

′, λ)‖Z2

� 〈ξ ′, λ〉d1+d2−(m̃′+m′−m)a1−â·d ′ (̃α′+α′)−(|j̃ |+|j |)al+1
d ′,a′

+[d1 − m̃′a1 − â ·d ′ α̃′ − |j̃ |al+1]+〈ξ ′, |λ|〉d1+d2−(m̃′+m′−m)a1−(̃α′+α′)−(|j̃ |+|j |)al+1
d ,a

� 〈ξ ′, λ〉d1+d2−(m′−m)a1−α2a2−...−αlal−|j |al+1
d ′,a′ .

A similar computation shows the respective assertion for the case that p1 is constant and p3
is arbitrary. The formula for the operators is trivial.

4.2 Solution Operators for Model Problems

In this subsection we consider the boundary value model problems
{
(1 + λ)v + A(D)v = 0, on R

n+,
Bj (D)v = gj , on R

n−1, j = 1, . . . , m.
(4-1)

and {
∂tu+ (1 + η + A(D))u = 0 on R

n+ × R,

Bj (D)u = gj , on R
n−1 × R, j = 1, . . . , m,

(4-2)

for η ≥ 0. Here, A(D),B1(D), . . . ,Bm(D) is a constant coefficient homogeneous B(X)-
valued differential boundary value system on R

n+ as considered in Section 2.5. In this
subsection we restrict ourselves to g1, . . . , gm ∈ S(Rn−1;X) so that we can later extend
the solution by density to the desired spaces.
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The following proposition and its corollary are the main results of this subsection. They
(together with the mapping properties that will be obtained in Section 4.3) show that the
Poisson operators introduced in Section 4.1 provide the right classes of operators for solving
(4-1) and (4-2).

Proposition 4.16 Let X be a Banach space and assume that (A,B1, . . . ,Bm) satisfies
(E) and (LS) for some φ ∈ (0, π). Then there exist k̃j ∈ S

−mj+1
2m ,∞

( 1
2m ,

1
2m ,1)

(Rn−1 × π−φ;SL1

(R+;B(X))), j = 1, . . . , m, such that, for each λ ∈ π−φ ,

Kλ : S(Rn−1;X)m −→ S(Rn+;X), (g1, . . . , gm) �→
m∑

j=1

OPK(̃kj,λ)gj ,

is a solution operator for the elliptic differential boundary value problem (4-1). Moreover,
there is uniqueness of solutions in S(Rn+;X): if u ∈ S(Rn+;X) is a solution of Eq. 4-1,
then u = Kλ(g1, . . . , gm).

Remark 4.17 Proposition 4.16 together with Proposition 4.8 shows that k̃j belongs to
S−mj−1,∞(Rn−1 ×(π−φ)/2m; SL1(R+,B(X))) after the substitution λ = μ2m. To be more
precise:

k̃j
[2m] :=[(x1, ξ

′, μ) �→ k̃j (x1, ξ
′, μ2m)]∈S−mj−1,∞(Rn−1 ×(π−φ)/2m; SL1(R+,B(X))).

Corollary 4.18 Let X be a Banach space and assume that (A,B1, . . . ,Bn) satisfies

(E) and (LS) for some φ ∈ (0, π2 ). Then there exist k̃(η)j ∈ S
−mj+1

2m

( 1
2m ,

1
2m ,1)

(Rn−1 ×
R;SL1(R+;B(X))), j = 1, . . . , m, such that

K(η) : S(Rn−1 × R;X)m −→ S(Rn+ × R;X), (g1, . . . , gm) �→
m∑

j=1

OPK(̃k(η)j )gj ,

is a solution operator for the parabolic differential boundary value problem (4-2). The semi-
norms of the symbol-kernels admit polynomial bounds in η as described in Remark 4.7.
Moreover, there is uniqueness of solutions in S(Rn+ × R;X): if u ∈ S(Rn+ × R;X) is a
solution of Eq. 4-2, then u = K(η)(g1, . . . , gm).

Proof Under Fourier transformation in time, Eq. 4-2 turns into
{
(1 + η + iτ )Ft→τ u+ A(D)Ft→τ u = 0,

Bj (D)Ft→τ u = Ft→τ gj , j = 1, . . . , m.

The result thus follows from Proposition 4.16 through a substitution as in Remark 4.7.

In order to prove Proposition 4.16, we use a certain solution formula to Eq. 4-1. Follow-
ing the considerations in [20, Proposition 6.2] we can represent the solution in the Fourier
image as

û(x1, ξ
′, λ) = eiρA0(b,σ )x1M(b, σ )ĝρ(ξ

′)
where

• A0 is some smooth function with values in B(X2m,X2m) that one obtains from λ −
A(Dx1 , ξ

′) after some reduction to a first-order system,
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• M is some smooth function with values in B(Xm,X2m) which maps the values of the
boundary operator applied to the stable solution to the vector containing all normal
derivatives of this solution up to order 2m− 1,

• ρ is a positive parameter that can be chosen in different ways and in dependence of ξ ′
and λ,

• b = ξ ′/ρ, σ = (1 + λ)/ρ2m and ĝρ = (ĝ1/ρ
m1 , . . . , ĝm/ρ

mm)T .

Another operator that we will use later is the spectral projection P− of the matrix A0 to the
part of the spectrum that lies above the real line. This spectral projection hast the property
that P−(b, σ )M(b, σ ) = M(b, σ ).
For our purposes, we will rewrite the above representation in the following way: For j =
1, . . . , m we write

Mρ,j (b, σ )ĝj := M(b, σ )
ĝj ⊗ ej

ρmj

so that we obtain

û = eiρA0(b,σ )x1M(b, σ )ĝρ =
m∑

j=1

eiρA0(b,σ )x1Mρ,j (b, σ )ĝj . (4-3)

The functions (ξ ′, λ) �→ eiρA0(b,σ )x1Mρ,j (b, σ ) (note that ρ, b and σ depend on (ξ, λ)
where we oppress the dependence in the notation for the sake of readability) are exactly
the Poisson symbol-kernels k̃j in Proposition 4.16. In the following, we will show that they
satisfy the symbol-kernel estimates in order to prove Proposition 4.16.

Lemma 4.19 LetN ∈ N and let1, . . . , N ⊂ C be some sectors (or lines) in the complex
plane. Let further m : ∏N

i=1i \ {0} → C be differentiable and homogeneous in the sense
that there are numbers α1, . . . , αN , α ∈ R such that

m(rα1x1, . . . , r
αN xN) = rαm(x1, . . . , xN) (r > 0, xi ∈ i, i = 1, . . . , N).

Then, we have

(∂jm)(r
α1x1, . . . , r

αN xN) = rα−αj ∂jm(x1, . . . , xN) (r ≥ 0, xi ∈ i, i, j = 1, . . . , N).

Proof For the sake of simpler notation, we only consider the case 1 = . . . = N = R.
In the other cases, one only has to consider derivatives in more directions, but the proof
remains the same. Let r > 0 and xi ∈ i for i = 1, . . . , N . Define x = (x1, . . . , xN) and
x(r) := (rα1x1, . . . , r

αN xn). Let further ej be the j -th unit normal vector. Then we have

(∂jm)(x(r)) = lim
h→0

m(x(r) + hej )

h
= lim
h→0

rα
m(x + h

r
αj
j

ej )

h
= lim
h̃→0

rα−αj m(x + h̃ej )

h̃

= rα−αj (∂jm)(x).

Proposition 4.20 Let a1, a2 > 0 such that 1
a1
, 1
a2

∈ N. Then the function (ξ, λ) �→
(

ξ

〈ξ,λ〉a1
a

, 1+λ
〈ξ,λ〉a2

a

) is a symbol in S0,∞
a (Rn ×,Cn+1).

Proof The function

m : R × R
n × \ {0} : (x, ξ, λ) �→ x + λ

(x2/a2 + |ξ |2/a1 + |λ|2/a2)a2/2
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is homogeneous in the sense that

m(ra2x, ra1ξ, ra2λ) = m(x, ξ, λ).

Moreover, since 1
a1
, 1
a2

∈ N we also have thatm ∈ C∞(R×R
n× \ {0},C). In particular,

for all α ∈ N
n and k ∈ N

2 we have that ∂αξ ∂
k
λm is bounded on the set

Sa := {(x, ξ, λ) ∈ R × R
n × \ {0} : x2/a2 + |ξ |2/a1 + |λ|2/a1 = 1}

and satisfies

(∂αξ ∂
k
λm)(r

a2x, ra1ξ, ra2λ) = r−a1|α|−a2|k|(∂αξ ∂kλm)(x, ξ, λ).

Thus, we have the estimate

sup
(ξ,λ)∈Rn×

〈ξ, λ〉a1|α|+a2|k|
a |∂αξ ∂kλm(1, ξ ′, λ)|

≤ sup
(x,ξ,λ)∈R×Rn×\{0}

(x2/a2 + |ξ ′|2/α1 + |λ|2/α2)
a1|α|

2 + a2|k|
2 |∂αξ ∂kλm(x, ξ, λ)|

≤ ‖∂αξ ∂kλm‖L∞(Sa)

so that we obtain that (ξ, λ) �→ 1+λ
〈ξ,λ〉a2

a

is a symbol in S0,∞
a (Rn×,C). A similar approach

also shows the desired estimates for the other components.

For the rest of this section, in Eq. 4-3 we fix

ρ(ξ ′, λ) := 〈ξ ′, λ〉a1
a

b(ξ ′, λ) := ξ ′

〈ξ ′, λ〉a1
a

and σ(ξ ′, λ) := 1 + λ

〈ξ ′, λ〉2ma1
a

.

In particular, if we choose a = (a1, a2) = ( 1
2m, 1) then we obtain

b(ξ ′, λ) := ξ ′

〈ξ ′, λ〉a1
a

and σ(ξ ′, λ) := 1 + λ

〈ξ ′, λ〉a2
a

so that (b, σ ) coincides with the function in Proposition 4.20.

Proposition 4.21 Let again a1, a2 > 0 such that 1
a1
, 1
a2

∈ N and let A be smooth with val-
ues in some Banach space Z. We further assume that A and all its derivatives are bounded
on the range of (b, σ ). Then, we have that

A ◦ (b, σ ) ∈ S0,∞
a (Rn−1 ×,Z).

Proof We show by induction on |α′|+|γ | thatDα
′
ξ ′D

γ
λ (A◦(b, σ )) is a linear combination of

terms of the form (Dα̃
′
ξ ′D

γ̃
λ A) ◦ (b, σ ) · f with f ∈ S−a1|α′|−a2|γ |,∞

a (Rn−1 ×), α̃′ ∈ N
n−1

and γ̃ ∈ N
2. Obviously, this is true for |α′| + |γ | = 0. So let j ∈ {1, . . . , n − 1}. By

induction hypothesis, we have that Dα
′
ξ ′DkλA ◦ (b, σ ) is a linear combination of terms of

the form (Dα̃
′
ξ ′D

γ̃
λ A) ◦ (b, σ ) · f with f ∈ S

−a1|α′|−a2|γ |,∞
a (Rn−1 × ), α̃′ ∈ N

n−1 and
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γ̃ ∈ N
2. Hence, for DξjD

α′
ξ ′D

γ
λA ◦ (b, σ ) it suffices to treat the summands separately, i.e.

we consider Dξj ((D
α̃′
ξ ′D

γ̃
λ A) ◦ (b, σ ) · f ). By the product rule and the chain rule, we have

Dξj ((D
α̃′
ξ ′D

γ̃
λ A) ◦ (b, σ ) · f )

= (Dα̃
′
ξ ′D

γ̃
λ A) ◦ (b, σ ))(Dξj f )+

(
n∑

l=2
Dξj (

ξ ′
l

ρ
) · f · [(DξlDα̃′

ξ ′D
γ̃
λ A) ◦ (b, σ )]

)

+Dξj ( 1+λ
ρ2m ) · f · [(DξlDα̃′

ξ ′D
γ̃
λ A) ◦ (b, σ )]

By the induction hypothesis and Remark 4.6 (4.6) and (4.6) we have that

(Dξj f ), (Dξj
ξ ′

1

ρ
)f, . . . , (Dξj

ξ ′
n−1

ρ
)f, (Dξj

1+λ
ρ2m )f ∈ S−a1(|α′|+1)−a2|γ |,∞

a (Rn−1 ×).

The same computation for ∂λ1 and ∂λ2 instead of ∂j also shows the desired behavior and
hence, the induction is finished. Finally, the assertion follows now from Proposition 4.20
and Remark 4.6 (4.6) and (4.6).

Lemma 4.22 Let n1, n2 ∈ R and a = (a1, a2) = ( 1
2m, 1). Let further f0 ∈ Sn1,∞

a (Rn−1 ×
,B(X2m,X2m)) and g0 ∈ S

n2,∞
a (Rn−1 × ,B(X,X2m)). Then, for all α′ ∈ N

n−1 and
γ ∈ N

2 we have that

∂α
′

ξ ′ ∂
γ
λ f0 exp(iρA0(b, σ )x1)P−(b, σ )g0

is a linear combination of terms of the form

f exp(iρA0(b, σ )x1)P−(b, σ )gxp1+p2
1

where f ∈ Sn1−a1 |̃α′|−a2|γ̃ |+(a1−a2)p2,∞
a (Rn−1 × ,B(X2m,X2m)), g ∈ Sn2−a1|α′|−a2|γ |,∞

a

(Rn−1 ×,B(X,X2m)), |γ̃ | + |γ | + p2 = |γ | and |̃α′| + |α′| + p1 = |α′|.

Proof We show the assertion by induction on |α′| + |γ |. Obviously, for |α′| + |γ | = 0 the
assertion holds true. So let α′ ∈ N

n−1 and γ ∈ N
2. Let further

∂α
′

ξ ′ ∂
γ
λ f0 exp(iρA0(b, σ )x1)P−(b, σ )g0

be a linear combination of terms of the form

f exp(iρA0(b, σ )x1)P−(b, σ )gxp1+p2
1

where f ∈ Sn1−a1 |̃α′|−a2|γ̃ |+(a1−a2)p2,∞
a (Rn−1 × ,B(X2m,X2m)), g ∈ Sn2−a1|α′|−a2|γ |,∞

a

(Rn−1 × ,B(X,X2m)), |γ̃ | + |γ | + p2 = |γ | and |̃α′| + |α′| + p1 = |α′|. We treat the
summands separately. Then, for j = 1, . . . , n− 1 we have

∂j [f eiρA0(b,σ )x1P−(b, σ )gxp1+p2
1 ]

= ∂j [fP−(b, σ )eiρA0(b,σ )x1P−(b, σ )gxp1+p2
1 ]

= [∂jf ]P−(b, σ )eiρA0(b,σ )x1P−(b, σ )gxp1+p2
1

+f [∂jP−(b, σ )]eiρA0(b,σ )x1P−(b, σ )gxp1+p2
1

+f eiρA0(b,σ )x1P−(b, σ )[∂j iρA0(b, σ )]P−(b, σ )gxp1+p2+1
1

+fP−(b, σ )eiρA0(b,σ )x1P−(b, σ )∂j [P−(b, σ )]gxp1+p2
1

+fP−(b, σ )eiρA0(b,σ )x1P−(b, σ )[∂jg]xp1+p2
1 .
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Here, we used that the spectral projection P−(b, σ ) commutes with eiρA0(b,σ )x1 . Using
Remark 4.6 (4.6) and (4.6) and Proposition 4.21 we obtain that in each summand, we have
that either |̃α′|, |α′| or p1 increases by 1. The same computation as above also yields the
desired estimate for ∂λ1 and ∂λ2 , where either |γ̃ |. |γ | or p2 increases by 1. Hence, we obtain
the assertion.

Proposition 4.23 Let again a = (a1, a2) = ( 1
2m, 1). Then, we have the estimate

‖xr1Dkx1
Dα

′
ξ ′D

γ
λ e
iρA0(b,σ )x1Mρ,j (b, σ )‖B(X,X2m) ≤ Cρ

k−mj−r−|α′|− a2
a1

|γ |
e
− c

2 ρx1 .

for all r, k ∈ N, α′ ∈ N
n−1 and γ ∈ N

2.

Proof By Lemma 4.22, we have that Dα
′
ξ ′D

γ
λ e
iρA0(b,σ )x1Mρ,j (b, σ ) is a linear combination

of terms of the form

f eiρA0(b,σ )x1P−(b, σ )gxp1+p2
1

where f ∈ S−a1 |̃α′|−a2|γ̃ |+p2(a1−a2),∞
a (Rn−1×,B(X2m,X2m)), g ∈ S−a1mj−a1|α′|−a2|γ |,∞

a

(Rn−1 ×,B(X,X2mi )), |γ̃ | + |γ | + p2 = |γ | and |̃α′| + |α′| + p1 = |α′|. But for such a
term, we have that

‖xr1Dkx1
f (ξ ′, μ)eiρA0(b,σ )x1P−(b, σ )g(ξ ′, μ)xp1+p2

1 ‖B(X,X2m)

≤ Cxr1

k∑

l=0

‖f (ξ ′, μ)eiρA0(b,σ )x1P−(b, σ )[iρA0(b, σ )]k−lg(ξ ′, μ)x[p1+p2−l]+
1 ‖B(X,X2m)

≤ Cxr1

k∑

l=0

ρ
k−l−mj−|̃α′|−|α′|− a2

a1
(|γ̃ |+|γ |)+p2− a2

a1
p2e−cρx1x

[p1+p2−l]+
1

≤ Cxr1

k∑

l=0

ρ
k−l−mj−[p1+p2−l]+−r−|̃α′|−|α′|− a2

a1
(|γ̃ |+|γ |)+p2− a2

a1
p2

e
− c2 ρx1x

[p1+p2−l]+−[p1+p2−l]+−r
1

≤ C

k∑

l=0

ρ
k−mj−r−(|̃α′|+|α′|+p1)− a2

a1
(̃k+k+p2)e

− c2 ρx1

≤ Cρ
k−mj−r−|α′|− a2

a1
|γ |
e
− c

2 ρx1

This is the desired estimate.

Corollary 4.24 We have that

[(x1, ξ
′, λ) �→eiρA0(b,σ )x1Mρ,j (b, σ )] ∈ S−(1+mj )/2m,∞

(1/2m,1) (Rn−1×; SL1(R+,B(X,X2m))).

Proof This is obtained by computing the L1-norms in Proposition 4.23.

Putting together the above gives Proposition 4.16:
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Proof of Proposition 4.16 A combination of the solution formula (4-3) and Corollary 4.24
gives the desired result, where the uniqueness statement is clear from the construction of
the solution formula.

4.3 Mapping Properties

Recall the notation from Section 3.2.2.

Theorem 4.25 Let X be a Banach space, d1 = 1, p ∈ (1,∞)l , r ∈ [1,∞], γ ∈ (−1,∞),
w′ ∈ ∏l

j=2A∞(Rdj ), s ∈ R and a ∈ (0,∞)l . Then (̃k, g) �→ OPK(̃k)g defines continuous
bilinear operators

S
d−a1
d ,a (Rn−1;SL1(R+;B(X)))×F s+d−a1

1+γ
p1
,a′

p′,p1,d ′ (Rn−1,w′;X)−→F
s,a
p,r,d (R

n+, (wγ ,w′);X)
and

S
d−a1
d ,a (Rn−1;SL1(R+;B(X)))×Bs+d−a1

1+γ
p1
,a′

p′,r,d ′ (Rn−1,w′;X)−→B
s,a
p,r,d (R

n+, (wγ ,w′);X).

Note that Theorem 4.25 is an extension of the isotropic unweighted scalar-valued setting
in [48, Theorem 4.3] in case of constant coefficients. But in contrast to [48, Theorem 4.3] we
take p ∈ (1,∞)l . Since we use Proposition 3.1 in the proof we do not allow p ∈ [1,∞)l in
this formulation. However, it should be possible to remove this restriction, see Remark 3.2.
The proof of Theorem 4.25, which adjusts the line of arguments in [48, Theorem 4.3] to our
situation, will be given at the end of this section.

Corollary 4.26 Let X be a UMD Banach space, q, p, r ∈ (1,∞), v ∈ Aq(R), γ ∈
(−1,∞), s ∈ R and ρ ∈ (0,∞). Let d = (1, n− 1, 1) and a = ( 1

ρ
, 1
ρ
, 1). Then (̃k, g) �→

OPK(̃k)g defines a continuous bilinear operator

S
d− 1

ρ

d ,a (Rn;SL1(R+;B(X))) × F
1
ρ
(s− 1+γ

p
)+d,( 1

ρ
,1)

(p,q),p (Rn−1 × R, (1, v);X)
−→ W 1

q (R, v;F sp,r (Rn+, wγ ;X)) ∩ Lq
(R, v;F s+ρp,r (R

n+, wγ ;X)).

Proof Let s̃, γ̃ , σ and η be as in Lemma 3.4. Then note that we have the embedding (3-3)
while

(

σ + η

ρ

)

+ d − 1

ρ

1 + (γ̃ + ηp)

p
= 1

ρ
(s − 1 + γ

p
)+ d .

Observing that

F
σ+ η

ρ
,( 1
ρ
,1)

(p,q),1 (Rn+ ×R, (wγ̃+ηp, v);X) = F
σ+ η

ρ
,( 1
ρ
, 1
ρ
,1)

(p,p,q),1 (R+ ×R
n−1 ×R, (wγ̃+ηp, 1, v);X),

the result thus follows from Theorem 4.25.

Combined with the elementary embedding (2-23), (2-26), the above corollary (with r =
1) yields the following two results.
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Corollary 4.27 Let X be a UMD Banach space, q, p ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1, p −
1), s ∈ R and ρ ∈ (0,∞). Let d = (1, n − 1, 1) and a = ( 1

ρ
, 1
ρ
, 1). Then (̃k, g) �→

OPK(̃k)g defines a continuous bilinear operator

S
d− 1

ρ

d ,a (Rn;SL1(R+;B(X))) × F
1
ρ
(s− 1+γ

p
)+d,( 1

ρ
,1)

(p,q),p (Rn−1 × R, (1, v);X)
−→ W 1

q (R, v;Hs
p(R

n+, wγ ;X)) ∩ Lq
(R, v;Hs+ρ

p (Rn+, wγ ;X)).

Corollary 4.28 Let X be a UMD Banach space, q, p ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1,∞)

and k ∈ N1. Let d = (1, n − 1, 1) and a = ( 1
k
, 1
k
, 1). Then (̃k, g) �→ OPK(̃k)g defines a

continuous bilinear operator

S
d− 1

k

d ,a (Rn;SL1(R+;B(X))) × F
− 1+γ

kp
+d,( 1

k
,1)

(p,q),p (Rn−1 × R, (1, v);X)
−→ W 1

q (R, v;Lp(Rn+, wγ ;X)) ∩ Lq
(R, v;Wk

p(R
n+, wγ ;X)).

Remark 4.29 Corollary 4.28 could also directly be derived from Theorem 4.25 using the
elementary embedding ([64, Lemma 7.2])

F
1,( 1

k
, 1
k
,1)

(p,p,q),1 (R+ × R
n−1 × R, (wγ , 1, v);X) = F

1,( 1
k
,1)

(p,q),1 (R
n+ × R, (wγ , v);X)

↪→ W 1
q (R, v;Lp(Rn+, wγ ;X)) ∩ Lq(R, v;Wk

p(R
n+, wγ ;X)).

A combination of the real interpolation results Lemma 3.11 and Eq. 2-16 with Corol-
lary 4.26 yields the following:

Corollary 4.30 Let X be a UMD Banach space, q, p ∈ (1,∞), v ∈ Aq(R), γ ∈ (−1,∞),
s ∈ R and ρ ∈ (0,∞). Let d = (1, n− 1, 1) and a = ( 1

ρ
, 1
ρ
, 1). Then (̃k, g) �→ OPK(̃k)g

defines a continuous bilinear operator

S
d− 1

ρ

d ,a (Rn;SL1(R+;B(X))) × B
1
ρ
(s− 1+γ

p
)+d,( 1

ρ
,1)

(p,q),q (Rn−1 × R, (1, v);X)
−→ W 1

q (R, v;Bsp,q(Rn+, wγ ;X)) ∩ Lq
(R, v;Bs+ρp,q (R

n+, wγ ;X)).

Theorem 4.31 Let X be a reflexive Banach space,  ⊂ C open, d ∈ R and p, q ∈ (1,∞).
Let further (A , γ ) ∈ {B,F } × (−1,∞) ∪ {B,F} × (−∞, p − 1), s ∈ R and s0 ∈
(

1+γ
p

− 1,∞). Then (̃kμ, g) �→ OPK(̃kμ)g defines a continuous bilinear operator

Sd−1,∞(Rn−1 ×;SL1(R+;B(X)))× ∂A s,|μ|
p,q,γ (R

n+;X) −→ A s−d,|μ|,s0
p,q (Rn+;X)

uniformly in μ.

We should refer the reader to [40] where related results have been obtained in the
unweighted isotropic finite-dimensional Lp-setting over manifolds. The proof of Theo-
rem 4.31, which is again inspired by [48, Theorem 4.3], will be given at the end of this
section.
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We also obtain the same assertion for the Bessel potential scale by the elementary embed-
ding F s−d,|μ|,s0

p,1,γ (Rn+;X) ↪→ H
s−d,|μ|,s0
p,γ (Rn+;X) for γ ∈ (−1, p−1). Hence, the following

corollary holds:

Corollary 4.32 Let X be a reflexive Banach space,  ⊂ C open, d ∈ R and p ∈ (1,∞).
Let further γ ∈ (−1, p − 1), s ∈ R and s0 ∈ (

1+γ
p

− 1,∞). Then (̃kμ, g) �→ OPK(̃kμ)g
defines a continuous bilinear operator

Sd−1,∞(Rn−1 ×;SL1(R+;B(X)))× ∂Hs,|μ|
p,γ (R

n+;X) −→ Hs−d,|μ|,s0
p (Rn+;X)

uniformly in μ.

Lemma 4.33 Let X be a Banach space, a ∈ (0,∞)l , p ∈ [1,∞)l , q ∈ [1,∞], γ ∈
(−d1,∞) and s ∈ (−∞, a1

[
d1+γ
p1

− d1

]
). Let w ∈ ∏l

j=1A∞(Rdj ) be such that w1(x1) =
|x1|γ . The linear operator

T : S ′(Rn−d1;X) −→ S ′(Rn;X), f �→ δ0 ⊗ f .

restricts to bounded linear operators from B
s+a1

(
d1− d1+γ

p1

)
,a′

p′,q,d ′ (Rn−d1 ,w′;X) to Bs,a
p,q,d (R

n,

w;X) and from F s+a1

(
d1− d1+γ

p1

)
,a′

p′,p1,d ′ (Rn−d1 ,w′;X) to F s,a
p,q,d (R

n,w;X).

Proof The Besov case is contained in [60, Lemma 4.14]. So let us consider the Triebel-
Lizorkin case. Using the Sobolev embedding from Proposition 3.1, we may without loss of
generality assume that p1 = q, so that

Lp,d (R
n,w)[�q(N)] = Lp′,d ′(Rn−d1 ,w′)[�q(N)[Lp1(R

d1 , | · |γ )]].
Now the desired estimate can be obtained as in the proof of [60, Lemma 4.14(i)].

Lemma 4.34 Let X be a Banach space, a ∈ (0,∞)l , s ∈ R, p ∈ [1,∞)l , q ∈ [1,∞] and
d ∈ R. Then (f, p) �→ OP(p)f defines continuous bilinear mappings

Sdd ,a(R
n;B(X))× F

s,a
p,q,d (R

n,w;X) −→ F
s−d,a
p,q,d (R

n,w;X)
and

Sdd ,a(R
n;B(X))× B

s,a
p,q,d (R

n,w;X) −→ B
s−d,a
p,q,d (R

n,w;X).

Proof This follows directly from the fact that F s,a,dp,q (Rn,w;X) and Bs,a,dp,q (Rn,w;X) are
(d , a)-admissible Banach spaces of tempered distributions with Eq. 2-18.

Proof of Theorem 4.25 Let k̃ ∈ Sd−a1
d ,a (Rn−1;SL1 (R+;B(X))). Let p ∈ Sd−a1

d ,a (Rn−1;SL∞ (R;B(X)))
be as in Lemma 4.13 for this given k̃; so OPK(̃k) = r+ OP[p](δ0 ⊗ · ). Then, for every
σ ∈ R,

OPK(̃k) = r+ OP[p]J d ′,a′
−σ (δ0 ⊗ · )J d ′,a′

σ = r+ OP[pσ ](δ0 ⊗ · )J d ′,a′
σ , (4-4)

where pσ (ξ) := p(ξ)J
d ′,a′
−σ (ξ ′). By Lemmas 4.12 and 4.15, p �→ pσ defines a continuous

linear mapping

S
d−a1
d ,a (Rn−1;SL∞(R;B(X))) p �→pσ−→ S

d−a1−σ
d ,a (Rn−1;SL∞(R;B(X)))

↪→ S
d−a1−σ
d ,a (Rn;B(X)). (4-5)
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Choosing σ ∈ R such that s − σ < a1(
1+γ
p1

− 1), a combination of Eqs. 4-4 and 4-5,
Lemma 4.33, Lemma 4.34 and the lifting property of weighted mixed-norm anisotropic B-
and F -spaces (see Eq. 2-18) gives the desired result. Indeed, we obtain the commutative
diagram:

F
s+d−a1

1+γ
p1
,a′

p′,p1,d ′ (Rn−1,w′;X) F
s+d−σ−a1

1+γ
p1
,a′

p′,p1,d ′ (Rn−1,w′;X)

F
s+d−σ,a
p,r,d (Rn, (wγ ,w

′);X)

F
s,a
p,r,d (R

n+, (wγ ,w′);X) F
s,a
p,r,d (R

n, (wγ ,w
′);X)

J d ′,a′
σ

OPK(̃k)

(δ0⊗ · )

OP[pσ ]

r+

Proof of Theorem 4.31 We take p as defined in Lemma 4.13 so that we have the identity

r+ OP(p)(δ0 ⊗ g) = OPK(̃k)g.

Now, for σ ∈ R we define

pσ (ξ, μ) := 〈ξ, μ〉s−s0−dp(ξ, μ)〈ξ, μ〉−s+s0+σ+1〈ξ ′, μ〉−σ
so that we obtain

OPK(̃kμ) = r+ OP(pμ)(δ0 ⊗ · ) = r+�d+s0−sμ OP(pσμ)�
s−σ+d−1−s0
μ [δ0 ⊗ · ]�σμ.

By Lemma 4.15 and Lemma 4.12 we obtain that

Sd−1,∞(Rn−1 ×;SL1(R+,B(X))) → S0,∞(Rn ×), k̃ �→ pσ

is continuous. We even obtain that (pσ ( · , μ))μ∈ defines a bounded family in S0(Rn).
Taking σ > s − 1+γ

p
in combination with Corollary 2.11 yields the desired result as can be

seen in the following commutative diagram

∂A s,|μ|
p,q,γ (R

n+;X) ∂A s−σ,|μ|
p,q,γ (Rn+;X)

A s−1−σ,|μ|,s0
p,q (Rn, wγ ;X)

A s0,|μ|,s0
p,q (Rn, wγ ;X)

A s−d,|μ|,s0
p,q,γ (Rn+;X) A s0,|μ|,s0

p,q (Rn, wγ ;X)

�σμ

OPK(̃kμ)

(δ0⊗ · )

�
s−σ−1−s0
μ

OP[pσμ]

r+�
s0+d−s
μ

5 Parabolic Problems

In this section we consider the linear vector-valued parabolic initial-boundary value problem
(1-2). As the main result of the paper, we solve the Lq,μ-Hs

p,γ -maximal regularity problem,
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the Lq,μ-F sp,r,γ -maximal regularity problem and the Lq,μ-Bsp,q,γ -maximal regularity prob-
lem for Eq. 1-2 in Theorem 5.3. This simultaneously generalizes [60, Theorem 3.4] and
[59, Theorem 4.2].

Before we can state Theorem 5.3, we first need to introduce some notation.

5.1 Some notation and assumptions

Let O be either Rn+ or a CN -domain in R
n with a compact boundary ∂O , where N ∈ N

is specified below, and J = (0, T ) with T ∈ (0,∞). Let X be a Banach space and
let A(D),B1(D), . . . ,Bm(D) be a B(X)-valued differential boundary value system on
O × J as considered in Section 2.5 where the coefficients satisfy certain smoothness
conditions which we are going to introduce later. Put m∗ := max{m1, . . . , mm} and
m∗ := min{m1, . . . , mm}.

Let q ∈ (1,∞) and μ ∈ (−1, q − 1). Let E and E
2m be given as either

(a) E = Hs
p,γ (O;X) and E

2m = Hs+2m
p,γ (O;X) with p ∈ (1,∞), γ ∈ (−1, p − 1) and

s ∈ ( 1+γ
p

+m∗ − 2m, 1+γ
p

+m∗) (the Bessel potential case); or

(b) E = F sp,r,γ (O;X) and E
2m = F s+2m

p,r,γ (O;X) with p, r ∈ (1,∞), γ ∈ (−1,∞) and

s ∈ ( 1+γ
p

+m∗ − 2m, 1+γ
p

+m∗) (the Triebel-Lizorkin case),
(c) E = Bsp,q,γ (O;X) and E

2m = Bs+2m
p,q,γ (O;X) with p ∈ (1,∞), γ ∈ (−1,∞) and

s ∈ ( 1+γ
p

+m∗ − 2m, 1+γ
p

+m∗) (the Besov case),

and set

κj,E = κj,p,γ,s := s + 2m−mj

2m
− 1 + γ

2mp
∈ (0, 1), j = 1, . . . , m

as well as

E
σ := [E,E2m]σ/2m =

⎧
⎪⎨

⎪⎩

Hs+σ
p,γ (O;X) in case (a),

F s+σp,r,γ (O;X) in case (b),

Bs+σp,q,γ (O;X) in case (c),

for σ ∈ [0, 2m]. Consider the following assumptions on O and A(D),B1(D), . . . ,Bm(D):
(SO) Case (a) O is CN with N ≥ max{s + 2m,−s}.

Case (b) and (c) O is CN with N > max
{
s + 2m,

(
1+γ
p

− 1
)

+ + 1 − s
}
.

(SAP) Case (a) with s = 0 For |α| = 2m we have aα ∈ BUC(O × J ;B(X)). If O
is unbounded, the limits aα(∞, t) := lim|x|→∞ aα(x, t) exist uniformly with
respect to t ∈ J , |α| = 2m.

Case (a) with s 
= 0 Let σ > |s|. For |α| = 2m we have aα ∈ BUC(J ;BUCσ
(O;B(X)) such that for all ε > 0 there is a δ > 0 such that for all x0 ∈ O and
all t ∈ J it holds that

R({aα(x, t)− aα(x0, t) : x ∈ B(x0, δ) ∩ O}) < ε.

If O is unbounded, then for all |α| = 2m the limits aα(∞, t) :=
lim|x|→∞ aα(x, t) exist uniformly with respect to t ∈ J and for all ε > 0 there
is an R > 0 such that

R({aα(x, t)− aα(∞, t) : x ∈ O, |x| ≥ R}) < ε.
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Case (b) and (c) For |α| = 2m we have aα ∈ BUC(J ;BUCσ (O;B(X)) where
σ > σs,p,γ . If O is unbounded, the limits aα(∞, t) := lim|x|→∞ aα(x, t) exist
uniformly with respect to t ∈ J , |α| = 2m.

(SAL) For the lower order parts of A we only need aαDα , |α| < 2m to act as lower order
perturbations in the sense that there exists σ ∈ [2m − 1, 2m) such that aαDα is
bounded from

H
σ

2m
q (J, vμ;E) ∩ Lq(J, vμ;Eσ )

to Lq(J, vμ;E).
(SBP) For each j ∈ {1, . . . , m} and |β| = mj there exist sj,β ∈ [q,∞) and rj,β ∈ [p,∞)

with

κj,E >
1

sj,β
+ n− 1

2mrj,β
and μ >

q

sj,β
− 1

such that

bj,β ∈
{
F
κj,E
sj,β ,p(J ;Lrj,β (∂O;B(X))) ∩ Lsj,β (J ;B2mκj,E

rj,β ,p (∂O;B(X))) in cases (a) and (b),

F
κj,E
sj,β ,q (J ;Lrj,β (∂O;B(X))) ∩ Lsj,β (J ;B2mκj,E

rj,β ,q (∂O;B(X))) in case (c).

If O = R
n+, the limits bj,β(∞, t) := lim|x′|→∞ bj,β(x

′, t) exist uniformly with
respect to t ∈ J , j ∈ {1, . . . , m}, |β| = mj .

(SBL) There is a σ ∈ [2m− 1, 2m) such that bj,β tr∂O Dβ is bounded from

H
σ

2m
q,μ(J ;E) ∩ Lq,μ(J ;Eσ )

to
{
F
κj,E
q,p,μ(J ;Lp(∂O;X)) ∩ Lq,μ(J ;F 2mκj,E

p,p (∂O;X)) in cases (a) and (b),

B
κj,E
q,q,μ(J ;Lp(∂O;X)) ∩ Lq,μ(J ;B2mκj,E

p,q (∂O;X)) in case (c),
(5-1)

Example 5.1 Now we give some examples regarding the conditions on the coefficients.

(i) In the Hilbert space case, both R-boundedness conditions can be dropped as
R-boundedness and uniform boundedness are equivalent.

(ii) The condition on the R-boundedness in case (a) of assumption (SAP) with s 
= 0
is satisfied if σ ∈ (0, 1) is large enough and if O is bounded and smooth. We refer
the reader to [47, Theorem 8.5.21]. Therein, R-boundedness of the range of functions
with fractional smoothness depending on the type and cotype of the involved Banach
spaces and the geometry of the underlying domain is derived.

(iii) Condition (SAL) in case (a) with s 
= 0, case (b) and case (c) is for example satis-
fied for aα ∈ L∞(J ;Bκα∞,1(O,B(X))) with κα > σs+2m−|α|,s,p,γ (|α| < 2m), see
Proposition B.6. In case (a) with s = 0 it is satisfied for aα ∈ L∞(O × J ;B(X)).

(iv) Condition (SBL) is for example satisfied for

bj,β ∈
{
F
κj,E
sj,β ,p(J ;Lrj,β (∂O;B(X))) ∩ Lsj,β (J ;B2mκj,E

rj,β ,p (∂O;B(X))) in cases (a) and (b),

F
κj,E
sj,β ,q (J ;Lrj,β (∂O;B(X))) ∩ Lsj,β (J ;B2mκj,E

rj,β ,q (∂O;B(X))) in case (c).

where

κj,E >
1

sj,β
+ n− 1

2mrj,β
+ |β| −mj

2m
and μ >

q

sj,β
− 1

for some sj,β ∈ [q,∞) and rj,β ∈ [p,∞).
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In the Lq,μ-E-maximal regularity approach in Theorem 5.3 we look for solutions

u ∈ W 1
q (J, vμ;E) ∩ Lq(J, vμ;E2m)

of the problem
⎧
⎨

⎩

∂tu+ A(D)u = f, on O × J ,

Bj (D)u = gj , on ∂O × J , j = 1, . . . , m,
u(0) = u0, on O .

(5-2)

and characterize the data f , g = (g1, . . . , gm) and u0 for which this actually can be solved.
Let us now introduce some notation for the function spaces appearing in this problem.

For an open interval I ⊂ R and v ∈ Aq(R), we put

Dq,v(I ;E) := Lq(I, v;E),
Mq,v(I ;E) := W 1

q (I, v;E) ∩ Lq(I, v;E2m),

Bq,v,j (I ;E) :=
{
F
κj,E
q,p (I, v;Lp(∂O;X)) ∩ Lq(I, v;F 2mκj,E

p,p (∂O;X)) in cases (a) and (b),

B
κj,E
q,q (I, v;Lp(∂O;X)) ∩ Lq(I, v;B2mκj,E

p,q (∂O;X)) in case (c),
for j = 1, . . . , m,

Bq,v(I ;E) :=
m⊕

j=1
Bq,v,j (I ;E).

For the power weight v = vμ, with μ ∈ (−1, q − 1), we simply replace v by μ in
the subscripts: Dq,μ(I ;E) := Dq,vμ(I ;E), Mq,μ(I ;E) := Mq,vμ(I ;E), Bq,μ,j (I ;E) =
Bq,vμ,j (I ;E) and Bq,μ(I ;E) = Bq,vμ(I ;E). In this case we furthermore define

Iq,μ(I ;E) := B
s+2m(1− 1+μ

q
)

p,q,γ (O;X).
In Theorem 5.3 we will in particularly see that

Mq,μ(J ;E) −→ Bq,μ(J ;E)⊕ Iq,μ(J ;E), u �→ (B(D)u, u0),

which basically just is a trace theory part of the problem. In view of the commutativity of
taking traces, tr∂O ◦ trt=0 = trt=0 = tr∂O , when well-defined, we also have to impose a
compatibility condition on g and u0 in Eq. 5-2. In order to formulate this precisely, let us
define

Bt=0
j (D) :=

∑

|β|≤mj
bj,β(0, · )tr∂ODβ, j = 1, . . . , m,

and

IBq,μ(I ;E) :=
{

(g, u0) ∈ Bq,μ(I ;E)⊕ Iq,μ(I ;E) : trt=0gj − Bt=0
j (D)u0

= 0 when κj,E >
1 + μ

q

}

where I ∈ {J,R+}.

Remark 5.2 Let I ∈ {J,R+}. Regarding the compatibility condition

trt=0gj − Bt=0
j (D)u0 = 0 when κj,E >

1 + μ

q

in the definition of IBq,μ(I ;E), let us remark the following. For simplicity of notation we
restrict ourselves to cases (a) and (b), case (c) being analogous. Suppose κj,E >

1+μ
q

. Then
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(gj , u0) �→ trt=0gj − Bt=0
j (D)u0 is a well-defined bounded linear operator Bq,μ(I ;E) ⊕

Iq,μ(I ;E) → Lp(∂O;X) as

Bq,μ,j (I ;E) ↪→ F
κj,E
q,p (I, vμ;Lp(∂O;X))

and

Dβ : Iq,μ(I ;E) −→ B
s+2m(1− 1+μ

q
)−mj

p,q,γ (O;X), |β| ≤ mj ,

with

s + 2m(1 − 1 + μ

q
)−mj = 2m

(

κj,E − 1 + μ

q
+ 1 + γ

2mp

)

>
1 + γ

p
.

5.2 Statement of theMain Result

Theorem 5.3 Let the notations be as in Section 5.1 with v = vμ, μ ∈ (−1, q − 1).
Suppose that X is a UMD space, that O satisfies the smoothness condition (SO), that
A(D),B1(D), . . . ,Bm(D) satisfies the smoothness conditions (SAP), (SAL), (SBP) and
(SBL) as well as the conditions (E)φ , (LS)φ for some φ ∈ (0, π2 ), and that κj,E 
=
1+μ
q

for all j ∈ {1, . . . , m}. Then the problem (1-2) enjoys the property of maximal
Lq,μ-E-regularity with IBq,μ(J ;E) as the optimal space of initial-boundary data, i.e.

Mq,μ(J ;E) −→ Dq,μ(J ;E)⊕ IBq,μ(J ;E), u �→ (∂tu+ A(D)u,B(D)u, u0)

defines an isomorphism of Banach spaces. In particular, the problem (5-2) admits a unique
solution u ∈ Mq,μ(J ;E) if and only if (f, g, u0) ∈ Dq,μ(J ;E)⊕ IBq,μ(J ;E).

Remark 5.4 In theLq,μ-Lp,γ -case the proof simplifies a bit on the function space theoretic
side of the problem, yielding a simpler proof than the previous ones ([21] (μ = 0, γ = 0),
[68] (q = p, μ ∈ [0, p − 1), γ = 0) and [60]).

Remark 5.5 In case (c) of Theorem 5.3 we have only allowed the special case that the
microscopic parameter of the Besov space coincides with the temporal integrability param-
eter. On a technical level this restriction comes from a real interpolation argument. It is
unclear to us what the correct space of boundary data should be in the general Besov case.

Analogously to [59, Section 4.3], we obtain the following smoothing result as a corollary
to Theorem 5.3. It basically says that, in the case of smooth coefficients, there is C∞-
regularity in the spatial variable with some quantitative blow-up near the boundary for the
solution u when f = 0 and u0 = 0 (see the discussion after [59, Corollary 1.3]).

Corollary 5.6 Let the notations and assumptions be as in Theorem 5.3. Assume that, in
addition, we are in cases (a) or (b) and that aα ∈ BC∞(O;B(X)) for each |α| ≤ 2m. Then

{u ∈ Mq,μ(J ;E) : ∂tu+ A(D)u = 0, u0 = 0}
↪→

⋂

ν>−1

[

W 1
q,μ(J ;F s+

ν−γ
p

p,1,ν (O;X)) ∩ Lq,μ(J ;F s+
ν−γ
p

+2m

p,1,ν (O;X))
]

↪→
⋂

k∈N

[
W 1
q,μ(J ;Wk

p(O, w
∂O
γ+(k−s)p;X)) ∩ Lμ(J ;Wk+2m

p (O, w∂Oγ+(k−s)p;X))
]

.
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5.3 The Proof of Theorem 5.3

For the proof of Theorem 5.3 we will first look at model problems on O = R
n+, from which

the general case can be derived by means of a localization procedure.

Proposition 5.7 Let X be a UMD Banach space and assume that (A,B1, . . . ,Bm) is
homogeneous with constant-coefficients on O = R

n+ and satisfies (E)φ and (LS)φ for
some φ ∈ (0, π2 ). Let q ∈ (1,∞) and v ∈ Aq(R). Let E and E

2m be given as in either

(a), (b) or (c) (with O = R
n+). Assume that κj,E 
= 1+μ

q
for all j ∈ {1, . . . , n}. Then

u �→ (∂tu+ (1 + η + A(D))u,B(D)u) defines an isomorphism of Banach spaces

Mq,v(R;E) −→ Dq,v(R;E)⊕ Bq,v(R;E),
whereMq,v(R;E), Dq,v(R;E), Bq,v(R;E) are as in Section 5.1. Moreover, the norm of the
solution operator can be estimated by a bound which is polynomial in η.

Proposition 5.8 LetX be a UMDBanach space and assume that (A,B1, . . . ,Bm) is homo-
geneous with constant-coefficients on O = R

n+ and satisfies (E)φ and (LS)φ for some
φ ∈ (0, π2 ). Let I ∈ {J,R+}. Let q ∈ (1,∞) and μ ∈ (−1, q − 1). Let E and E2m be given
as in either (a), (b) or (c) (with O = R

n+). Then u �→ (∂tu + (1 + A(D))u,B(D)u, u(0))
defines an isomorphism of Banach spaces

Mq,μ(I ;E) −→ Dq,μ(I ;E)⊕ IBq,μ(I ;E),
whereMq,μ(I ;E), Dq,μ(I ;E), IBq,μ(I ;E) are as in the beginning of this section.

Lemma 5.9 Let X be a UMD Banach space and assume that (A,B1, . . . ,Bm) is homo-
geneous with constant-coefficients on O = R

n+ and satisfies (E)φ and (LS)φ for some
φ ∈ (0, π2 ). Let q ∈ (1,∞) and v ∈ Aq(R). Let E and E

2m be given as in either (a), (b) or
(c) (with O = R

n+). Then
B(D) : Mq,v(R;E) −→ Bq,v(R;E), u �→ (B1(D)u, . . . ,Bmu), (5-3)

is a well-defined bounded linear operator and the differential parabolic boundary value
problem {

∂tu+ (1 + η + A(D))u = 0,
Bj (D)u = gj , j = 1, . . . , m,

(5-4)

admits a bounded linear solution operator

S (η) : Bq,v(R;E) −→ Mq,v(R;E), (g1, . . . , gm) �→ u,

for all η ≥ 0 where Mq,v(R;E), Bq,v(R;E) are as in the beginning of this section. The
norm of S (η) can be estimated by a polynomial bound in η. Moreover, there is uniqueness
of solutions in Mq,v(R;E): if u ∈ Mq,v(R;E) and g = (g1, . . . , gm) ∈ Bq,v(R;E) satisfy
(5-4), then u = S (η)g.

Proof That Eq. 5-3 is a well-defined bounded linear operator follows from Corollaries 3.9,
3.10 and 3.12. So we just need to establish the existence of a bounded linear solution opera-
tor S (η) : (S(Rn;X)m, ‖ · ‖B) −→ M. But the existence of such a solution operator as well
as the polynomial bounds in η follow from a combination of Corollary 4.18 with Corollary
4.26, 4.27 or 4.30.

Finally, let us prove the uniqueness of solutions. For this it suffices to show that S(Rn+ ×
R;X) is dense in M. Indeed, using this density, the uniqueness statement follows from a
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combination of Eq. 5-3, the uniqueness statement in Corollary 4.18 and the continuity of
our solution operator S (η) : B −→ M.

For this density, note that W 1
q (R, v;E2m) is dense in M by a standard convolution

argument (in the time variable). So

S(R)⊗ S(Rn+;X) d⊂ S(R)⊗ E
2m d⊂ S(R;E2m)

d
↪→ W 1

q (R, v;E2m)
d
↪→ M,

yielding the required density.

Lemma 5.10 Let X be a Banach space. SupposeA(D) = ∑
|α|=2m aαD

α with aα ∈ B(X)
is parameter-elliptic with angle of ellipticity φA and let φ > φA. Then, for all s =
(s1, s2, s3) ∈ R

3 we have that

κα := R
{
〈ξ 〉|α|Dαξ (s1 + s2λ+ s3|ξ |2m)(1 + λ+ A(ξ))−1 : λ ∈ π−φ, ξ ∈ R

n
}

< ∞ in B(X) (5-5)

for all α ∈ N
n.

Proof In order to establish (5-5), we define

f : R×R
n ×π−φ′ → B(X), (x, ξ, λ) �→ (s1x

2m + s2λ+ s3|ξ |2m)(x2m + λ+A(ξ))−1,

where φA < φ′ < φ as well as

fα(x, ξ, λ) := (x2 + |ξ |2)|α|/2∂αξ f (x, ξ, λ), gα(x, ξ, λ)

:= (x2 + |ξ |2 + λ1/m)|α|/2∂αξ f (x, ξ, λ)

for α ∈ N
n. By geometric considerations, we obtain that

x2 + |ξ |2 ≤
∣
∣x2 + |ξ |2 + λ1/m

∣
∣

cos
(
π
2 − max{π2 , φ′})

for all (x, ξ, λ) ∈ R × R
n ×π−φ′ . Hence, Kahane’s contraction principle yields

κα = R
{
fα(1, ξ, λ) : λ ∈ π−φ, ξ ∈ R

n
}

� R
{
fα(1, ξ, λ) : λ ∈ π−φ, ξ ∈ R

n such that |λ| ≤ |ξ |2m or |λ| ≤ 1
}

+R
{
gα(1, ξ, λ) : λ ∈ π−φ, ξ ∈ R

n such that |λ| ≥ |ξ |2m and |λ| ≥ 1
}

.

Obviously, we have that f (cx, cξ, c2mλ) = f (x, ξ, λ) for all c > 0. Lemma 4.19 shows that
the same holds for fα and gα . Hence, by choosing c = (1 + |ξ |2 + |λ|1/m)1/2 and defining

D1 := cl

{(
1
c
,
ξ
c
, λ

c2m

)

: λ ∈ π−φ, ξ ∈ R
n such that |λ| ≤ |ξ |2m or |λ| ≤ 1

}

,

D2 := cl

{(
1
c
,
ξ
c
, λ

c2m

)

: λ ∈ π−φ, ξ ∈ R
n such that |λ| ≥ |ξ |2m and |λ| ≥ 1

}

,

we obtain

κα � R (f (D1))+ R(f (D2)).

But since fα is holomorphic on

R × R
n ×π−φ′ \ {(0, 0, c3) : c3 ∈ π−φ′ } ⊃ D1
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and since gα is holomorphic on

R × R
n ×π−φ′ \ {(c1, c2, 0) : c1 ∈ R, c2 ∈ R

n} ⊃ D2

we obtain that [20, Proposition 3.10] implies

κα � R{fα(D1)} + R{gα(D2)} < ∞.

by the compactness of D1 and D2.

Lemma 5.11 Let X be a Banach space, p, r ∈ [1,∞), w ∈ A∞(Rn), A ∈ {B,F } and
s ∈ R. Suppose A(D) = ∑

|α|=2m aαD
α with aα ∈ B(X) is parameter-elliptic with angle

of ellipticity φA. Let A be the realization ofA(D) in A s
p,r (R

n, w;X) with domainD(A) =
A s+2m
p,r (Rn, w;X). Then 0 ∈ ρ(1+A) and 1+A isR-sectorial with angle ωR(1+A) ≤ φA.

Proof By Lemma 5.10 with s = (0, 1, 0) and Lemma 2.4, we have

R{λ(1 + λ+ A)−1 : λ ∈ π−φ} < ∞ (5-6)

where φ > φA. This shows the R-sectoriality of 1 +A. Hence, it only remains to show that
D(A) = A s+2m

p,r (Rn, w;X). But choosing (s1, s2, s3) = (1, 0, 1) in Eq. 5-5

κα := R
{
〈ξ 〉|α|Dαξ (1 + |ξ |2m)(1 + λ+ A(ξ))−1 : λ ∈ π−φ, ξ ∈ R

n
}
< ∞ in B(X), α ∈ N

n.

Using Eq. 2-17 together with Eq. 2-18, we obtain that (1 +λ+A)−1 maps A s
p,r (R

n, w;X)
into A s+2m

p,r (Rn, w;X). This shows that D(A) = A s+2m
p,r (Rn, w;X).

Proof of Proposition 5.7 We first show that the differential parabolic boundary value
problem

∂tu+ (1 + η + A(D))u = f,

Bj (D)u = gj , j = 1, . . . , m,
(5-7)

admits a bounded linear solution operator

T : Lq(R, v;E)⊕ B −→ M, (f, g1, . . . , gm) �→ u

To this end, for k ∈ {0, 2m} let

E
k :=

⎧
⎨

⎩

Hs+k
p (Rn, wγ ;X), in case (5.1),

F s+kp,r (R
n, wγ ;X), in case (5.1),

Bs+kp,q (R
n, wγ ;X), in case (5.1),

and put M := W 1
q (R, v;E) ∩ Lq(R, v;E2m

). The realization of 1 + A(D) in E with

domain E
2m

has 0 in its resolvent and is R-sectorial with angle < π
2 , which in the cases

(b) and (c) is contained in Lemma 5.11 and which in case (a) can be derived as in
[20, Corollary 5.6] using the operator-valued Mikhlin theorem for Hs

p(R
n, wγ ;X) (see

Proposition 2.7). As a consequence (see Section 2.2), the parabolic problem

∂tu+ (1 + η + A(D))u = f on R
n × R

admits a bounded linear solution operator

R : Lq(R, v;E) −→ M, f �→ u.
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Choosing an extension operator

E ∈ B
(
Lq(R, v;E), Lq(R, v;E)

)
,

recalling (5-3), denoting by r+ ∈ B(M,M) the operator of restriction from R
n × R to

R
n+ × R and denoting by S the solution operator from Lemma 5.9, we find that

T (f, g1, . . . , gm) := r+REf − SB(D)r+REf + S (g1, . . . , gm)

defines a solution operator as desired.
Finally, the uniqueness follows from the uniqueness obtained in Lemma 5.9.

Lemma 5.12 Let X be a UMD Banach space and assume that (A,B1, . . . ,Bm) is homo-
geneous with constant-coefficients on O = R

n+ and satisfies (E)φ and (LS)φ for some
φ ∈ (0, π2 ). Let q ∈ (1,∞) and v ∈ Aq(R). Let E and E

2m be given as in either
(a), (b) or (c) (with O = R

n+). Let AB be the realization of A(D) in E with domain
D(AB) = {u ∈ E

2m : B(D)u = 0}. Then there is an equivalence of norms in D(AB) =
{u ∈ E

2m : B(D)u = 0}, −(1 + AB) is the generator of an exponentially stable analytic
semigroup on E and 1 + AB enjoys the property of Lq(R+, vμ)-maximal regularity.

Proof As a consequence of Proposition 5.7, 1+η+AB satisfies the conditions of Lemma 2.1
with ||| · ||| = ‖ · ‖E2m . Therefore, there is an equivalence of norms in D(1 + η + AB) =
D(AB) = {u ∈ E

2m : B(D)u = 0} and 1 + η + AB is a closed linear operator on
E enjoying the property of Lq(R, v)-maximal regularity. Moreover, it follows from the
polynomial bounds in Proposition 5.7 and Lemma 2.1 that C+ ⊂ �(1 + AB) and that
η �→ (η + 1 + AB)

−1 is polynomially bounded. Thus, 1 + AB satisfies the conditions of
Lemma 2.2 and the desired result follows.

Lemma 5.13 Let the notations be as in Section 5.1 with v = vμ, μ ∈ (−1, q − 1), and
suppose that X is a UMD space. Then Trt=0 : u �→ u(0) is a retraction

Trt=0 : Mq,μ(J ;E) −→ Iq,μ(J ;E).

Proof This can be derived from [71, Theorem 1.1]/[76, Theorem 3.4.8], see [60, Section 6.1]
and [59, Lemma 4.8].

Proof of Proposition 5.8 That u �→ (u′+(1+A(D))u,B(D)u, u(0)) is a bounded operator

Mq,μ(R+;E) −→ Dq,μ(R+;E)⊕ Bq,μ(R+;E)⊕ Iq,μ(E)

follows from a combination of Proposition 5.7 (choosing an extension operator
Mq,μ(R+;E) → Mq,μ(R;E)) and Lemma 5.13. That it maps to Dq,μ(R+;E) ⊕
IBq,μ(R+;E) can be seen as follows: we only need to show that

Trt=0Bj (D)u = Bj (D)Trt=0u, u ∈ Mq,μ(R+;E), (5-8)

when κj,E >
1+μ
q

(also see Remark 5.2), which simply follows from

W 1
q,μ(R+;E2m)

d
↪→ Mq,μ(R+;E).

Here this density follows from a standard convolution argument (in the time variable) in
combination with an extension/restriction argument.
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Let AB be as in Lemma 5.12. Then there is an equivalence of norms in D(AB) = {u ∈
E

2m : B(D)u = 0}, −(1 + AB) is the generator of an exponentially stable analytic semi-
group on E and 1 + AB enjoys the property of Lq(R+, vμ)-maximal regularity. Now the
desired result can be derived from Proposition 5.7 as in [64, Theorem 7.16].

Proof of Theorem 5.3 This can be derived from the model problem case considered in
Proposition 5.8 by a standard localization procedure, see Appendix C.

6 Elliptic Problems

6.1 Smoothness Assumptions on the Coefficients

Let O be either R
n+ or a CN -domain in R

n with a compact boundary ∂O , where
N ∈ N is specified below. Let further X be a reflexive Banach space and let
A(D),B1(D), . . . ,Bm(D) be a B(X)-valued differential boundary value system on O
as considered in Section 2.5, where the coefficients satisfy certain smoothness condi-
tions which we are going to introduce later. Put m∗ := max{m1, . . . , mm} and m∗ :=
min{m1, . . . , mm}. Let p, q ∈ (1,∞). For s ∈ R let Fs and ∂Fs be given as either

(A) F
s := Hs

p,γ (O, X) and ∂Fs := ∂Hs
p,γ (∂O, X) where γ ∈ (−1, p − 1) and X is a

UMD space.
(B) F

s := A s
p,q,γ (O, X) and ∂Fs := ∂A s

p,q,γ (∂O, X) where (γ,A ) ∈ (−1,∞) ×
{B,F } ∪ (−∞, p − 1)× {B,F}.

In the following, we use the notation

ϑj,s := s + 2m−mj − 1 + γ

p
j = 1, . . . , m.

Consider the following assumptions on O and A(D),B1(D), . . . ,Bm(D):
(SO)s Case (A) O is CN with N ≥ max{s + 2m,−s}.

Case (B) with (γ,A ) ∈ (−1,∞)× {B,F } O is CN with N > max
{
s +

2m,
(

1+γ
p

− 1
)

+ + 1 − s
}
.

Case (B) with (γ,A ) ∈ (−∞, p − 1)× {B,F} O is CN with N > max
{ −

s,−
(

1+γ
p

)

− + 1 + s + 2m
}
.

(SAP)s Case (A) with s = 0 For |α| = 2m we have aα ∈ BUC(O;B(X)). If O is
unbounded, the limits aα(∞) := lim|x|→∞ aα(x) (|α| = 2m) exist.

Case (A) with s 
= 0 Let σ > |s|. For |α| = 2m we have aα ∈
BUCσ (O;B(X)) such that for all ε > 0 there is a δ > 0 such that for all
x0 ∈ O it holds that

R({aα(x)− aα(x0) : x ∈ B(x0, δ) ∩ O}) < ε.

If O is unbounded, then for all |α| = 2m the limits aα(∞) := lim|x|→∞ aα(x)

exist and for all ε > 0 there is an R > 0 such that

R({aα(x)− aα(∞) : x ∈ O, |x| ≥ R}) < ε.

Case (B) For |α| = 2m we have aα ∈ BUCσ (O;B(X)) where σ > σs,p,γ . If
O is unbounded, the limits aα(∞) := lim|x|→∞ aα(x) (|α| = 2m) exist.
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(SAL)s There exists σ ∈ [2m− 1, 2m) such that aαDα is bounded from F
σ+s to F

s .
(SBP)s For each j ∈ {1, . . . , m} and |β| = mj there exists rj,β ∈ [p,∞) with ϑj,s >

n−1
rj,β

such that bj,β ∈ B
ϑj,s
rj,β ,p(∂O;B(X)). If O = R

n+, the limits bj,β(∞) :=
lim|x′|→∞ bj,β(x

′) exists for all j ∈ {1, . . . , m} and |β| = mj .
(SBL)s There is a σ ∈ [2m − 1, 2m) such that bj,β tr∂O Dβ is bounded from F

s+σ to
∂Fs+2m−mj .

Example 6.1 1. Regarding the R-boundedness condition in case (A) of (SAP)s with s 
=
0, the same as in Example 5.1 applies.

2. Condition (SAL)s in case (A) with s 
= 0 and case (B) is for example satisfied for
aα ∈ B

κα
∞,1(O,B(X)) with κα > σs+2m−|α|,s,p,γ (|α| < 2m), see Proposition B.6. In

case (A) with s = 0 it is satisfied for aα ∈ L∞(O;B(X)).
3. Condition (SBL)s in case (A) with s 
= 0 and case (B) is for example satisfied for bj,β ∈

B
κβ,j
∞,1(∂O,B(X))with κβ,j > σs0,s1,p,0 (|β| < mj)where s0 = s+2m−|β|− 1+γ

p
and

s1 = s+2m−mj − 1+γ
p

, see Proposition B.6. Note that with this choice of parameters
we have σs0,s1,p,0 ≥ s1 > 0.

6.2 Parameter-dependent Estimates

Theorem 6.2 Let the notations be as in Section 6.1. Let further s0 ∈ (
1+γ
p

− 1, 1+γ
p

+
m∗) and s1 ∈ [s0,∞) and assume that the smoothness conditions (SO)t , (SAP)t , (SAL)t ,
(SBP)t and (SBL)t are satisfied for all t ∈ [s0, s1]. Suppose that also (E)φ and (LS)φ
are satisfied for some φ ∈ (0, π). Then, there is a λφ > 0 such that for all λ ∈ π−φ ,
t ∈ [s0, s1] and all

(f, g1, . . . , gm) ∈ F
t ⊕

m⊕

j=1

∂Ft+2m−mj

there exists a unique solution u ∈ F
t+2m,μ of the problem

{
(λ+ λφ + A( · ,D))u = f on O,

Bj (D)u = gj on ∂O, j = 1, . . . , m.
(6-1)

Moreover, for this solution there are the parameter-dependent estimates (independent of t)

‖u‖Ft+2m + |λ| t+2m−s0
2m ‖u‖Fs0 � ‖f ‖Ft + |λ| t−s02m ‖f ‖Fs0

+
m∑

j=1

(
∥
∥gj

∥
∥
∂F

t+2m−mj + |λ|
t+2m−mj− 1+γ

p
2m

∥
∥gj

∥
∥
Lp(∂O;X)

)

.

Remark 6.3 Parameter-dependent estimates as in Theorem 6.2 have been obtained in an
unweighted Lp-setting with s0 = 0 in [23, 40], also see the references given therein. To the
best of our knowledge the case s0 
= 0 has not been treated before, except for [62] where
estimates as in Theorem 6.2 have been obtained for second order elliptic boundary value
problems subject to Dirichlet boundary value problems. The main additional tool compared
to [23, 40] is that we allow parameter-dependent function spaces with base spaces that are
different from just Lp . By real interpolation we could even derive parameter-dependent
estimates for Besov spaces with Triebel-Lizorkin spaces or Bessel potential spaces as base
spaces. This also includes the cases treated in [23, 40] with Lp as a base space.

In the proof of the above theorem we will use the following lemmas.
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Lemma 6.4 Let X be a reflexive Banach space, p, q ∈ (1,∞), (w,A ) ∈ A∞(Rn) ×
{B,F }∪[A∞]′p(Rn)×{B,F} and s0, t ∈ Rwith t ≥ s0. LetA(D) be a differential operator
of order 2m with constant B(X)-valued coefficients satisfying (E)φ for some φ ∈ (0, π ].
Given f ∈ A s0

p,q(R
n, w;X) let u := (λ + A(D))−1f . Then, for all λ0 > 0 we have the

estimate

‖u‖A t+2m
p,q (Rn,w;X) + |λ| 2m+t−s0

2m ‖u‖
A
s0
p,q (R

n,w;X) �λ0 ‖f ‖A t
p,q (R

n,w;X)

+|λ| t−s02m ‖f ‖
A
s0
p,q (R

n,w;X) (λ ∈ (λ0 +φ)).

Proof We substitute λ = μ2m so that (ξ, μ) �→ (μ2m + A(ξ))−1 is a parameter-dependent
Hörmander symbol of order −2m and regularity ∞. Hence, if we define

p2m(ξ, μ) := 〈ξ, μ〉2m(μ2m + A(ξ))−1 = 〈ξ, μ〉t+2m−s0(μ2m + A(ξ))−1〈ξ, μ〉s0−t ,
then (p( · , μ))μ∈φ/2m and (p( · , μ)−1)μ∈φ/2m are bounded families in the parameter-
independent Hörmander symbols S0(Rn,B(X)) of order 0. In particular, by Eq. 2-17
together with a duality argument for the dual scales, we have that

‖u‖
A
t+2m,μ,s0
p,q (Rn,w,X)

= ‖(μ2m + A(D))−1f ‖
A
t+2m,μ,s0
p,q (Rn,w;X)

= ‖�s0−t−2m
μ OP(p2m( · , μ)�t−s0μ f ‖

A
t+2m,μ,s0
p,q (Rn,w;X)

= ‖ OP(p2m( · , μ)�t−s0μ f ‖
A
s0
p,q (R

n,w;X)
� ‖�t−s0μ f ‖

A
s0
p,q (R

n,w;X)
= ‖f ‖

A
t,μ,s0
p,q (Rn,w;X).

Using the equivalence (2-30) we obtain

‖u‖A t+2m
p,q (Rn,w;X) + 〈μ〉t+2m−s0‖u‖

A
s0
p,q (R

n,w;X) � ‖f ‖A t
p,q (R

n,w;X)
+〈μ〉t−s0‖f ‖

A
s0
p,q (R

n,w;X).

Replacing μ2m by λ again yields the assertion.

Lemma 6.5 Let X be a UMD Banach space, p, q ∈ (1,∞), w ∈ Ap(Rn), s0, t ∈ R with
t ≥ s0. Suppose that A(D) is a homogeneous differential operator of order 2m with con-
stant coefficients in B(X) satisfying (E)φ for some φ ∈ (0, π ]. Given f ∈ Hs0

p (R
n, w;X)

let u := (λ+ A(D))−1f . Then, for all λ0 > 0 we have the estimate

‖u‖
Ht+2m
p (Rn,w;X) + |λ| 2m+t−s0

2m ‖u‖
H
s0
p (R

n,w;X) �λ0 ‖f ‖Ht
p(R

n,w;X)

+|λ| t−s02m ‖f ‖
H
s0
p (R

n,w;X) (λ ∈ (λ0 +φ)).

Proof The proof is almost the same as the one of Lemma 6.4. But instead of Eq. 2-17 we
use Proposition 2.7 together with Lemma 5.10.

Proof of Theorem 6.2 First, we consider case (B). By localization, we only have to treat the
case of a homogeneous system with constant B(X)-valued coefficients on O = R

n+, see the



F. Hummel, N. Lindemulder

comments in Appendix C. Taking Rychkov’s extension operator E (see Theorem 2.9), we
can represent the solution as

u = r+(λ− A(D))−1
Rn

E f +
m∑

j=1

OPK(̃kj,λ)(gj − Bj (D)(λ+ A(D))−1
Rn

E f ).

Here, (λ−A(D))−1
Rn

denotes the resolvent in the whole space as in Lemma 6.4 and k̃j,λ are
the Poisson symbol kernels as in Proposition 4.16. For the estimate, we treat the summands
separately. We write

u1 := r+(λ− A(D))−1
Rn

E f,

u2,j := OPK(̃kj,λ)Bj (D)(λ+ A(D))−1
Rn

E f,

u3,j := OPK(̃kj,λ)gj .

First, by Theorem 2.9 and Lemma 6.4 we have that

‖u1‖A t+2m
p,q,γ (R

n+;X) + |λ| t+2m−s0
2m ‖u1‖A

s0
p,q,γ (R

n+;X)

�
∥
∥E f

∥
∥

A t
p,q (R

n,wγ ;X) + |λ| t−s02m
∥
∥E f

∥
∥

A
s0
p,q (R

n,wγ ;X)

� ‖f ‖A t
p,q,γ (R

n+;X) + |λ| t−s02m ‖f ‖
A
s0
p,q,γ (R

n+;X) .

(6-2)

For u2 we substitute λ = μ2m again. Then, Theorem 4.31, Proposition 2.10, Lemma 6.4
and Theorem 2.9 yield

‖u2,j‖A
t+2m,|μ|,s0
p,q,γ (Rn+;X) � ‖Bj (D)(λ+ A(D))−1

Rn
E f ‖

∂A
t+2m−mj ,|μ|
p,q,γ (Rn+;X)

� ‖(λ+ A(D))−1
Rn

E f ‖
A
t+2m,|μ|,s0+mj
p,q (Rn,wγ ;X)

� ‖f ‖
A
t,|μ|,s0+mj
p,q,γ (Rn+;X)

� ‖f ‖A t
p,q,γ (R

n+;X) + 〈μ〉t−s0−mj ‖f ‖
A
s0+mj
p,q,γ (Rn+;X)

� ‖f ‖A t
p,q,γ (R

n+;X) + 〈μ〉t−s0‖f ‖
A
s0
p,q,γ (R

n+;X).

Substituting λ = μ2m again yields

∥
∥u2,j

∥
∥

A t+2m
p,q,γ (R

n+;X) + |λ| t+2m−s0
2m

∥
∥u2,j

∥
∥

A
s0
p,q,γ (R

n+;X) �λ0 ‖f ‖A t
p,q,γ (R

n+;X)

+|λ| t−s02m ‖f ‖
A
s0
p,q,γ (R

n+;X) .

Finally, it follows from Theorem 4.31 that

‖u3,j‖A
t+2m,|μ|,s0
p,q,γ (Rn+;X) � ‖gj‖

∂A
t+2m−mj ,|μ|
p,q,γ (Rn+;X)

so that Eq. 2-32 together with the substitution λ = μ2m yields

∥
∥u3,j

∥
∥

A t+2m
p,q,γ (O;X) + |λ| t+2m−s0

2m
∥
∥u3,j

∥
∥

A
s0
p,q,γ (O;X)

�λ0

∥
∥gj

∥
∥
∂A

t+2m−mj
p,q,γ (∂O;X) + |λ|

t+2m−mj− 1+γ
p

2m
∥
∥gj

∥
∥
Lp(∂O;X) .
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Summing up u = u1
∑m
j=1 u2,j + u3,j yields

‖u‖A t+2m
p,q,γ (R

n+;X) + |λ| t+2m−s0
2m ‖u‖

A
s0
p,q,γ (R

n+;X)

� ‖f ‖A t
p,q,γ (R

n+;X) + |λ| t−s02m ‖f ‖
A
s0
p,q,γ (R

n+;X)

+
m∑

j=1

(
∥
∥gj

∥
∥
∂A

t+2m−mj
p,q,γ (∂Rn+;X) + |λ|

t+2m−mj− 1+γ
p

2m
∥
∥gj

∥
∥
Lp(∂R

n+;X)

)

.

The inverse estimate follows from Proposition 2.10 together with the estimate

‖(λ+ A(D))u‖
A
s,μ,s0
p,q,γ (R

n+,X)
�λ0 ‖u‖

A
s+2m,μ,s0
p,q,γ (Rn+,X)

.

Case (A) can be carried out in almost the exact same way. One just has to use the exten-
sion operator from Proposition 2.8 instead of Rychkov’s extenstion operator, use Lemma 6.5
instead of Lemma 6.4 and use the elementary embedding F sp,1,γ (R

n,X) ↪→ Hs
p,γ (R

n, E)

for the Poisson operator estimates.

6.3 Operator Theoretic Results

The Lq -maximal regularity established in Theorem 5.3 for the special case of homoge-
neous initial-boundary data gives Lq -maximal regularity and thus R-sectoriality for the
realizations of the corresponding elliptic differential operators:

Corollary 6.6 Let O be either R
n+ or a CN -domain in R

n with a compact boundary
∂O , where N ∈ N. Let X be a UMD Banach space and let (A(D),B1(D), . . . ,Bm(D))
be a B(X)-valued differential boundary value system on O as considered in Section 2.5
and put m∗ := max{m1, . . . , mm}. Let E and E

2m be given as in Case (a), Case (b) or
Case (c) as in Section 5.1. Let (A(D),B1(D), . . . ,Bm(D)) be a B(X)-valued differential
boundary value system of order 2m on O that satisfies (E)φ and (LS)φ for some φ ∈ (0, π2 ).
Moreover, we assume that the coefficients satisfy the conditions (SO)s , (SAP)s , (SAL)s ,
(SBP)s and (SBL)s from Section 6.1.3 Let AB be the realization ofA(D) in E with domain
D(AB) = {u ∈ E

2m : B(D)u = 0}. For every θ ∈ (φ, π2 ) there exists μθ > 0 such that
μθ + A is R-sectorial with angle ωR(μθ + AB) ≤ θ .

Proof This is a direct consequence of Theorem 5.3 and Proposition 2.3. Indeed, if we write
A(x,D) = ∑

|α|≤2m aα(x)D
α and Bj (x,D) = ∑

|β|≤mj tr∂O bj,β(x)Dβ , then it follows

from our assumption that ãα := aα⊗1J and b̃j,β := bj,β⊗1J satisfy the conditions (SAP),
(SAL), (SBP) and (SBL) from Section 5.1.

The following result is an immediate corollary to Theorem 6.2.

Corollary 6.7 Consider the situation of Theorem 6.2 with s = s0 = s1. Let AB be the
realization of A(D) in F

s with domain D(AB) = {u ∈ F
s+2m : B(D)u = 0}. For every

θ ∈ (φ, π) there exists μθ > 0 such that μθ + AB is sectorial with angle φμθ+A ≤ θ .

3Here, we identify Case (a), Case (b) and Case (c) from Section 5.1 with Case (A), the Triebel-Lizorkin
version of Case (B) and the Besov version of Case (B) from Section 6.1, respectively.
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Remark 6.8 From the R-sectoriality and sectoriality in Corollary 6.6 and Corollary 6.7,
respectively, one could derive boundedness of the H∞-functional calculus using interpola-
tion techniques from [27, 50]: [50, Corollary 7.8] and [27, Theorem 3.1] give a bounded
H∞-calculus of the part of AB in the Rademacher interpolation space 〈E,D(A)〉θ and in
the real interpolation space (E,D(A))θ,q , respectively. In this way one could improve the
R-sectoriality to a bounded H∞-functional calculus in Corollary 6.6 and the sectoriality to
a bounded H∞-functional calculus in the B- and B-cases in Corollary 6.7. We expect that
this way, one should be able to obtain a bounded H∞-calculus in the B- and B-cases, as
there are results on interpolation with boundary conditions also in the vector-valued case,
see [4, Chapter VIII.2, Theorem 2.4.4]. If they extend to the weighted setting, then the
boundedness of the H∞-calculus in the B- and B-cases can be derived.

Remark 6.9 The scales of weighted B- and F -spaces, the dual scales to the scales of
weighted B- and F -spaces, naturally appear in duality theory. In [62] they were used to
describe the adjoint operators for realizations of second order elliptic operators subject to
the Dirichlet boundary condition in weighted B- and F -spaces (see [62, Remark 9.13]),
which was an important ingredient in the application to the heat equation with multiplicative
noise of Dirichlet type at the boundary in weighted Lp-spaces in [65] through the so-called
Dirichlet map (see [62, Theorem 1.2]). The incorporation of the scales of weighted B- and
F -spaces in Theorem 6.2 and Corollary 6.7 would allow us similarly to describe the adjoint
of the operator AB from Corollary 6.6, which could then be used to extend [65] to more
general parabolic boundary value problems with multiplicative noise at the boundary.

Appendix A: AWeighted Version of a Theorem due to Clément
and Prüss

The following theorem is a weighted version of a result from [17] (see [46, Theo-
rem 5.3.15]). For its statement we need some notation that we first introduce.

Let X be a Banach space. We write Ĉ∞
c (R

n;X) := F−1C∞
c (R

n;X) and L̂1(Rn;X) :=
F−1L1(Rn;X). Then

L1,loc(R
n;B(X))× Ĉ∞

c (R
n;X) −→ L̂1(Rn;X), (m, f ) �→ F−1[mf̂ ] =: Tmf .

For p ∈ (1,∞) and w ∈ Ap(R
n) we define MLp(R

n, w;X) as the space of all m ∈
L1,loc(R

n;B(X)) for which Tm extends to a bounded linear operator on Lp(Rn, w;X),
equipped with the norm

‖m‖MLp(Rn,w;X) := ‖Tm‖B(Lp(Rn,w;X)).

Theorem A.1 Let X be a Banach space, p ∈ (1,∞) and w ∈ Ap(R
n). For all m ∈

MLp(R
n, w;X) it holds that

{m(ξ) : ξ is a Lebesgue point of m}
is R-bounded with

‖m‖L∞(Rn;B(X)) ≤ Rp ({m(ξ) : ξ is a Lebesgue point of m}) �p,w ‖m‖MLp(Rn,w;X).
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Proof This can be shown as in [46, Theorem 5.3.15]. Let us comment on some modifica-
tions that have to be made for the second estimate. Modifying the Hölder argument given
there according to Eq. 2-2, the implicit constant Cp,w of interest can be estimated by

Cp,w ≤ lim inf
ε→0

εd‖φ(ε · )‖Lp(Rn,w)‖ψ(ε · )‖Lp′ (Rn,w′
p)
,

where φ,ψ ∈ S(Rn) are such that φ̂, ψ̌ are compactly supported with the property that∫
φ̂ψ̌dξ = 1. By a change of variable,

εd‖φ(ε · )‖Lp(Rn,w)‖ψ(ε · )‖Lp′ (Rn,w′
p)

= ‖φ‖Lp(Rn,w(ε · ))‖ψ‖Lp′ (Rn,w′
p(ε · )).

Since S(Rn) ↪→ Lp(R
n, w) with norm estimate only depending on n, p and [w]Ap (as a

consequence of [69, Lemma 4.5]) and since the Ap-characteristic is invariant under scaling,
the desired result follows.

Appendix B: Pointwise Multiplication

Lemma B.1 Let O be either Rd+ or a C∞-domain in R
d with a compact boundary ∂O , let

X be a Banach space, U ∈ {Rd ,O} and let either
(i) p ∈ [1,∞), q ∈ [1,∞], γ ∈ (−1,∞) and A ∈ {B,F }; or
(ii) X be reflexive, p, q ∈ (1,∞), γ ∈ (−∞, p − 1) and A ∈ {B,F}.
Let s0, s1 ∈ R and σ ∈ R satisfy σ > σs0,s1,p,γ . Then for all m ∈ Bσ∞,1(U ;B(X)) and
f ∈ A s0∨s1

p,q (U,w∂Oγ ;X) there is the estimate
‖mf ‖A

s1
p,q (U,w

∂O
γ ;X) � ‖m‖

L∞(U ;B(X))+B−(s0−s1)+∞,1 (U ;B(X))‖f ‖
A
s0∨s1
p,q (U,w∂Oγ ;X)

+‖m‖Bσ∞,1(U ;B(X))‖f ‖
A
s0
p,q (U,w

∂O
γ ;X). (B-1)

Proof The proof of [62, Lemma 3.1] carries over verbatim to the X-valued setting.

Remark B.2 In connection to the above lemma, note that

L∞(U ;B(X))+ B
−(s0−s1)+
∞,1 (U ;B(X)) =

{
L∞(U ;B(X)), s1 ≥ s0,

B
s1−s0
∞,1 (U ;B(X)), s1 < s0,

(B-2)

as a consequence of B0
∞,1 ↪→ L∞ ↪→ B0∞,∞ and Bs∞,∞ ↪→ Bs−ε∞,1, s ∈ R, ε > 0.

Furthermore,

Bσ∞,1(U ;B(X)) ↪→ L∞(U ;B(X))+ B
−(s0−s1)+
∞,1 (U ;B(X)) (B-3)

as σ > s1 − s0 ≥ −(s0 − s1)+.

Remark B.3 Lemma B.1 has a version for more general weights: A∞-weights in case (i)
and [A∞]′p-weights in case (ii). The condition σ > σs0,s1,p,γ then has to be replaced by

σ > max

{(
1

ρw,p
− 1

)

+
− s0,−

(
1

ρw′
p,p

′
− 1

)

+
+ s1, s1 − s0

}

,

where ρw,p := sup{r ∈ (0, 1) : w ∈ Ap/r } with the convention that sup ∅ = ∞ and 1
∞ = 0.
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Definition B.4 Let (S,A , μ) be a measure space and X a Banach space. Then we define
the space RL∞(S;B(X)) as the space of all strongly measurable functions f : S → B(X)
such that

‖f ‖RL∞(S;B(X)) := inf
g
R{g(ω) : ω ∈ S} < ∞

where the infimum is taken over all strongly measurable g : S → B(X) such that f = g

almost everywhere.

Lemma B.5 Let O be either Rd+ or a C∞-domain in R
d with a compact boundary ∂O ,

let X be a UMD Banach space, U ∈ {Rd ,O}, p ∈ (1,∞) and w ∈ Ap(R
n). Let further

s0, s1 ∈ R and σ ∈ R satisfy σ > max{−s0, s1, s1 − s0}. Then for all m ∈ Bσ∞,1(U ;B(X))
and f ∈ Hs1∨s0

p (U,w;X) there is the estimate
‖mf ‖

H
s1
p (U,w;X) � ‖m‖RL∞(U ;B(X))‖f ‖

H
s1
p (U,w;X) + ‖m‖Bσ∞,1(U ;B(X))‖f ‖

H
s0
p (U,w;X).

(B-4)

Proof It suffices to consider the case U = R
d . We use paraproducts as in [82, Section 4.4]

and [72, Section 4.2].
By [72, Lemma 4.4], the paraproduct !1 : (m, f ) �→ !1(m, f ) gives rise to bounded

bilinear mapping

!1 : RL∞(Rd ;B(X))×Hs
p(R

d , w;X) −→ Hs
p(R

d , w;X).
By a slight modification of [72, Lemma 4.6] (see [62, Lemma 3.1]), for i ∈ {2, 3}, the

paraproduct !i : (m, f ) �→ !i(m, f ) gives rise to bounded bilinear mapping

!i : Bσ∞,1(R
d ;B(X))× F s0p,∞(Rd , w;X) −→ F

s1
p,1(R

d , w;X)
and thus a bounded bilinear mapping

!i : Bσ∞,1(R
d ;B(X))×Hs0

p (R
d , w;X) −→ Hs1

p (R
d , w;X).

Proposition B.6 Under the conditions of Lemma B.1 with s0 ≥ s1, we have the continuous
bilinear mapping

Bσ∞,1(U ;B(X))× A s0
p,q(U,w

∂O
γ ;X) −→ A s1

p,q(U,w
∂O
γ ,X), (m, f ) �→ mf . (B-5)

Under the conditions of Lemma B.5 with s0 ≥ s1, we have the continuous bilinear mapping

Bσ∞,1(U ;B(X))×Hs0
p (U,w;X) −→ Hs1

p (U,w,X), (m, f ) �→ mf . (B-6)

Proof Equation B-5 is a direct consequence of Lemma B.1. The case s = 0 in Eq. B-6
follows from [72, Proposition 3.8]. The case s0 > s1 in Eq. B-6 follows from theAp-version
of Eq. B-5 (see Remark B.3) as σ > σs0−ε,s1+ε,p,w for sufficiently small ε > 0.

Appendix C: Comments on the Localization and Perturbation
Procedure

The localization and perturbation arguments are quite technical but standard, let us just say
the following. The localization in Theorem 5.3 can be carried out as in [67, Sections 2.3
& 2.4] and [60, Appendix B], where we need to use some of the pointwise estimates from
Appendix B as well some of the localization and rectification results for weighted Besov and
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Triebel-Lizorkin spaces from [62, Section 4] (which extend to the vector-valued situation)
in order to perform all the arguments. Furthermore, the localization in Theorem 6.2 can
be carried out as in [62, Theorem 9.2]. The results in [62, Section 4] are a generalization
of results on the invariance of Besov- and Triebel-Lizorkin spaces under diffeomorphic
transformations such as [84, Theorem 4.16] to the weighted anisotropic mixed-norm setting.
They lead to the conditions (SO) in Section 5 and (SO)s in Section 6.

We would also like to mention [24] and [25], where the authors treat maximal Lq -Lp-
regularity for parabolic boundary value problems on the half-space in which the elliptic
operators have top order coefficients in the VMO class in both time and space variables.
In their proofs, they do not use localization for the results on VMO coefficients, but they
extend some techniques by Krylov as well as Dong and Kim.

While the geometric steps of the localization procedure in our setting are the same as
in the standard Lp-setting, there are some differences in what kind of perturbation results
we need. The main difference lies in the treatment of the top order perturbation of the
differential operator on the domain. More precisely, the following lemma is a useful tool in
the localization procedure for our setting.

Lemma C.1 Let E be a Banach space and A : E ⊃ D(A) → E a closed linear operator.
Suppose that there is a constant C > 0 such that for all λ > 0 and all u ∈ D(A) it holds
that

‖u‖D(A) + λ‖u‖E ≤ C‖(λ+ A)u‖E . (C-1)

Let ‖| · ‖| : E → [0,∞) a mapping and θ ∈ (0, 1) such that

‖|u‖| ≤ ‖u‖1−θ
E ‖u‖θD(A) (C-2)

holds for all u ∈ D(A). Let further P : D(A) → E and suppose that there are constants
δ, C′ ∈ (0,∞) such that

‖P(u)‖E ≤ δ‖u‖D(A) + C′‖|u‖| (C-3)

for all u ∈ D(A). Then there is λ0 ∈ (0,∞) only depending on δ, C′ and θ such that for all
λ ≥ λ0 and all u ∈ D(A) we have the estimate

‖P(u)‖E ≤ 2δC‖(λ+ A)u‖E . (C-4)

Proof For u ∈ D(A) we have that

‖P(u)‖E ≤ δ‖u‖D(A) + C′‖|u‖| ≤ δ‖u‖D(A) + C′‖u‖1−θ
E ‖u‖θD(A)

≤ 2δ‖u‖D(A) + δCδ‖u‖E
with Cδ := ( δ

C′θ )
θ/(1−θ)(1−θ). Here, we used Young’s inequality with the Peter-Paul trick.

Using Eq. C-1 with λ ≥ Cδ/2, we can further estimate

‖P(u)‖E ≤ 2δC‖(λ+ A)u‖E
so that λ0 = Cδ/2 is the asserted parameter.

If one wants to apply Lemma C.1 for a localization procedure, then one can treat
the top order perturbation as follows: Suppose that the differential operator has the form
1 + ∑

|α|=2m(aα + pα(x))D
α with pα being small in a certain norm. The mapping P in

Lemma C.1 can be chosen to be P(u)(x) = ∑
|α|=2m pα(x)D

αu(x) and A can be chosen
to be the realization of 1 + ∑

|α|=2m aαD
α in E with vanishing boundary conditions. Now

one can use Lemma B.1 in combination with Remark B.2 in the Besov-Triebel-Lizorkin
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case and Lemma B.5 in the Bessel potential case to obtain an estimate of the form Eq. C-3.
In order to do this for example in the parabolic case, one chooses ε ∈ (0, 2m) such that
σ > σs,p,γ + ε ≥ σs−ε,ε,p,γ . Then one chooses s0 = s − ε and s1 = s. These choices lead
to the estimate

‖pαDαu‖E � ‖pα‖L∞‖u‖E2m + ‖pα‖BUCσ ‖u‖E2m−ε (|α| = 2m)

in the Besov and Triebel-Lizorkin cases and

‖pαDαu‖E � ‖pα‖RL∞‖u‖E2m + ‖pα‖BUCσ ‖u‖E2m−ε (|α| = 2m)

in the Bessel potential case. It holds that ‖ · ‖D(A) � ‖ · ‖E2m on D(A) ⊂ E
2m. Hence, if

θ = 1 − ε
2m and E = E, then these estimates would correspond to Eq. C-3 in Lemma C.1

where ||| · ||| = M‖ · ‖E2m−ε for a suitable constant M > 0 such that Eq. C-2 holds. Note
that Eq. C-1 follows from the sectoriality of A. Therefore, if pα is small in L∞ or RL∞-
norm, respectively, then Lemma C.1 shows that P is just a small perturbation of a suitable
shift of the operator A.

Acknowledgements The authors would like to thank Mark Veraar for pointing out the Phragmen-Lindelöf
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