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1
INTRODUCTION

Societies are nowadays defined as groups of individuals having personal relationships
with each other. A society defines itself through cultural norms describing relationships.
This denotes that a society can be described by relationships between its members and
certain rules or norms of behavior explain how individuals interact with other persons.
Therefore an individual as smallest entity of a society has only a limited impact onto the
society on it’s own but the actions and interactions of many are key.

With the advent of Online Social Networks (i.e. OSNs), researchers became able to
analyze social interaction and user behavior within online environments at a larger scale
than ever before. It became possible to obtain data not only about attributes of individ-
uals but also their interactions with others, timing and activity information and insights
about the quantity of communication on a large scale. This is not to forget about the
ability to analyze complete (online) populations of users and the network based on rela-
tionships between individuals.

Results of the analysis of online social networks to a large extent mirrors findings
from real-world experiments. Among them is the famous finding of Milgram for exam-
ple, which states that every person in a population is on average connected to any other
person by only “six degrees of separation”[1] which was confirmed by Watts [2] in an
experiment using e-mails and by Ugander et al. [3] analyzing the social graph of Face-
book.com as well. Another example may be given by the number of people with which
an individual is able to maintain social relations, known as “Dunbar’s number”. The an-
thropologist Dunbar found a correlation between the primate brain size and the average
size of social groups of primates. Extrapolating this number to the size of human brains
led to the assumption that a human is able to maintain approximately 150 relations [4].
A similar number was also found by analyzing conversations within Twitter [5] and Face-
book [6]. Another effect called homophily, mening the fact that friends have similar in-
terests and attributes, often called the “birds of a feather flock together” effect, became
measurable in large scale online social networks. These examples only state a few points
in which sociological findings were repeated in OSNs, typically using larger data sets as
before, because in OSN analysis the need for expensive and time consuming personal
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interviews diminishes.
The benefits of OSN analysis are therefore manifold. For instance recommenda-

tion systems dramatically improve if individuals are not reduced to descriptive num-
bers specified by the items they bought or their attributes. This indicates a transforma-
tion from the classical way of representing users in e-commerce as “you are what you
bought” to “you like what your friends like”, a change that improves the usage of on-
line marketplaces but raises privacy concerns. Naturally a difficult game arises from this
transition as individuals usually want to receive improved recommendations but with-
out revealing too much about themselves. Therefore the strange gut feeling remains,
that unknown persons, companies or even your neighbor might know “more” about one
than one oneself. Due to homophily it becomes even possible to reconstruct informa-
tion of OSN users who hide their information based on the information the friends of
that person are communicating.

1.1. RESEARCH QUESTIONS
The underlying network of relationships within an OSN describes and limits possible
content flows because only connected users may share information with each other. In
order to estimate topological factors like the amount, strength and usage of relationships
as well as properties of actors in such a network, the approach of interpreting a social
network as a graph G(N ,L), where individuals are nodes (N ) and friendships are repre-
sented as links (L) is chosen. The benefit of this interpretation lies in the fact that well
established theoretical models from different disciplines, like epidemiological models
from medicine and biology but also routing techniques from network science, branching
processes and random walks from mathematics and physics or certain concepts from so-
ciology just to name a few, aid in the understanding of content propagation in OSNs and
the estimation of importance of users and friendship relations. To which extent these
theoretical models and metrics can be verified through measurements of empirical data
states one of the main questions in this thesis.

The strength of relationships between individuals might denote which relations a
user will prefer when spreading information. In this respect the method used for the
estimation of link-weights, describing how close connected individuals are to each other,
states a research question itself. While a common approach is based on the amount of
communication traversing a link normalized by the total amount of communication,
a more “social” approach would quantify how close two individuals are to each other
given the information one obtains from an OSN, therefore incorporating attributes of
the users.

Due to the overwhelming size of most OSNs nowadays (Twitter reports 255 million
[51] and Facebook, 1.28 billion monthly active users [50]) the process of obtaining data
might be quite complicated. If topological data is obtained though crawling it might
be infeasible to crawl the whole network due its size. That is why fractions of networks
are analyzed for simplicity, which possibly distorts certain metrics because of the used
traversal techniques. The quantization of such bias in terms of topological metrics states
a research question of utter importance. If such bias occurs, different techniques of
traversing a graph would be necessary.

Content that propagates through an online social network is typically given by mes-
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sages, images or videos which, once they are created or uploaded to online services are
forwarded by registered users to their own peers. This means once a message is writ-
ten, it is in most cases impossible to prevent the content from distributing. One may
even claim that the content behaves like a virus propagating from infected individuals
to healthy (non-infected) friends or acquaintances. Extending this line of thought by
deeper analysis of the content, one may claim that not only the information propagates,
but also opinions and feelings as shown by Christakis and Fowler [7] who found that
obesity, smoking and even happiness can be interpreted as viruses propagating via rela-
tionships in real-world social networks. The main focus of this thesis lies therefore in the
question, how to model content propagation in OSNs and which factors are involved in
the process.

1.2. CONTRIBUTIONS
Based on data from a large Dutch OSN, it will be shown how to estimate the similarity of
friends to each other and to which extent this similarity can be used to estimate private
information, like the age, interests or home town of a user. This analysis described in
Chapter 2 shows that current privacy settings in OSNs are not sufficient because of the
possibility to reconstruct a users profile from public information of friends. The findings,
published in [33], might also depict methods to improve recommendation systems and
social search engines because it is shown that, by incorporating information of friends,
predictions in terms of interests can be improved. In terms of the desired link-weight
distribution the similarity of between users can directly be translated into a measure of
strength of the relationship as users with a high similarity are likely to be close friends.

When analyzing social networks in a large scale, one needs to obtain topological in-
formation, usually by employing standard methods like breadth- or depth-first searches.
Is is shown in Chapter 3.1, that these techniques, while not completely finished, intro-
duce bias towards different network metrics which denotes that only after obtaining a
large fraction of the network of an OSN, estimations of the final values of metrics can
be drawn. Therefore a more practical way of obtaining data from an OSN called “Mu-
tual Friend Crawling” (MFC) published in [56], is proposed. Mutual Friend Crawling tra-
verses a social graph community-wise, enabling the analysis of sub-graphs, if obtaining
the whole network is infeasible.

Based on content traces from Twitter and a complete dataset of an Digg.com, it will
be shown in Chapter 3 that friendship relations, inevitably necessary in order to maxi-
mize the useability of OSNs are not as useful, in terms of content propagation, as pre-
viously thought, because only a limited fraction of friends or followers will actively sup-
port a user in spreading content (published in [34, 77]). On the other hand, the existence
of influential groups of users is analyzed and it is explained that the detection of such
groups is infeasible by only using topological information as also published in [61].

Content being spread through a social network is often referred to as “viral”-spreading.
In Chapter 5 the relation between “viral”-spreading and epidemics will be depicted,
showing that certain messages in Twitter, may be as infectious as hazardous diseases
just after appearing in the online service but limitations exist that hinder content from
becoming an Internet meme, i.e. spreading to most registered users in the OSN. Addi-
tionally the results from the analysis of empirical data shows that certain models of epi-
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demiology cannot directly be facilitated because of non-Markovian properties of content
propagation within OSNs as published in [143].

1.3. STRUCTURE OF THIS THESIS
This thesis describes research in online social networks starting with the smallest en-
tity of a social network, an individual or a node, on to ego-centric networks in Chapter
2. These ego-centric networks depict the view of individuals as they only include direct
peers enabling studies of individuals attributes and the influence of direct friends onto
the central (ego) node. Chapter 3 focuses on large groups of individuals and quantifies
relationships in terms of interactions and content propagation. Certain methods to ob-
tain data from OSNs are opposed to each other and the usage of friendship relations
in terms of distributing information is analyzed. In chapter 4 the dynamics in terms of
structural changes are shown and their influence on content propagation is shown. In
Chapter 5 the analysis of content dissemination in concrete examples is described and
different models and the implication of user behavior onto these models is explained.
The work closes with chapter 6 that gives examples of the analysis of the actual propa-
gating content, followed by a conclusion and possible topics for future work.
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EGOCENTRIC NETWORK ANALYSIS

Figure 2.1: Ego network of the author based on Face-
book relations. Shading represent the degree of nodes.

In this chapter the most fundamental el-
ements within an online social network,
an individual’s user account and the re-
lations between peers, will be described.
Chapter 2.1 describes individuals and
their attributes by analyzing profile infor-
mation. The general question behind the
analysis is, if users of online social net-
works form a random subset of the popu-
lation of a country. In Chapter 2.2 the re-
lations between users are introduced and
used in Chapter 2.3 to estimate the simi-
larity of pairs of friends. These similarities
are further on shown to enable the estimation of private attributes of individuals. Chap-
ter 2.4 exemplifies the analysis of ego-centric networks through the analysis of graphs
describing how direct “neighbors” are connected.

Every individual has family members, relatives, friends, acquaintances, colleagues
and so on which are linked in some way to the person. The network that is defined
through everyone an individual knows is called an egocentric network, because it rep-
resents an individual, the “ego”, and the directly linked persons(“alters” or “neighbors”)
as nodes. All nodes in the egocentric network have properties like name, gender, age,
hometown, education, income, etc., which state the basis for egocentric social network
analysis. The relations, modeled as links, can be annotated with attributes as well, like
the type of the relationship which denotes if an alter is a family member an acquaintance
or a friend for example, or by numerical values defining the strength of a relationship, the
amount of communication between peers or other metrics that describe the similarity
of a connected pair of people.

Figure 2.1 depicts the egocentric network of the author of this thesis based on rela-
tions from the OSN Facebook. The node with the highest degree (black) depicts the “ego”
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which is connected to all other nodes (“alters”) in the network. This very simplified view
does assume that the ego knows which of the alters do know each other and includes
therefore the existing links between alters.

2.1. ATTRIBUTES OF AN INDIVIDUAL

Usually, every node in a social graph denotes an individual having certain attributes. In
general, the characteristics of a user can be classified into two groups: intrinsic attributes
(such as name, age, city and gender) and communities (school, college, university, com-
pany, sports club or interests). These attributes are either known to the node, like the age,
name, home town etc., or they are estimated based on the observations of the “behavior”
of individuals like the time a user was online and the duration or quantity of participa-
tion in certain activities, like attending surveys or the number of sent messages to name
some examples. This section will show analyses on both of these types of attributes.

In order to store the attributes of a high number of user(-accounts), one usually fa-
cilitates a matrix notation as exemplary shown in Table 2.1.

Name Age Gender Home town Education . . .

Ego Norbert 32 male Delft University
Alter I Marcel 28 male Leipzig University
Alter II Karolina 30 female
Alter III Marcel male Dresden MBO
Alter IV Daniela female Delft University

. . .

Table 2.1: Excerpt of a matrix describing attributes of nodes (individuals).

The rows of the matrix denote observed individuals, the columns list quantitative
or qualitative measured attributes. By comparing rows one may analyze which actors
are similar to others, which attributes are more common than others and if attributes
are related. This means one may estimate for example the location of a person based
on favorite sport clubs, bars or restaurants the person mentioned. Through such an
analysis one can on one the hand inform about possible problems concerning privacy
or build useful recommendation systems. On the other hand, by inferring attributes of
an individual, one may test if provided information is correct or fill missing fields (like
the hometown and education of alter II or the age of alter III and IV) in the data set.

Basis for attribute analytics is the availability of a data set of user profiles, that is
either complete or states a good sample of all users of interest. The data of Hyves.nl de-
scribed in A.1.5, used in this thesis contains information about roughly half of all regis-
tered users of the OSN obtained though various techniques described in the appendix on
page 146. The data from Twitter described in A.1.9 was obtained though listening to the
“sample-stream” API interface. Twitter messages received through this API endpoint are
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systematically sampled1, where every 100th out of all sent messages is available. When
analyzing the opinion or attributes of users however, one wants to sample users from
a certain population of a country. A task which is not as trivial as sampling from sent
messages. The following subsection will describe techniques to obtain a sample of indi-
viduals from a country.

2.1.1. DEMOGRAPHICS OF USERS
Everything a person writes or uploads in OSNs is stored and indexed by operators as
valuable searchable information. When analyzing to which extent data sampled from
Twitter.com or Hyves.nl is representative for the population of the Netherlands, it is pos-
sible to analyze the bias, introduced by different sampling techniques using different
attributes of individuals:

1. The geographical location,

2. the family and first name

3. the gender and

4. the marital status of a user.

By comparing observed attributes from the two OSNs to reliable data from the Dutch
Central Bureau of Statistics2 and data from Meertens Institute3, a research institute of
the royal Netherlands Academy of Arts and Sciences (KNAW) that studies “the diversity
in language and culture in the Netherlands”, a qualitative analysis can be performed.

Data used for this experiment is obtained from Twitter and Hyves. The user infor-
mation from Twitter is obtained through the “sample-stream” API, an interface that con-
tinuously delivers a random subset of 1% of all messages written on Twitter. This one
percent systematic sample implies that every person or service that connects to the API-
endpoint receives precisely the same sample of tweets.

Figure 2.2 shows the frequency of different languages in the messages obtained through
the “sample-stream” API of Twitter in the period of the 3 last weeks in April 2013, detected
using the library “langdetect” [10]. This list does not follow the most frequently spoken
languages in the world which are listed in Table 2.2.

Detecting the language of text is difficult especially if the length of messages is limited
to 140 characters. It is therefore possible that some tweets are misclassified. However,
the overall distribution shows major differences from the data shown in Table 2.2, which
indicates that Twitter users are not randomly distributed across the world’s population.
The reason lies in the fact that micro-blogging services similar to Twitter exist for exam-
ple in China “Sina Weibo”, a service very similar to Twitter is the prominent platform.

Although the worldwide population is not correctly sampled by Twitter data, publi-
cations can be found in which researchers claimed to be successful in predicting certain

1Systematic sampling: If the size of the population is unknown or continuously growing, a systematic sampling
process analyzes every k ′s event out of all produced events within the population. The sample provided by
the OSN Twitter through an API endpoint, delivers every 100th message written at the service. The total
population in this case is given by the total number of Tweets that have been submitted to the service.

2CBS data is available at www.cbs.nl
3Meertens Institute’s data is available at www.meertens.knaw.nl

www.cbs.nl
www.meertens.knaw.nl
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Language Percentage of world population

Mandarin 14%
Spanish 5.85%
English 5.52%
Hindi 4.46%
Arabic 4.23%

Portuguese 3.08%
Bengali 3.05%
Russian 2.42%

Japanese 1.92%
Punjabi 1.44%
German 1.39%
Javanese 1.25%

Wu 1.20%
Malay/Indonesian 1.16%

Telugu 1.15%
Vietnamese 1.14%

Korean 1.14%
French 1.12%

Table 2.2: Most frequently spoken languages in the world, as listed in the Swedish “Nationalencyklopedin” [9].

events using data from Twitter. In these papers, tweets were interpreted as representa-
tive opinions of a population. However, as only a few people in a population are using
Twitter in order to broadcast their opinions, obtaining a valid sample of the opinion of
all inhabitants of a country is more difficult than just sampling based on messages.

Nonetheless, the question remains whether Twitter users do form a sample of the
population of a country like the Netherlands. One may answer this question by sampling
data from Twitter in similar ways as described in [11–15], in order to compare attributes
of Twitter users to general demographics of inhabitants of the Netherlands. Apart from
the already mentioned “sample-stream” interface, another endpoint of Twitter’s API was
used as well. Though the “filter-stream” API, one may receive up to 50 messages per
second matching a filter which can be either a search string matched against the text
of messages or a bounding box defining a geographic region. This stream will continu-
ously send tweets that match the provided filter. Therefore, the received messages do not
form a random subset of all messages. By defining a set of rectangles that geographically
span the Netherlands it is possible to filter all Twitter messages written in the country.
This means that every tweet received through this API-endpoint is annotated by a GPS
position.

The number of messages captured through the “filter-stream” is smaller compared
to the general 1% sample. Whilst the “sample-stream” covers a subset of all messages
sent all over the world, the “filter-stream” is limited to cover only the Netherlands. Addi-
tionally, only 0.7% of all messages are annotated with GPS information.

In total 61,361,500 tweets were collected through the “sample-stream” and 727,786
through the “filter-stream” in April 2013. Every tweet contains information about the
message like the time, the text, hyperlinks in the text, the number of times it was retweeted,
and information about the user such as the name, the location, the time and date the
user created a Twitter account and the background color of the profile page. All these
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Figure 2.2: Distribution of languages detected in the messages obtained through the sample-stream API of
Twitter, detected by the library “langdetect” [10].

tweets were written by a number of 1,645,526 distinct users.
In the second measurement, GPS-tagged messages within the Netherlands from the

“filter-stream” API, between January and November 2013 were collected, through which
30,296,659 messages and 844,180 distinct user profiles were received.

The following methods summarize the possibilities of sampling messages from Twit-
ter written by users living in the Netherlands:

1. Filtering messages received through the “sample-stream” by their language, as-
suming that citizens of the Netherlands are writing in Dutch.

2. Comparing the self-reported location provided in a user’s profile to existing loca-
tions in the Netherlands.

3. Obtaining messages written in the Netherlands through the “filter-stream” API of
Twitter delivers only those messages, annotated by a GPS position.

These techniques of filtering and sampling data from Twitter have advantages and
disadvantages. For all techniques, the general question whether a user is a Dutch citizen
or if someone just writes in Dutch or defined his location in the profile to be resident
of the Netherlands, or has been in the country for vacation, remains. It is difficult to
determine the real home town or name of a Twitter user as Twitter does not force its
users to specify a correct location nor their real name.

Mislove et al. [16] analyzed messages and users in Twitter through the self-reported
location in their profiles. By using the Google Maps API, the location string provided
by 75% of the users, was converted into GPS positions. From these positions it was
estimated that 8.8% of all users lived in the US. Mislove et al. found, by comparing
their data to the U.S. census data, that Twitter users possess a “highly non-uniform
distribution”[16, p. 2] in terms of their geographical location. The larger counties are
found to be over-represented and in return, smaller regions were underrepresented by
an order of magnitude. The sex, estimated by comparing the most frequent 1,000 first
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names in the census data to names specified in Twitter’s user profiles was strongly bi-
ased towards male users.

Even though the sampling of possible voters in a population is skewed, certain pub-
lications claim that predicting the outcome of elections is possible.

O’Connor et al. [17] describe that Twitter data can be used in order to estimate pub-
lic opinions. By estimating the sentiment of used words in tweets, polarity values were
created for concepts. These polarity values, when being multiplied to the frequency of
messages containing topics of interest, were then compared to data obtained through
polls about political opinions and consumer confidence. Using sentiment analysis, the
number of positive and negative messages about different topics were counted per day
and compared to the result of telephone surveys. The results show that the sentiment
and magnitude of tweets follow the results of surveys with a Pearson correlation of 79%.

Tumasjan et al. [11] describe that counting messages mentioning political parties or
their candidates reflected the outcome of German elections in 2009. Their data set was
based on tweets collected one week before the election, in which the name of a political
party or selected politicians appears in the text. The amount of Twitter traffic created by
messages for the 6 main parties in the German election compared to the actual result had
an average prediction error of only 1.65% and achieved therefore equally good results as
classical (survey based) prediction methods.

Jungherr et al. [18] replied to Tumasjan et al. claiming exactly the opposite, that
predicting elections based on word frequencies in tweets is not possible. By repeating
the measurements of Tumasjan et al. they found very different results and show that
the number of mentions of political parties does not reflect the political sentiment, nor
future election outcomes. Jungherr et al. describe that the reason for the differences
lies in the fact that the process of obtaining data from Twitter and the choice of political
parties was not well described by Tumasjan et al.

Sang and Bos [12] reported that predicting the outcome of the elections in 2011 for
the Dutch senate based on Twitter messages were possible. Their data set contained
messages written in Dutch, acquired through a filter using high-frequent Dutch words.
Using this technique they estimated to have sampled 37% of all Dutch tweets. The au-
thors mentioned that Twitter is quite popular among Dutch teens which are not allowed
to vote but they could not account for this fact because estimating the age of a Twitter
user is a complicated task. The problem that people possibly write multiple messages
about a political party was solved by just keeping the first message of every user. The
tweets were then analyzed using manual sentiment analysis and defining polarity scores
per party. By multiplying these “weights” to the number of tweets mentioning a partic-
ular party, equally good results as the ones obtained by Tumasjan et al. were achieved
with an average prediction error of 1.45%.

Larsson and Moe [13] studied Twitter users during the 2010 Swedish election.They
found that activity on Twitter correlates with mainstream media and that the most active
users are part of the political sphere, using Twitter as a broadcast media. Due to this
fact, one cannot truly answer the question whether messages on OSNs are reflecting
the opinion of inhabitants of a country or are used by a few to try to manipulate the
overall opinion. Therefore, Larsson and Moe conclude that political success cannot be
predicted through data collected only from Twitter.
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Gayo-Avello et al. draw a similar conclusion in [19], namely that data from Twit-
ter “did no better than chance” for the elections for US congress in 2010. They tested
the “predictive power of Twitter metrics against several races of the” US Congressional
elections. In exactly half of the tests (for different states of the US), an approach using
sentiment analysis was able to predict the outcome and in the other half, analyzing the
number of tweets was “correct”. Gayo-Avello et al. explain that the reason lies in the
fact that the demographics of users involved in discussions about elections are nearly
unknown and difficult to estimate.

Data from Twitter is lately also used to estimate more global systems like the stock
market or box-office revenues to name two examples.

Bollen et al. [14] predicted the behavior of the stock market by estimating the mood
of Twitter users. Based on a random sample of tweets they estimated the sentiment of
every message in 6 different dimensions (Calm, Alert, Sure, Vital, Kind, and Happy), out
of which the dimension describing how “calm” a message is, seems to correlate with the
stock market. Also Asur and Huberman [15] claim to have succeeded in predicting the
Hollywood Stock Exchange and box-office revenues based on a Twitter data set created
by searching for messages containing movie titles. Their prediction was also based on
the number of unique users writing about movies and a sentiment weight of messages
achieving results with a very low prediction error.

As it is rather hard to find negative results about predicting certain events or the state
of different systems, a general conclusion about the quality and applicability of predic-
tions based on Twitter data cannot be drawn. On the one hand, as most of the previously
mentioned techniques only claim after the events that predicting outcomes would have
been possible and on the other hand do not answer the question about demographics of
Twitter users, as done in this thesis.

The information from Twitter and Hyves was compared with two trustful sources of
information.

1. Data from the Meertens Institute [20] containing a dictionary of family names link-
ing to their geographic distribution and a list of first names with the number of
men and women in the Netherlands having this first name.

2. A map listing data of districts and neighborhoods in the Netherlands from 2012,
published by the Central Bureau for Statistics in the Netherlands (CBS) [21]. For
every municipality in the Netherlands the map contains: the number of inhab-
itants, the number of male & female inhabitants, item the age distribution, the
percentage of married/divorced/widowed inhabitants, the population density, the
number of foreigners, the number of registered cars and motorbikes.

As the Twitter user profiles do not contain information about the age or the marital
status one can only compare family names, first names, sex, estimated by the first name,
and the location of users to general demographics. User profiles in Hyves do contain
information about age and marital status additional to the name, the location and other
interests. Using a technique as described by Nguyen et al. [22] may enable researchers
to estimate the age of Twitter users. Nguyen et al. describe that machine learning tech-
niques can estimate the age of a Twitter user as words and grammar used in messages
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Figure 2.3: 40 most frequent locations provided in the “sample-stream” data set filtered by Dutch language.

of a person do change for different age groups. However, such techniques are computa-
tional expensive, need a lot of messages written by every user and training the detection
system is not a trivial task.

GEOGRAPHIC LOCATION

The location of a Twitter user is specified in the user profile as a string that can be chosen
freely or left empty. In Hyves the hometown of a user is always an existing place which
was selected on a map if not left empty. As mentioned, “listening” to the sample-stream
of Twitter and applying a filter that estimates the language of the tweet constitutes a
prominent way of sampling users of a certain country. However, this technique has two
major drawbacks. 1. Estimating the language of a message is a difficult task and there is
no exact tool achieving this task. 2. When trying to sample inhabitants of a certain coun-
try, filtering messages by their language only works for languages spoken only in one
country which means it is not applicable for tweets written in English, Spanish, French
etc.

“Sample-Stream” Filtered by Language After applying a language detector [10] on the
corpus of 91,579,800 Twitter messages, 1,340,963 tweets written in Dutch by 1,005,526
distinct users were found. Out of all profiles of these users, 487,156 list a value for the
location, whereas all others left the location field empty. Comparing the provided loca-
tions to a list of municipalities and cities from CBS showed that 42,591 (8.7%) existed as
regions or cities in the Netherlands and 10,849 users specified their location to be “the
Netherlands” or “Holland”. Figure 2.3 shows the 40 most frequently provided locations.

The frequency plot shown in Figure 2.3 contains Dutch cities like Amsterdam, Rotter-
dam, Utrecht and others but also names of different countries, cities in other countries
as well as the string “thuis” (Dutch for “at home” on position 31) and “All Around The
World” (position 38). When comparing the percentage of users who provided an exist-
ing position to the actual percentage of users living in this municipality (Figure 2.4) one
observes that bigger cities in the Netherlands like Amsterdam and Rotterdam are under-
represented and 32 municipalities were not represented at all (white). This means no
Twitter user in the data set set his location to be in these municipalities. The average
absolute sampling error, defined as the sum of all absolute sampling errors divided by
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the number of municipalities (415 in the Netherlands) was 7.92%.

Figure 2.4: Municipalities in the Netherlands based on
Twitter profiles. Colors indicate under- or oversam-
pling in %, white indicates that no users from these mu-
nicipalities were found.

One needs to memorize that this kind
of sampling is affected by the quality of
the employed language detection as well
as the fact that most messages in Twitter
are written in English. This means that
even Dutch people, when using Twitter,
are possibly writing English messages as
followers of them might not understand
Dutch especially as they are possibly dis-
tributed all over the world.

Filtered by GPS Positions The self re-
ported location in the Twitter user profile
is not accurate for a high number of Twit-
ter users as shown earlier. However, if a
person tweets using a smart-phone, the
current GPS location of the user can be at-
tached to the tweet. By using the filter stream endpoint of Twitter’s API one may filter
geographical regions by specifying minimum and maximum GPS coordinates in order
to receive all messages written within the area. Using the geographical filter, 30,296,659
messages were obtained, sent from the country of the Netherlands by 844,180 distinct
users. Accounts of users that sent less than 10 GPS annotated messages was removed
from this data, because not everyone who sends a message from a certain country is au-
tomatically an inhabitant of this country. For all other users, the most frequently found
location of tweets, within an area of 2×2km, was estimated and interpreted as the home
place of the person. The GPS location matched the location named in the profile for 30%
of users (384,589 in the GPS-data set). This does not imply that the method of estimating
the home town of an individual is not correct, but in most cases it did not correspond,
bogus locations were defined in the profiles, as exemplified in Table 2.3.

Number of Users Specified location

46 “onder je bed” (below your bed)
118 “earth”
301 “ergens” (anywhere)
317 “home”
452 “overal en nergens’ (everywhere and nowhere)

1,224 “thuis” (at home)
140,257 did not specify their location

Table 2.3: Bogus locations specified in user’s profiles.

Additionally, 16,401 users specified “the Netherlands” or “Holland” as their location
in the data set filtered by GPS positions. Figure 2.5 compares the distribution of the
number of inhabitants reported by CBS (green), the number of inhabitants estimated
through the GPS-position attached to Twitter messages (blue) and the self-reported lo-
cation in the user profile (red).
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positions from GPS-tagged messages and the self-reported location in user’s profiles.

Clearly, the self-reported locations do not match the actual distribution of Dutch in-
habitants, whereas the locations estimated using GPS filtered data are closer to the real
distribution.

Figure 2.6: Municipalities in the Netherlands based on
Twitter profiles. Colors indicate under- or oversam-
pling in %.

Comparing the number of inhabitants of
dutch cities to the estimated number of
users showed that 6.2% of all inhabitants
of the Netherlands are sampled with a
coefficient of determination (R2, which
equals the square of the Pearson corre-
lation coefficient between the real num-
ber of inhabitants and the Twitter users
that reported to live in the municipality)
of 0.76.

Figure 2.6 shows that the technique
of using GPS filtered data to estimate the
home place of a person, over-sampled
the largest city, Amsterdam and the sur-
roundings. The oversampling is likely due
to the capital being an attractive place

with lots of museums, restaurants or other places from which users tend to tweet. The
biggest airport of the Netherlands (Shiphol) is located in the municipality to the south-
west of Amsterdam which is slightly overrepresented using this technique.
The average sampling error when using GPS filtered data and the home place estimation
is 0.094%, and therefore significantly (ca. 100 times) smaller than the one reported for
data from the “sample-stream” using language detection which was 7.9%. For locations
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Figure 2.7: Distribution of family names in the data set of the Meertens Institute(green), Twitter sample #1(red)
and Twitter sample #2 (blue).

reported in Hyves profiles, the average sampling error is 1.34% for 922,963 users that
reported a location out of the 2.7 million in the data set.

DISTRIBUTION OF FAMILY NAMES

Every user profile lists next to the unique user-name also a field where the real name can
be filled in. One may interpret the last string in the name field of the user profile as the
surname and the first string as first name, in order to analyze the family and first names
of Twitter users in the Netherlands. Through the “sample-stream”, 220,369 distinct family
names sampled via listening and detecting the language of messages were found.

Out of all provided names, 1,411 were left empty, 388,373 users provided only one
word as their name, 420,212 two, 102,675 three, 24,7432 four, 5,117 five, 1,586, six, 1,050
seven, 662 eight, 442 nine, 279 ten. The reason for this high number of words is based on
a high number of users writing their first names with spaces between every letter, adding
symbols to the name or filling in bogus names. For example the name “S A M A N T H A :)“,
but also “One In A Million” or “We are the champions” were found as names.

The whole set of Dutch surnames as published by the Meertens Institute contains
123,990 names visualized in Figure 2.7 (green) as the probability density function. The
distribution of names found in the Twitter sample filtered by language detection (#1),
also shown in Figure 2.7 (red), shows a clear deviation from the original one.

Out of the existing names, 30,364 existed in the data the Twitter sample #1. The sam-
pling error for the existing names, defined as the area covered by the complement of the
intersection of both distributions was 53.76% for the language detected sample. In the
GPS filtered data (#2 blue), 17,951 names were found to exist in the Meertens data, out
of 39,296 distinct provided ones. The error between both distributions equalled to 6.6%.
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DISTRIBUTION OF FIRST NAMES AND THE GENDER

By interpreting the first string in the name field of the user profile, as the first name,
406,653 distinct first names were found in the “sample-stream” filtered by language and
21,637 in the GPS filtered sample. The “ground truth” from the Meertens Institute con-
tains 108,941 first names that appear at least 5 times in the Netherlands. For all these
names, the Meertens Institute reported the number of male and females having this
name. Comparing the frequencies of names denote that 0.5% of males and 0.6% of fe-
males in the Netherlands were found with a R2 values of 0.12 and 0.17 in the “sample-
stream“ filtered by language. Surprisingly, for the GPS sampled data, 0.7% of males and
0.3% of females were found having an R2 value of 0.54 and 0.58. The higher the R2 value
(up to a maximum of 1), the better the sample of Dutch inhabitants. Figure 2.8 depicts
the sampling error. The names reported in the Hyves.nl user profiles summed up to
148,114 first names out of which 57,757 are also in the Meertens data set denoting a
sampling of 2% of the inhabitants with a R2 value of 0.11.

As the sampling of locations shows only little error, the first-names show a larger de-
viation from the ground-truth. A reason which might be the possible skewed distribution
of the age of users of online social media.

AGE AND MARITAL STATUS

Twitter users are free to enter a description of them selves in their profile which denotes
that a small fraction of users provide their age. Unfortunately only 0.007% of all users in
the used data set provided their names which denotes only a marginally small amount,
not sufficient to analyze the data.

Nguyen et al. [22] tried to estimate the age of Twitter users using machine learning
techniques. They employed annotators to build a test set of 3,100 Twitter users from
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Figure 2.9: Comparison of the age of Hyves.nl users (dark gray) to the population of the Netherlands (light
gray).

the Netherlands estimating the age of users by checking the description, provided in
the Twitter user profile, Tweets, Facebook or Linkedin profiles if available. Their way of
finding dutch users was by searching the Twitter API for common dutch words finding
that 60% of the users had an age below 20, 26% between 20 and 40 and 14% had an age
above 40 years. A finding that correlates with the age distribution obtained from the
Hyves.nl data set. The age distribution of users in Hyves.nl shows an over-sampling of
young persons when comparing to the age of the Dutch population as shown in Figure
2.9.

In the used data set 161,676 Twitter users connected their Hyves.nl account to their
Twitter profile. Therefore the distribution of approximately 1% (1,588 Hyves user-accounts)
of these users was possible to obtain because in Hyves also only a small number of users
provide their age. This distribution reflected the one depicted in Figure 2.9(blue) quite
well. Due to these findings, it is reasonable to assume that in terms of the age distribu-
tion, most sampling techniques of Twitter data will fail. A point especially crucial when
trying to estimate the outcome of elections because a large fraction of sampled users
might be under age in order to vote.

Similar findings can be reported for the marital status which, when searching profile
information for the words married or getrouwd (Dutch for married), revealed that only
0.08% of all users in the Twitter data set mentioned this word in their profile information.
As it would be completely wrong to simply assume that everyone else is either single, di-
vorced or widowed even though the distribution of ages might explain this low value
the approach of using Hyves data for further assistance could be valid. Figure 2.10 de-
picts the percentage of married users per age group taken from CBS data (shades of blue)
compared to information obtained from the Hyves.nl data set (shades of red). The curves
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denoting the percentage of married individuals exhibit a similar shape but it seems that
in reality there are more people married than claimed in the OSN.

2.1.2. INTERESTS OF USERS

Out of the 19 topic groups in Hyves.nl, some further strengthen location estimation. Top-
ics like hangouts, schools, colleges, clubs, companies, food and sports contain implicit
location information. Assuming that people like to visit bars, restaurants, sport clubs in
the same city they live and work enables us to infer the city from these groups.

By using Bayesian analysis [23], the probability a user has joined a specific group
given he lives in a specific city can be calculated. If the resulting distribution shows no
significant peaks (larger than 1 standard deviation), this means that the users in this par-
ticular group are homogeneously distributed in the Netherlands. An over-representation
of a particular group in a city however is a good indicator that this group can be used to
infer a users city. In total 13,512 groups were identified that can predict the residence of
a user. On average 64% of the members of the found groups live in the same city. This
does not imply that the other 36% reside in different cities as some users simply do not
provide their home town. When assuming that users who did not enter a city in their
profile would live in the same city as most users of this group, the average predictability
increases to 86%.

DIFFERENT TASTES IN AGE GROUPS

Groups do not only reveal location information but also insights about the age of a user.
For example, musical interests have a strong correlation to the age of a particular user.
Figure 2.11 exemplary depicts the age of users who like different singers or music bands.
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Figure 2.11: Probability users have a specific taste in music to the age of a user.

Conversely these correlations suggest that the specified age of most users in the Hyves.nl
data set is accurate. Strong relations between interests and the age of a user were addi-
tionally found for movies, music types and game consoles.

In order to efficiently identify relations as depicted in Figure 2.11, association rule
learning can be employed on a data set of publicly available information. Though this
technique is able to unveil correlations without the need of individual analysis of inter-
ests towards age groups as explained in the following section.

ASSOCIATION RULES

Association rule learning is a popular method used in data mining in order to discover
relations between attributes in data sets. Often utilized for market basket analysis, the
input data set for association rule learning contains an item set of things a person has
bought. A typical rule created out of a supermarket data set could therefore be the follow-
ing: If noodles and cheese are bought then the customer will also buy bolognese sauce
with a confidence of α percent where all products appear in β percent (support) of all
purchases. The confidenceα corresponds to the fraction of the support of all items in the
rule to the support of the requisites. The naive way of calculating simple co-occurrences
would result in a very large co-occurrence matrix because of ca. 1.1 million groups in
our data set. Given the groups of all users as input, association rule learning will still
calculate rules in a reasonable time, for a given minimum support and confidence.

An implementation called apriori [24] was used to calculate association rules with a
given minimum support of 0.1% and a minimum confidence of 50%. The exact number
of groups in our data set was 1,115,558. The support of 0.1% means that 1,116 user pro-
files should list a group in order to include the group in the rule. The calculated rules had
a maximum length of 4 resulting that at most 3 groups lead to a consequence. Longer
rules are clear subsets of shorter ones having a higher confidence but smaller support.
An example for such a rule is the following. Users that are interested in the soccer club
“Ajax Amsterdam" are also interested in the “Amsterdam Arena" with a support of 0.203%
and a confidence of 58%. But if a user is interested in “Ajax Amsterdam" and “Adidas" he
is more likely to be interested in the “Amsterdam Arena" with a confidence of 83% but
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the rule has a support of only 0.113%.

As it is possible to set the privacy settings for groups to only show groups out of se-
lected topics, association rules learning helps to infer others. By knowing only a few
groups of a user it is possible to directly apply a rule with a high confidence to infer other
groups of the user. Lets take the example of the “Ajax Amsterdam” fan again, were it
is already known that he likes the “Amsterdam Arena” with a confidence of 58% and the
stadium, the soccer club is playing in, with a confidence of 72%. Additionally one can es-
timate that he will also like different brands like “Nike” (confidence of 53%) or “Adidas”
(confidence of 54%) or general terms like “soccer" (confidence of 56%). As mentioned
earlier if combinations of these groups are found the confidence increases.

The same holds for the earlier mentioned age prediction as shown in figure 2.11
based on different groups. For example the probability to be of age 11 if the movie “Find-
ing Nemo" was liked is 70%. Knowing that the user additionally likes the movie “Happy
Feet", increases the probability to 87% as the rule gets more specific.

Interestingly the given example of soccer fans already depicts that group predictions
work across different topics (sports to brands to hangouts).

It is visible that most rules are between groups of the same topic (same color). For
every topic there seem to be a few hubs standing for the largest groups in this particular
topic that can be predicted by multiple other smaller groups.
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Figure 2.12: Joint 2D histogram of the percentage of
groups that can be revealed using association rules ver-
sus the average confidence of the applied rules. The
color indicates the number of users the rules apply to.

As association rule learning seems to
be a good solution to obtain global in-
formation about group predictions, al-
though it is not a user-centric method.
This means it is not possible to observe
effects of the underlying topology of the
friendship network. This predictability is
defined by two values. One is the num-
ber of groups that can be inferred using all
rules whereas the second is given by the
average confidence of rules applied to all
groups of a user. The latter gives insights
into the “predictability" of this user. Fig-
ure 2.12 depicts the predictability versus

the fraction of predicted groups.

The Pearson correlation of the age of a user towards its predictability is slightly nega-
tive with -0.15, which in turn is based on the fact that the number of users in our data set
decreases for older users. As previously shown, groups may have a certain dependency
on the age which means that the groups older people follow do not reach the required
minimum size of 1,116 users to be included as a result of association rule learning.

To which extent data from OSNs might be used to estimate the mood or opinion of a
population in terms of different concepts or even to predict events, remains unclear and
should be focus of future research. especially if one considers that most OSN systems
are used to broadcast media whereas messages might reflect opinions but are also used
to “influence” individuals. Analyzing data reflects therefore an “hen-egg problem” as an
analyst, nowadays, can not infer the underlying intention of a user broadcasting media.
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2.1.3. BEHAVIORAL ATTRIBUTES OF USERS

Behavioral attributes of a user are typically values describing an individual by traces,
left on a system, like the time someone logged on, the duration a person staying online
or the quantity of activity monitored through a server. Technically an individual using
a certain online service, or an OSN, can be described by these kind of measures. For
example in Twitter, if an individual composes messages attached with a GPS position,
a trace of all locational information is enough to uniquely identify the person. Driven
by a publication of Locard [25] from 1930 who showed that 12 points are sufficient to
uniquely identify a fingerprint, Montjoye et al described in [26] that 5 geographic points
are enough to uniquely identify users in a data set of 1.5 million users of a mobile phone
operator.

Figure 2.13: Visualization of hourly activity of 100 ran-
domly sampled users from the twitter data set. Abscissa
denotes 24 bins which correspond to hours, the ordi-
nate normalized activity in this hour, applicate (z) axis
denotes 100 randomly chosen users.

The behavior of a user can be cap-
tured through the activities that appear
if one knows the time a user has used a
certain service. Figure 2.13 visualizes the
activity of 100 randomly sampled users
from the Netherlands, based on the time
of day the person wrote a message.

Most people are using the service
clearly throughout the day, as there is
only little activity recorded during the
night hours.

In September 2013, a Spanish parlia-
mentary report4 claimed that Spain is less
productive because it is mainly part of
the central European timezone (GMT+1)
whereas it should be part of the west-
ern European timezone like the canary is-
lands, which belong to Spain, the United
Kingdom or Ireland which are on similar
longitudes.

Indeed, when analyzing the times at which users from the eastern part of the central
European timezone, within the continent of Europe (Poland, Slovakia, Hungary, Serbia,
Croatia, Bosnia and Herzegovina, Montenegro, Albania, Kosovo, Macedonia), are writing
messages (Figure 2.14 (green)), one observes that during night hours, between 1am and
7am relatively small traffic is produced. For western Europeans, Spanish and French
inhabitants (Figure 2.14 (red)), this time of small activity is between 2am and 8am, which
indicates that, although people are living in the same timezone, different behavior exist.

When calculating the difference of the area between the two distributions within
the night (22pm to 5am) and the morning hours (5am till noon 12pm), a difference of

4“Informe de la subcomisión creada en el seno de la comisión de igualdad para el estudio de la racional-
ización de horarios” (Report of the sub-commission created as part of the equality commission for
the study of the rationalization of timetables) http://ep00.epimg.net/descargables/2013/09/26/
ed87c0772aeb2b9406fa383995b93026.pdf

http://ep00.epimg.net/descargables/2013/09/26/ed87c0772aeb2b9406fa383995b93026.pdf
http://ep00.epimg.net/descargables/2013/09/26/ed87c0772aeb2b9406fa383995b93026.pdf
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-0.03627 can be measured5, which denotes an offset of 52 minutes. Although it is unclear
how the time was estimated in the previously mentioned report, the result of comparing
the twitter activity pattern is amazingly similar to the reported 53 minutes. This simple
measurement of user behavior therefore might confirm the findings that Spanish peo-
ple sleep less (during the night) than inhabitants of countries in the eastern part of the
central European timezone.
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Figure 2.14: Activity of Twitter users based on 22 million
messages. 3.6 million in the east (201,269 users) and
18.4 million in the west (697,161 users) of the central
European timezone.

In a more in depth analysis of the
activity patterns of users one may ask
for different groups of users to avoid the
Yule–Simpson effect [27] which describes
that an observed trend in different groups
will change if the results are combined.
Therefore two different approaches were
chosen to analyze clusters of user behav-
ior. On one hand the k-means algorithm
was directly applied to the histograms
defining user behavior and on the other
hand the two data sets of eastern and
western Europeans were converted into
similarity matrices in which every entry

of a matrix denotes the similarity of two users based on different similarity metrics and
spectral clustering was applied to these similarity matrices to identify clusters of users
having similar behavior. The used similarity metrics were: the cosine similarity, the chi-
square similarity, the earth movers distance, the geometric distance and the Pearson
correlation which were all normalized to have a high value if the compared signals are
similar and small if the input is dissimilar.

Figure 2.15 depicts exemplary the results of the k-means algorithm for the two data
sets. As the number of clusters is an input argument to k-means, the elbow method,
comparing the sum of squared errors for different numbers of clusters, was used to es-
timate that 6 clusters are an appropriate value. When comparing the clusters in Figure
2.15, one may notice that they exhibit similar distributions which may denote that cer-
tain user groups exist across boundaries. For both cases, clusters containing users who
are active mainly in the morning (around 10am), around lunch (between 11am and 2pm)
as well as in the evening (between 10pm and 1am) exist.

Closer inspection of the clusters describing the behavior of users mainly active in the
morning showed nearly no difference between users in the western and eastern part of
the central European timezone because the peak visualized in the two diagrams at the
top in Figure 2.15 starts to ascent and peaks around the same time for users irrespective
of their origin. Similar finding can be reported for other clusters. Within the the analysis
of separate clusters of user behavior it was therefore not possible to measure the earlier
mentioned “missing 53 minutes” because the signals within the analyzed clusters do not
differ significantly. This finding, contradicting the earlier one shown in Figure 2.14 which
showed that there exist a difference, can be explained by differently behaving groups of

5The difference is defined as the area between the two probability distributions, where a value of 1 would
denote no overlap of the distributions at all.



2.2. RELATIONS OF AN INDIVIDUAL

2

23

Figure 2.15: Clusters of user behavior based on k-means. The diagrams visualize clusters of user behavior
found for users in the eastern and western part of the central European time zone. Different colors denote
different users. The black lines depict average values within the clusters.

users. To which extent the group of working citizens is reflected cannot be validated as it
might be possible that Twitter users are in an age group in which they are more flexible
to chose their working hours.

2.2. RELATIONS OF AN INDIVIDUAL
As shown in the previous section, the attributes of users state important data for ego-
centric network analysis. The second important part is described through the analy-
sis of relations between individuals. It is shown that attributes of individuals like their
opinion, certain habits (smoking, etc.), obesity and happiness [28] are “contagious” and
propagate along friendship relations. Such a statement sounds obvious, because most
people are educated by their parents, teachers and behave according to social norms.
But how far does one influence others or by how much is one influenced by others, and
is there eventually an effect onto one self by unknown persons, like friends of friends etc.?
These kinds of tasks can be approached by modeling and measuring the interrelations
of an ego and all friends, acquaintances or family members of the ego. In the language
of graph theory, a relation is called a link and a user is typically modeled as a node. All
alters (nodes) having a direct relation to the ego are also called the direct neighbors of
the ego.

In egocentric networks, the ego has by definition the highest degree and in most ego-
centric networks the ego is the only node with this degree. In the example given in Figure
2.1, which states again the egocentric network of the author of this thesis within the OSN
Facebook, the ego has a degree 68. For all egocentric networks the diameter, defined as
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the longest out of all shortest paths from every node to all other nodes, is at most 2. Also,
all egocentric networks are by definition connected.

Expressing a network as adjacency matrix A is a common and simple way to store
graphs. In such a matrix, an entry is 0 if the two nodes are not connected, or 1, if the
nodes are connected. Table 2.4 shows an exemplary adjacency matrix of an undirected
network.

Ego Alter I Alter II Alter III Alter IV

Ego 0 1 1 1 1
Alter I 1 0 0 1 0
Alter II 1 0 0 0 1
Alter III 1 1 0 0 0
Alter IV 1 0 1 0 0

Table 2.4: Adjacency matrix

In most situations the strength a relationship towards or between alters is important,
real numbers may be used in the adjacency matrix as well, expressing how close the
friendship is, how long the relation already exists, how similar the two persons are to
each other etc. Table 2.5 shows a weighted adjacency matrix, where the weight denotes
the cumulative amount of communication taking place during one week in hours.

Ego Alter I Alter II Alter III Alter IV

Ego 0 4 2 3 1
Alter I 4 0 0 6 0
Alter II 2 0 0 0 8
Alter III 3 6 0 0 0
Alter IV 1 0 8 0 0

Table 2.5: Matrix expressing the strength of relations.

In online social networks, the links are usually based on friendship relations. If the in-
formation about social interactions is not available, links can also be created artificially.
Such artificial edges are then typically based on some similarity metric. If one consid-
ers for example the database of an online shopping service, then the links may connect
pairs of users that bought the same or similar items. If social relations were known to the
service, such recommendations would improve dramatically because friends influence
each other and have similar tastes, a theory that is called homophily6. In marketing ho-
mophily is the basis for viral marketing which makes use of word-of-mouth spreading,
namely the fact that customers will convince their friends to buy a certain item without
a marking party interfering with the process. When observing how strong the relation of
a ego towards alters is, companies may determine whether a customer can be deemed
“influential" and should consequently receive better treatment than others [29]. Infor-
mation on relationships, personal habits and interests can be taken into account when

6Homophily describes that similar individuals tend to bond with each other. It is sometimes also referred to as
the “birds of a feather, flock together” effect.
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assessing risks and rates when applying for health insurance [30], and face recognition
performed on photos stored in online social media allows the re-identification of per-
sons in other contexts, such as identifying passersby in camera recordings to deliver tar-
geted billboard advertisements [31].

McPherson et al. [32] and Blenn et al. [33] showed that friends in OSNs like Facebook
and Hyves, Digg, Twitter and other OSNs do share multiple attributes like their age, taste
in music etc. and live close to each other.

As such technologies are developed and applied, concerns about the privacy of one’s
personal data are increasingly gaining track. Indeed, privacy filter usage has become a
mainstream practice: in case of the largest national social network site in the Nether-
lands in 2012, Hyves.nl, 63% of the users had enabled privacy settings in their profile
making their details invisible to the general public.

Personal information can actually be reconstructed from a social network’s friend-
ship graphs. The underlying justification our approach is driven by is the sociopsycho-
logical hypothesis, which was empirically verified for Digg.com [34] and Facebook.com
[35]. Users form social ties with those around them who are similar in socio-economic
status, interests and opinions [36]. In consequence, knowing a user’s friends can there-
fore to a large degree tell the individual tastes and choices of a social network user even
when his profile page is hidden.

The degree to which this technique can be successfully applied varies with the overall
embedding of a particular ego in the social graph as well as other attributes, such as the
ego’s personal characteristics, the overall diversity of alters or the degree to which the
friends are making use of privacy settings themselves.

Two major approaches, active and passive, are possible to access private informa-
tion. Active approaches try to obtain data by directly attacking a particular user using
fake profile information [37], surveys or third party applications that access the users
profile in the OSN. Passive approaches are based on statistical analyses of users and the
friendship network. These passive approaches may be based on the profile information
a user specifies, tracking the friendship network through third-party applications, or the
combination of different data sources.

Gross and Acquisti [38] analyzed patterns of information revelation in OSNs and pri-
vacy implications in the “early" stage of Facebook. An amazingly high number of 89%
of users in their data set provided their real name. Other attributes like phone number,
birthday, home town, address etc. were also given by the majority of the users. Differ-
ent techniques to infer private information like re-identification of users by analyzing
the postal code and their birthday are presented. Face recognition to identify users on
different sites or even identity theft of the users social security number was shown to be
feasible.

The role of third party sites in tracking users of OSNs and obtaining private informa-
tion is investigated by Krishnamurthy and Wills [39, 40]. In most cases, a user has no
possibility to control all applications that track profile data. Users are not aware which
data is accessed by them and what the different services do with this data.

Based on the knowledge about friendships in OSN and the fact that those relations
are mostly built between individuals having similar interests it is still possible to infer
private attributes of a user from his friends even if the user has a profile which is not
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visible to everyone. McPherson et al. [32] discussed “homophily" as a concept that limits
individuals to connect only to others having similar attributes. The strongest divisions
are based on race and ethnicity followed by age, religion, education, occupation and
gender. Hence, ties between non-similar users are either not constructed or dissolve at
a higher rate. This leads to social niches in the social space.

Aristotle already noticed three kinds of friendships [41]. Younger people seem to seek
friendships for pleasure “for they live under the guidance of emotion, and pursue above
all what is pleasant to themselves". Older people tend to form “useful" friendships such
as companionship, help, guidance, among others. The third kind, according to Aristotle,
is the perfect friendship which is the relation between individuals “who are good and
alike in virtue". In general, he defined in all cases that people like to bond with people
who are alike in specific characteristics or interests.

He et al. [42] constructed a Bayesian network assuming that direct neighbors have a
higher overlap than users multiple hops away. It is shown that privacy can be indirectly
inferred via social relations and mathematically over multiple hops. He et al. use an
influence strength which is defined as the conditional probability (P (A|B)) that user A
has a attribute given a friend (B) has the same attribute.

By using friendship information and group attendance information, Zheleva and
Getoor [43] showed for different OSNs that it is possible to infer private attributes us-
ing group and friendship information.

Mislove et al. [35] claim that “you are who you know" because automatic community
detection for multiple attributes of the users led them infer private attributes with an
accuracy of 80% inside those communities. This approach needs the knowledge of the
topology of the social network in order to detect communities. Due to the dynamic na-
ture of OSNs, standard crawling techniques take rather long to obtain the whole network,
it is thus unfeasible for attackers to first crawl the network in order to detect communi-
ties.

If a user has a private profile page it is still possible to uncover friendship relations
because in Hyves, similar to Facebook and other OSNs, relationships are bidirectional.
Therefore, an ego’s name is listed on profile pages of friends having a publicly viewable
profile page. Based on the average number of friends in Hyves, every user should have
42 friends with a publicly viewable profile page. As stated in Bonneau et al. [44], “eight
friends are enough” to reveal the whole network of users of a OSN.

2.3. “BIRDS OF A FEATHER"
As described by McPherson et al. [32], friends tend to have similar interests because they
know each other, live close to each other, meet physically at places where they follow
their hobbies or at places where they work together. Friendships in Online Social Net-
works do not necessarily follow this scheme as one may also create friendship relations
towards users without knowing them in person. The hypothesis that personal prefer-
ences limit the possible number of users, still holds as online friendships are based on
common interests as shown in [32, 34–36].
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Figure 2.16: Prediction of the age of a user the using mode of his friends age for different age groups. Inset:
Probability to correctly guess the age of a user.

2.3.1. AGE OF FRIENDS
One assumption is that a user is as old as most of his friends. Hence, for every user in
the Hyves.nl data set providing an age, the most frequent age of his friends was used as
an estimator and compared to the actual age. The results are shown in Figure 2.16 by the
difference between actual age of a user to the mode of the friend’s age.

As indicated by multiple traces (different markers, and colors) in Figure 2.16, the
probability that most friends have the same age as a user is depending on the age group
the user is in. The highest accuracy of this method (prediction rate) is found for the
group of 16 to 20 year old users where 61% of friends have exactly the same age as the
user. When allowing up to ±1 year of difference the probability to predict the correct age
of a user, increases to 77%. This prediction probability decreases for older age groups.

A reason for this high age overlap might be based on the fact that friendships in the
group of 10 to 20 year old users are created in schools, where students are in the same
class. Later in life, colleagues and friends are not exactly the same age anymore. Another
explanation might be the decreasing average number of friends: In the group of 16-20
year old’s, the average number of friends is 81 whereas the group of users at the age of
46-50 years have on average only 14 friends within the OSN Hyves.nl.

2.3.2. LOCATION DETERMINATION
Another intrinsic value of a user is the hometown. Again, the simplest assumption is that
most friends of a user live in the same city the ego lives in. Actually, based on our data
set, 67% of an ego’s friends who provided their hometown live in the same city as the
user, and 91% of all alters within Hyves.nl live within 50 km of the users location.

As the usage of Twitter.com differs from OSNs like Hyves.nl, because it is used as a
broadcast medium, friends are not living that close to each other. Calculating the dis-
tance to all followers of 1,000 randomly selected Twitter users from the Netherlands by
mapping the self-reported location using the geonames database [45] to GPS coordi-
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nates led to the result that only 0.64% of followers within Twitter live in the same area.
However, when counting the occurrence of followers locations, the resulting distribution
peaks at the ego’s position. Jurgens [46] showed that the precision in estimating a user’s
position can be increased by using the locational information of only mutual friends.
This estimation can even be increased according to Jurgens, by using the location of
users that were frequently mentioned in tweets.

Every user joined on average 26.6 groups. The concept of homophily suggests that
friends have similar tastes which should result in a high overlap of group memberships
between a user and his friends. If all friends are taken into consideration only a small
overlap can be found. Amazingly most users have at least one friend who joined nearly
the same groups as the user. The difference in groups a user is a member of compared to
his friends can be seen as a similarity measurement between users. Based on this metric,
only a fraction of all friends are close friends, whereas a high number of acquaintances
appear in a user’s friendship network. The fact that only a few friends in the friendship
graph are close friends is also described by Granovetter [47] and analyzed by Mcpherson
et. al [48]. Thus a way of identifying close friends could be by analyzing the information
if the users are tagged on the same image. This would imply that the users physically
know each other and the probability they are close friends increases.

By comparing the predictability of a user with the predictability of friends, a posi-
tive correlation of 0.29 was found, stating that a fraction of the friends of a user with a
high predictability are also predictable. By correlating the number of friends that have
a publicly viewable profile to the predictability, no significant relation was found, which
means that a small number of friends having an open profile are already enough to
guess the groups a user attends. If such techniques can be employed for users multiple
hops far away through the representation of the observed (known) friendship network
as Bayesian network where links are annotated by the “predictability” remains for future
work. However, given the rather low correlation of 29% for friends’ predictability shows
that attributes of users who are multiple hops “far away” is only possible to a limited
extend.

Further on, commonly used smart phone services upload the users’ phone book to
their servers, in order to connect directly to all persons in the list, who are also using
the service. As this method states a quite convenient way of connecting to other users, a
possible attacker having access to the database, is able to reconstruct private attributes
of persons who are not using the service at all. Especially as everyone needs to trust the
ability of a friends service provider, and the friend to keep the friends data secure. Ob-
viously such an assumption can only be fulfilled if every person who’s friends are using
OSNs, trusts these friends and acquaintances and the services.

2.4. NEIGHBORHOOD OF AN EGO WITHOUT THE EGO
When analyzing egocentric networks it is sometimes useful to remove the ego, as he
is connected to any alter. The appearing structures describe how alters are connected
with each other and may therefore provide a view onto communities the ego is part of.
Creating such a network out of the example shown in Figure 2.1 leads to the unconnected
graph depicted in Figure 2.17. Multiple communities (indicated by shades of gray) can
be observed which resolve to groups like school friends, friends and collaborators from
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Figure 2.17: Facebook friendship network of the author. Shading represents different communities.

university, colleagues and friends from work, family members and acquaintances of the
author. This observation depicts that the ego is part of at least 5 communities and has 3
acquaintances within the social graph of Facebook. A description for communities can
be accessed through regions the users lived in, the school, university and companies he
worked for, as well as the strength of relationship like family, friends and acquaintances.

Burt [49] was one of the first to analyze missing links between alters and called them,
“structural holes”. The basic assumption of structural holes states that the lack of ties
among alters may benefit an ego. If alters are not connected, Burt assumes that the ego
is more autonomous and has more control especially in terms of information spread.
Structural holes will provide novel information to the ego, because the ego-node is con-
nected to multiple communities being itself connected because of different reasons. The
ego is therefore a broker, exposed to different ideas from different communities. Burt
used data taken from discussions among managers in a large electronics firm to prove
the correctness of the hypothesis. Burt proposed certain metrics to capture how ex-
pressed the structure around an ego is.

Redundancy of alters: If alters are connected to each other and the link between the
ego and the alters have the same weight, the information the ego may obtain through
connected alters won’t differ that much. Therefore the alters are redundant. The redun-
dancy of one alter is defined as the number of links towards other alters, divided by the
total degree of the ego. The total redundancy of the network for all nodes N with an ego
e is defined by the degree sequence D as:

R =
N∑

i=1

di −1

de
, i 6= e (2.1)

The non-redundant portion of the ego’s network, also called the effective size is defined
as:

E = de −R (2.2)

The effective size is maximal if the alters are not connected to each other. An extension
of the redundancy for weighted graphs is straight forward. The efficiency of an ego is
further on defined as the normalized effective size.

I = E

de
= 1− R

de
(2.3)
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The efficiency value is one, if alters are not connected, and at minimum zero, indicating
that alters are well connected [49].

In terms of content propagation, a higher efficiency of an individual would denote
that a user might have a higher potential in spreading a message. to validate the hypoth-
esis, data from Digg.com, described in Appendix A.1.3 was taken. In Digg.com, users
submitted bookmarks to the web-service on which other users voted on. If a submis-
sion (i.e. story) got enough popularity by having a certain number of positive votes, the
submission was displayed at the frontpage of Digg.com where it received high attention.
By calculating the efficiencies for all ego-centric networks created out of the friendship
network of Digg.com, the basic assumption that egos with a high efficiency are more
successful seems valid. The average efficiency of all egos in Digg.com is 0.451 with an ef-
fective size of 20.27 for 444,003 users that submitted at least one story to Digg.com. The
average efficiency of all nodes that succeeded in having a story promoted is 0.795 with
an effective size of 102.21 for 29,318 individuals.

2.5. CHAPTER SUMMARY
This chapter described the difficulties to sample inhabitants of a country from data ob-
tained from an OSN. It is by no means possible to obtain a purely random sample in
terms of all attributes of users. Whereas certain properties of inhabitants, like the name,
location and gender might state a proper sample, created by using messages annotated
with GPS information, other attributes like the age of users will probably be biased. If
data from OSNs is used to estimate the public opinion or predict the outcome of elec-
tions such bias should be considered.

In Chapter 2.3 the similarities of friends in terms of their properties are analyzed
and it is found that most users have a few very similar (close) friends, next to acquain-
tances and colleagues. Due to the fact that a high fraction of users do not protect their
profile from being publicly readable it is shown that the reconstruction of profile infor-
mation based on publicly viewable profiles of friends is possible with an accuracy of up
to 86%. This finding renders current mechanisms to protect a profile, by hiding informa-
tion, nearly useless but it enables the improvement of recommendation systems.

In the last section of the chapter, the topology of ego-centric networks is described
and analyzed. When removing the ego from an ego-centric network it is possible to es-
timate the number of overlapping communities a user is part of which cannot be found
when detecting communities in complete networks of OSNs. In terms of content prop-
agation the position of a user within the network of his friends and the connectivity of
friends among each other is of importance because on one hand an efficiency value can
be calculated expressing the ability to successfully spread content and on the other hand,
discovered communities might provide insights into different interests of an individual.
However, further research is needed to estimate the influence of community structure to
content propagation.
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At the beginning of the 20th century, sociologists like Georg Simmel and Leopold von
Wiese started looking at societies from a different point of view. Not individuals, as pre-
viously assumed, were the main descriptor for societies but the interactions between
individuals in all their manifold. In 1908, Georg Simmel described the approach of for-
mal sociology, which is based on the analysis of social relations. His statement, still used
nowadays, describes that the form of relationships is the basis for societies as interac-
tions of individuals are defining a society.

Sociocentric network analysis quantifies relationships and analyzes network struc-
tures within defined groups, like a classroom of children, the inhabitants of a city, the
population of a country or all users of an OSN. In Online Social Networks the defini-
tion of a group or population is a difficult task as already stated in Chapter 2.1.1. On
the other hand, analyzing a dataset of all users of an OSN is often not feasible because
of problems related to the size and dynamics of social services. For example, the OSN
Facebook.com reports 1.28 billion monthly active users at the end of 2013 [50], Hyves
reported 10 million user accounts in 2010 and Twitter reports 241 million users [51]. The
problem arising from large social networks are manifold. On the one hand, the data col-
lection process might take quite long, up to multiple months which indicates that data
gathered in the beginning of the process is outdated once the collection is finished. On
the other hand storing and processing huge amounts of data states a quite expensive
problem as machinery and manpower is needed to deal with the data.

The research question within Chapter 3.1 is therefore related to the amount of data
necessary to estimate topological metrics correctly and which method to sample data
should be used. Due to the fact that OSNs have specific topologies based on communi-
ties or groups of users an approach that traverses these communities might seem favor-
able. As shown earlier in Chapter 2.4 however, individuals are likely to attend overlap-
ping communities which will be described in Chapter 3.3. Other sociocentric network
metrics and their relation to content propagation will be described in Chapter 3.4. The
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question of interest within this last section in this chapter relates to the applicability of
certain sociocentric graph metrics in terms of content being transported across the net-
work.

3.1. OBTAINING NETWORK DATA
Data collection in a network is steered by a data sampling strategy, which can be roughly
categorized into random sampling techniques (for example by randomly picking from a
set of previously known node ids [39]), stratified sampling or traversal-based sampling.
In practice, most research favors the latter as graph-traversal algorithms generate con-
nected topologies from the very beginning, even if only a small subset of the graph has
been obtained.

Among the class of graph-traversal algorithms, the classic breadth-first-search (BFS)
and depth-first-search (DFS) are most widely adopted, as they are easy to understand
and implement and comprehensively covered across standard textbooks (e.g. Cormen
[52]). From these fundamental algorithms, a number of derivations have been intro-
duced for specialized applications and types of utilizations, for example snowball sam-
pling explained in Goodman [53] which for each node only visits n randomly-chosen,
unknown neighbors, or forest fire described in Leskovec et al. [54] which probabilis-
tically skips neighbors during its breadth-first-search. While these traversal algorithms
visit nodes according to the specific order they were discovered in, other algorithms steer
their search based on metrics computed at run time. Derivatives of random walk algo-
rithms keep a transition matrix that is continuously updated based on the node degrees
encountered in the search. One example of such algorithms is “non-backtracking ran-
dom walk with re-weighting” described by Lee et al. [55] which eliminates the possibility
of traversing back into the already known graph to increase search efficiency. Random
traversal algorithms however have the disadvantage that coherent community structures
of a graph only become visible comparatively late in a crawl, which makes these meth-
ods unsuited for example for user prediction and privacy research exploiting the com-
monalities of users within small-size clusters as shown in chapter 2.3 of this thesis.Other
algorithms, such as mutual friend crawling described in chapter 3.1.2 and in Blenn et al.
[56], therefore aim towards the modular structure of networks and utilize link structure
statistics to steer its search to sequentially visit and remain as long as possible inside
clusters in order to retrieve closed communities of users.

While graph-traversal algorithms such as BFS and DFS have been used for decades,
an analysis about the representativeness of their output has only very recently begun
with the emergence and analysis of large scale networks shown in Kurant et al. [57]. The
fact that graph sampling can lead to a skewed result was already observed in sociologi-
cal studies of small scale interaction graphs, as the discovered “your friends have more
friends than you" corollary described by Feld [58]. An in-depth study of this high-degree
bias of BFS was conducted by Kurant et al. [57], who were able to theoretically show
the bias made when estimating the degree distribution. Their theory indicates that the
average node degree only asymptotically approaches the actual degree after more than
40% of the network is sampled, and simulations of artificial 10,000-node networks match
these predictions. This observation was further tested on samples of the Facebook graph
in Gjoka et al. [59], which crawls of 81,000 users each obtained by scrapes of the so-
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cial network. This however brings with it the complication that only open profiles and
friendship relations are contained in the data set. As in some networks such as Hyves
nearly half the profiles are marked as non-public depicted in Blenn et al. [33], a focus on
only visible relations could potentially introduce some other behavioral bias.

Algorithm 1 BFS (DFS, RFS) Graph Traversal

1: Function{Traversal}{G, s}
2: visited ←;
3: Q ← Li st (s)
4: while |Q| > 0 do
5: u ← Q.removeFirst {DFS: Q.removeLast}
6: {RFS: Q.removeRandom}
7: visited ← visited ∪ u
8: for v ∈ nei g hbor s(u) do
9: if v 6∈Q and v 6∈ visited then

10: Q.addLast(v)
11: end if
12: end for
13: end while
14: EndFunction

A common baseline of previous bias evaluations is the performance of a random
walk on the graph. Due to the scale-free structure of OSN graphs, leads to a large es-
timation error of node degrees shown in Kurant et al. [57] based on its strong linear
preference towards high degree nodes [60]. Therefore such random baseline has to be
included as a “ground truth”, modified however with a small but important twist: the
random-first-search (RFS) used in this section, which randomly chooses a node from
the list of discovered, but still unprocessed neighbors. This performs a random walk on
only the discovered but not visited part of the graph without re-visiting nodes, which for
a graph crawl is undesired overhead.

The main conceptual difference between BFS and DFS (see algorithm 1) can be sum-
marized by how each algorithm chooses the next vertex to visit among those it has al-
ready discovered: As BFS processes each node in the order it was discovered, BFS will
extend its search in a circular fashion from its starting point, first exploring all nodes of
distance 1, before continuing to nodes at distance 2, and so forth. Due to the typically
scale-free degree distributions of social networks, BFS will likely start at a low degree
node in the periphery of the graph, from where it will quickly proceed to the well con-
nected nodes in the center. Exploring nodes through a FIFO queue, BFS will remain
in this area during the first part of the crawling process and thereby over-sample high-
degree nodes. DFS on the other hand will continue its exploration process starting from
the last discovered node and add newly discovered nodes to the front of its list. As a re-
sult, DFS will also reach the well-connected center fast but continue its search until it
reaches leaf nodes in the periphery, thereby sampling the low-connected leaf nodes at a
higher rate than BFS and resulting in an underestimation of nodes’ degrees.

Although all previous initial work on crawling biases has focused only on node de-
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gree, the behavior of these crawling procedures and their preference for high-degree
nodes in the center or low-degree nodes in the periphery also heavily influence other
commonly used topological graph metrics.

3.1.1. METRIC CONVERGENCE

The convergence of a number of topological graph metrics commonly used in social net-
work analysis as a function of the amount of graph crawled can be investigated in order
to quantify the introduced bias, based on different crawling techniques. The chosen key
metrics are the following: (1) assortativity which measures to which extent pairs of nodes
of similar degree connect to each other, (2) the average node degree, (3) the correlation
between a node’s degree and the average degree of its neighborhood, (4) the network di-
ameter describing the longest shortest path from any node in the network to any other
node, (5) graph density and (6) a fitting of the power-law exponent on the node degrees.

The analysis of metric convergence is conducted on the network topology of friend
and follower relations within the social media aggregator Digg.com, for which a com-
plete graph topology was collected and presented in [61]. For further explanations about
the Digg.com dataset please consider the Appendix A.1.3.

To analyze the convergence of above named network metrics, the Digg.com graph
was crawled using the previously discussed breadth-first-search (BFS), depth-first-search
(DFS) and random-first-search (RFS) traversal algorithms from 100 randomly selected
starting points, tracking the development of each graph metric value. As the stability
of metrics and their variance between individual runs changes over the course of the
crawl, the interval at which the network metrics are assessed dynamically varied. At the
beginning of the crawl, which is showing the highest fluctuations, all graph metrics are
computed every time 5,000 nodes have been visited. When the sample contains between
5% and 15% of the total network size, the metrics are computed every 15,000 nodes, and
for the remainder of the traversal metrics are evaluated every 50,000 nodes. This results
in an approximately equal sampling of the three regions.

From a practitioner’s perspective of network crawling, it is important to note the dif-
ference between discovered and explored nodes. The former have simply been seen by
a graph traversal algorithm while the latter group has been completely processed during
an iteration of the algorithm. While this seems an insignificant distinction, it implies a
significant difference in practical social network crawling. When obtaining data from a
social network site, a crawler typically needs to initiate individual requests for each as-
pect of a profile, as this keeps the processing and data transmission demands for the site’s
operator low and matches the vast majority of consuming application programs. For a
crawler, this however implies that repeated individual requests are necessary to obtain a
complete view about a person’s profile and friends: when requesting a user’s profile page
on Digg.com (but also Hyves, Twitter or Facebook), this initial response only contains the
information about the single user in question. When requesting a list of friends, social
networks typically only return a list of unique identifiers without providing any further
context information about the friends themselves. In other words, while it is known that
the user has x friends there is nothing that can be said about those x persons as their
profile pages have to be individually retrieved. When crawling a social network, it is
therefore possible to quickly compose a large list of users on a given site by retrieving the



3.1. OBTAINING NETWORK DATA

3

35

neighborhoods of only a few users (this set is referred to as the set of discovered nodes). A
correct computation of most metrics will in practice however require that the profiles of
the discovered users will also have been retrieved (referred to as known nodes). The size
of the crawled graph is therefore always measured in terms of known nodes.

In this section, plots are shown depicting the development of metric values, crawled
through a BFS (blue line), DFS (red line) and RFS (purple line). The line shows the arith-
metic average of 100 randomly chosen starting points for a particular metric value and
crawling method. The error bars show the standard deviation across these 100 runs. All
plots will show the crawl size in a linear scale on the x-axis, while the metric on the y-
axis will be shown either in linear or logarithmic scale to maximize readability. The solid
green line displays the actual metric value for the entire Digg.com social topology if en-
tirely crawled, the green colored area around this line displays a +/- 20% deviation from
this value.

Figure 3.1(a)-(f) show the values and changes of assortativity, average node degree,
degree correlation, density, diameter and power-law degree exponent respectively, dur-
ing the first 200,000 crawled network nodes. These initial 20% were split out separately,
as most network crawls in practice are below this size and a large amount of variability
takes places within these first phase.

As can be seen in Figure 3.1, DFS, RFS and BFS all converge to the final metric value,
however the speed of convergence is surprisingly small and largely depends upon which
metric is being used. The majority of graph traversal algorithms has not entered the +/-
20% corridor after the first 20% of the total network size have been crawled, there is more
than a factor of 2 difference in 12 of the 18 metric/algorithm combinations after 100,000
known nodes (∼10% of the graph’s size). This only improves slightly after twice the it-
erations, after 200,000 crawled nodes still 11 out of 18 combinations are off by a factor
of 2. Despite the generally modest performance results across the three algorithms, the
approximations made by random-first-search are in nearly all cases (with the exception
of graph density) significantly more accurate and approaching the correct value more
rapidly than those of the other two algorithms.

Between the, in practice most commonly if not exclusively used BFS and DFS ap-
proaches, the results do not indicate a clear winner. For an estimation of graph den-
sity, DFS approaches the true value faster, while for an approximation of the power-law
degree exponent BFS proves to be a superior choice. This metric-specific under- and
overestimation of BFS and DFS can be intuitively explained for most of the presented
metrics based on their algorithmic design. As BFS polls nodes in the order they were dis-
covered, BFS quickly reaches the network core from its initial starting point and – having
now encountered and added a long list of neighbors from these well-connected nodes –
remains there for extensive periods of time. The result can for example be seen in the av-
erage node degree of the known nodes, which during the initial 10% of the crawl remains
nearly an order of magnitude larger than its true value. This behavior has a similar im-
pact on the graph density, which is overestimated at nearly two orders of magnitude, an
estimate made on the initial data obtained from the well-connected core of the network.
That BFS tends to directly reach towards the center can also be inferred from its estimate
of the diameter, the longest shortest path that has been found so far. BFS’s diameter lifts
off but then remains constant at about half its final value, again another indication that
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Figure 3.1: Metric convergence during initial crawling of 200,000 network nodes.

the traversal has reached from the outskirts half way across in the network into its cen-
ter. The exact opposite can be associated with DFS, which builds a stack of discovered
nodes exploring always the last discovered node first. This behavior drives this algo-
rithm across the network core into the periphery of the graph, which can be clearly seen
at the average node degree. At a value at or slightly above 2, DFS must have explored a
non-trivial amount of leaf nodes in its search, if one considers that leafs have a degree
of 1, the node with the next lowest possible degree (besides bridges with degree = 2) is
a node connecting two leaves to the remainder of the graph already implies a degree of
3. In consequence, DFS will drastically underestimate node degree but conducting most
of its search across the leaf nodes in the periphery of the graph, which can be seen in
the extremely long chains of nodes being created while simultaneously also driving the
estimate of the graph’s density to a minimum.
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ric to asset crawl locality.

This behavior can additionally be vi-
sualized through the average number of
neighbors (ANoN), which expresses the
average degree of those neighbors di-
rectly connected to the currently pro-
cessed node. This momentary average
across the discovered but not yet known
nodes therefore gives a rough approxima-
tion where in the graph a traversal algo-
rithm currently resides. High numbers of
ANoN indicate well-connected neighbor-
hoods typically found within the core of
a scale-free topology, while low numbers
indicate a graph’s periphery with a large
portion of leaf nodes (where in the ex-
treme case ANoN will be close to 1). Figure 3.2 shows the average number of neighbors as
a function of the DFS, BFS and RFS crawl size, binned into the current reporting interval
(5,000, 15,000 or 50,000 nodes). With an initial 40 fold increase over the true long-term
average number of neighbors during the initial phases of the crawl, BFS clearly first ex-
plores nodes in the well connected center of the graph while only later turning into the
periphery, while DFS with a ANoN below half of its true value and being between 2 and
6 traverses the vicinity of the network.
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Figure 3.3: Comparison of BFS convergence.

While the general patterns of metric
convergence can be very well explained
from these behavioral characteristics of
graph traversal algorithms, the extremely
long convergence times and estimation
performance are nevertheless astonish-
ing, so much that the study was replicated
using several approaches to rule out pos-
sible methodological errors. Figure 3.4
shows the convergence of the six target
metrics for the entire crawl, and while all
algorithms rebound across all metrics to-
wards the actual final metric value, a proper convergence into the +/- 20% error margin
can for some combinations take until the very end of the exploration. For many situa-
tions, the convergence is however not that grim: both the average node degree and the
power-law degree exponent can be properly estimated if using the right crawling strat-
egy after 5-10% of the entire network, a solid estimate of assortativity becomes possible
after approximately 30% of the entire graph. Besides the different crawling patterns, this
instability is for some metrics also inherent to the metric itself, assortativity for example
has been shown to be dependent on the size of a graph [62], which can be also seen in
Figure 3.4.

As an additional validation step, the BFS convergence behavior and metric estimates
for the average node degree as theoretically derived in [57] can be validated with those
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Figure 3.4: Metric convergence during entire network crawl.

observed when crawling the Digg.com social graph. Figure 3.3 shows this comparison.
While not providing an exact match, both approximate the true value asymptotically in
a similar fashion.

3.1.2. MUTUAL FRIEND CRAWLING

As mentioned in the beginning of this chapter, sociocentric network analysis focuses on
groups of individuals and the relations between them. The general problem is stated by
the question of finding a group of users in a social network. If attributes of the users are
available, it is a rather simple task as one may analyze the sub-graph containing only
users that match a desired parameter. But, as not every individual provides the desired
attribute and techniques explained in chapter 2.3 may be too time consuming, a topo-
logical approach can be considered.
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Milgram’s [1] famous experiment, often called the “six degrees of separation” phe-
nomenon, showed that every person can be reached through 6 others. Although the ex-
periment set-up and the conclusions drawn by Milgram are questioned [63], the general
observation that most users within a population (of a country or an OSN) are connected
and form a so called “large component” seems to be valid. Large components typically
contain 70%-90% of all user accounts in OSNs (measured in the data sets described in
the appendix A.1 of Digg.com, Twitter.com and Hyves.com). The remaining 10%-30%
can be found in numerous smaller components, disconnected from each other. By ana-
lyzing the large component of OSNs from a topological point of view, identifying groups
is therefore related to the problem of finding communities.

The automated process of downloading users typically requires a robot (a software
program) to look at the profile page of a user and store the names of all friends. Such an
operation may take 0.1 to 2 seconds as it includes multiple HTTP requests to a server in
order to iterate through the whole list of friends. An optimistic1 calculation shows that
with one crawling computer, obtaining LinkedIn’s database of 120 million users (as of
November 2011) would take approximately half a year. The same calculation for Face-
book’s dataset of 1.2 billion users leads to a crawling time of circa 5 years. By using mas-
sively parallel crawling techniques those times can be decreased. Clearly, by the time the
last records have been obtained, most of the retrieved information will be outdated.

A lot of work on social network analysis is conducted on communities of users as
a level of abstraction. A natural question is therefore whether it is possible to direct a
crawling procedure in such a way that it is obtaining a network community-wise. This
would enable researchers to analyze sub-graphs of the whole network, even if users hide
their information, while still obtaining data. In contrast, using the standard crawling
methods like BFS, DFS or RFS, as mentioned in the previous section 3.1.1, one literally
needs to wait until the whole network is crawled before starting to analyze the data be-
cause there might be a few users critical to a particular single community still missing
from the dataset, and their existence and criticality cannot be determined until all data
is collected.

In this section, a simple approach to crawl a network community-wise and detect
communities at the same time is described. The algorithm called Mutual Friend Crawl-
ing achieves similar results, compared to existing community detection methods.

Communities are defined in terms of the fraction of nodes of a network that share
more connections with each other than with the rest of the network.

A well known metric to capture the community structure of a network is modular-
ity. Modularity m as defined in Clauset et al. [64] is “the number of edges falling within
groups minus the expected number in an equivalent network with edges placed at ran-
dom.” The definition of modularity is given in equation 3.1.

m = 1

2L

N∑
i

N∑
j

(ai j −
di d j

2L
)1{i and j belong to the same community} (3.1)

For a given graph G with N nodes, L links and a given partition, the modularity denotes
how well the community structure is expressed. The element ai j denotes the element

1In this context, optimistic means that no mechanisms against crawling or screen scraping are enforced.
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corresponding to the i th row and j th column of the adjacency matrix of G and di is the
degree of node i . 1{i and j belong to the same community} is the indicator function returning 1 if
i and j are in the same community otherwise 0.

A modularity value of 0 defines that the number of links belonging to the same com-
munity is equal to the number a random graph would have. The higher the modular-
ity, the more pronounced the community structure, except for the trivial case of mod-
ularity = 1, in which all links of G are in the same community. Conversely, this means
that negative values are a definition of something like an “anti-community” structure.
An overview over modular graphs and how to achieve high modularity is given in Tra-
janovski et al. [65].

Mutual Friend Crawling (MFC) is crawling community structure in real world OSNs
having linear complexity and results are to be compared to techniques like BFS and DFS
as described in Cormen et al. [52]. In both techniques (BFS and DFS), the graph is
crawled node per node adding all discovered nodes to a list of nodes to visit. The dif-
ference between BFS and DFS is based on the procedure how the next node to visit is se-
lected. In BFS the first node of this list is selected to be visited next and removed from the
list whereas in DFS the last node in the list is selected and marked as visited. Both tech-
niques are directing the crawling procedure towards the inner core of the network due
to the friendship paradaxon, first observed by Feld [58]. It states originally that friends of
an arbitrarily chosen user have more friends than the user itself, which will force a crawl
towards nodes having a high centrality in the network. A related effect, described by Ku-
rant et al. [57], describes that BFS and DFS is introducing an bias towards high degree
nodes for an incomplete traversal of the network already described in section 3.1.1.

BFS and DFS are the most used techniques to traverse a graph but in order to reveal
the community structure of a graph BFS and DFS are not the best choice. One possible
technique of crawling a network and detecting communities at the same time is to facili-
tate random walks. Random walks are known to stay inside communities as described in
Pons and Latapy [66] and Lai and Lu [67]. The main idea behind random walk commu-
nity detection is that a community has more links between nodes of the community than
between communities. Based on this definition, a random walk would traverse nodes of
the same community more often than the ones of different communities. However, a
random walk allows steps backwards to already visited nodes which is increasing the
time taken to crawl the network.

Different community detection algorithms like fast and greedy community detection
by Clauset et al. [64], Spinglass by Reichold and Bornholdt [68], edge betweenness clus-
tering by Girvan and Newman [69] or label propagation by Raghavan et al. [71] cannot be
used to detect communities during crawling as those algorithms are meant to be applied
onto the full topology of a network.

A related approach to detect community structure while crawling is presented by
Nguyen et al. [72]. Their algorithm Quick Community Adaptation (QCA) assumes that
the community structure is already known for a complete network and manages to cal-
culate community structure in dynamic networks. QCA tries to maximize modularity by
assigning a “force” which attracts a node towards a community. However, this method
also needs the whole network including assignments of nodes into communities. In
their approach the used algorithm to estimate the initial community memberships is
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presented by Blondel et al. [73] called the Louvain(-la-Neuve) method. This algorithm
calculates a modularity maximizing partition of a given graph by using the change in
modularity when discovering a new node and adding it to an existing community. If the
difference is not positive the node stays in its initially assigned community.

To compare the result of different clustering algorithms the Jaccard similarity coef-
ficient next to the already defined modularity can be facilitated. The Jaccard similarity
coefficient defines the similarity of sample sets by measuring the quotient of the inter-
section and the union of both sets defined by Fortunato and Castellano [74] given in
equation 3.2.

I J (s1, s2) = n11

n01 +n11 +n10
(3.2)

In equation 3.2, n11 denotes the number of node pairs found in the same community
whereas n01 and n10 are the number of pairs of nodes assigned to the same community
by algorithm s1 but not s2 and vice versa.

In contrast to BFS and DFS, MFC assumes the knowledge about the degree of neigh-
boring nodes. This assumption is reasonable in OSNs as the number of friends is easily to
obtain, whereas the process of receiving the actual links towards them needs more effort
in practical terms. For example in the OSN Twitter, each message contains the number of
followers and friends the originating author had when writing the Tweet. Also, OSNs are
most commonly crawled using screen scraping. Here, the OSN is accessed in the same
way a user does by using HTTP requests to analyze web pages for relevant data. The
number of friends is usually listed at the profile page of a user. Several clicks (requests)
on the list of friends are needed to obtain all node ids (friends) having a relationship
with this user. If one is interested in more details of a user, for example the real name
or group affiliations, the profile information will need to be obtained in any case and at
the same time a friend count is mostly available without any additional overhead. In this
way the needed crawling effort does not increase but the order in which data is gathered
is changed.

MFC is based on the “reference score” SR defined in equation 3.3. This score denotes
the fraction of the number of already discovered links (references) r f pointing to node f
so far in the crawling process and the total degree d f , i.e. the total number of friends, of
node f .

SR = r f

d f
(3.3)

During the crawl, the next node to process is chosen from the list of the already dis-
covered nodes having the largest SR . The full algorithm is specified in pseudo code in
algorithm 2.

MFC is based on a BFS algorithm having two major differences. The first one is a map
used to store the number of found references as indicated in line 2, 4 and 15. The second
difference is based on the way the next node to visit is chosen: instead of choosing the
next one from the list of discovered nodes as BFS does, MFC calculates the reference
score (lines 6-9) and chooses the next node based on the maximum of the reference score
(line 10 & 11).
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Algorithm 2 MUTUAL FRIEND CRAWLING

1: create a queue Q
2: create a map R
3: add starting node to Q
4: store starting node and 0 as number of found references in R
5: while Q is not empty do
6: for all elements in R do
7: reference_score ← value in R

degree of the node
8: max_score ← max(max_score, reference_score)
9: end for

10: next_node ← dequeue element having max_score from Q
11: delete next_node from R
12: if next_node has not been visited yet then
13: for all neighbors of next_node: do
14: add neighbor to Q
15: increment number of found references to neighbor by 1 and store it in R
16: end for
17: remember that node (next_node) was visited
18: end if
19: end while

The algorithm will therefore visit nodes first, having a large SR . If a network has a
community structure based on the definition of having more links in the community
than links connecting communities, MFC will crawl communities one after another.

In order to apply MFC on weighted graphs, a simple definition of the strength of a
node as the sum of the weights of adjacent edges is sufficient. In this case the refer-
ence_score SR is defined as the fraction of the sum of weights of already discovered links
to the strength of the node as defined in 3.4.

SR =
∑

(weights of found references to f)

strength of node f
(3.4)

3.1.3. COMMUNITY CRAWLING
Figure 3.5 illustrates MFC intuitively using a small example. Simple visual inspection
shows that there are six clusters. If one wants to explore each cluster one after the other,
the algorithm should first explore all nodes having one color in Figure 3.5 before con-
tinuing with the next group of nodes. The nodes labels denote one possible order in
which the graph could be traversed in order to visit communities one after another, thus
leading to the intended and perfect order of exploration.

In order to test the proposed algorithm on multiple graphs, one may measure how
strong the community structure in a given graph is expressed, by using the ratio of links
inside communities to the total number of links. This value, defined as Pi n is reflecting
the probability an arbitrary chosen link is an intra-community link.

MFC was tested on a total of 100,000 artificial networks with different Pi n values
using a graph generator, described in van Kester [75], each with 10,000 nodes, 100,000
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links and 100 equally sized communities. Two general types of graphs commonly found
in network science were evaluated: The degree distribution of the first type follows a
uniform distribution and the degree distribution of the second type is approximating a
power-law function. All graphs have been crawled from all possible starting nodes. Dur-
ing the crawl, keeping track of the order of visited nodes allows to analyze if a complete
community has been crawled before going to the next one.
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Figure 3.5: A simple example graph. Nodes are labeled
by the order of traversal during the crawling process.
Different colors denote different communities.

Figure 3.6 shows the crawling trajec-
tories of those crawls. The figure is ex-
pressing how many nodes have to be
crawled in order to visit all nodes of a
community. In order to crawl the network
community-wise, the optimal traversal
would need to visit all nodes of one com-
munity first before visiting the next node
belonging to the next community. As all
communities are equally sized, the opti-
mal traversal of the graph would lead to
a diagonal line in Figure 3.6. A bended
line is expressing that nodes from differ-
ent communities were visited before all
nodes of the previous visited community
have been finished. The order in which
multiple communities are crawled is not
reflected in Figure 3.6. The colors express trajectories of different crawling methods
where green lines denote DFS, blue ones BFS and red MFC.

Figure 3.6: Crawling communities. Depicts the per-
centage of nodes that have to be visited in order to
crawl a full community. Green lines represent depth
first search, blue lines breadth first search and red lines
mutual friend crawling, for different Pi n values.

For high Pi n values, Figure 3.6 illus-
trates that MFC performs as expected
and leads the walk on the graph to all
nodes contained in one community be-
fore crawling the next. For BFS and
DFS a larger fraction of the network has
to be crawled to finish one commu-
nity. Interestingly, BFS perform “closer”
to the optimum than DFS. This is be-
cause BFS explores the local neighbor-
hood whereas DFS explores the nodes
furthest away from the starting node.
Thus, the “chance” of BFS to visit all
nodes of one community earlier than in
DFS is higher.

MFC performs reasonably better than
BFS and DFS in terms of crawling along
the community structure. For Pi n val-
ues larger 0.3, the order in which the
nodes are traversed fulfills the require-
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Figure 3.7: Metric convergence during the entire network crawl for 200 randomly selected seed-nodes.

ments. However, Pi n values smaller than 0.5 somehow define negative communities in
terms of the definition and therefore a BFS approach by chance performs better.

When comparing the metric convergence of MFC to the results presented earlier for
BFS, DFS and RFS, MFC gives interesting results, shown in Figure 3.7. For example the
average number of neighbors (ANoN-value) stays rather small until nearly half of the
network is crawled, which indicates that small communities are traversed first and high
degree hubs are only visited once nearly all nodes in the network are visited. This be-
havior also explains that the average node degree stays at smaller values, compared to
BFS or DFS. In addition, the curve of assortativity can be explained by the fact that in
communities, users are typically connected to others having a similar degree.

3.2. COMMUNITY DETECTION
As demonstrated empirically, MFC crawls communities of a graph one after another. In
order to detect communities while crawling the graph, traces of the reference score of
visited nodes can be analyzed. Figure 3.8 shows the trace of reference scores performed
on the example graph (Figure 3.5) starting from node 0. As MFC will always select the
next node to visit having the highest reference score (line 8 in algorithm 2). Hence the
reference scores inside communities should always increase or stay roughly the same
while traversing the graph. When detecting a node that is interconnecting communities,
a large number of links of this node are referring towards a previously unknown com-
munity. Therefore, its reference score will be smaller than the ones of nodes within in
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the currently traversed community. As such a node will be selected last, a drop in the
trajectory of reference scores of visited nodes can be observed.
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Figure 3.8: Plot of reference_scores versus the number
of visited nodes.

Figure 3.8 shows five major drops of
the score. Those drops in the reference
score of the chosen nodes reflect that
the crawler entered different communi-
ties. The difference between the next ref-
erence score to the previous one is de-
fined as ∆r e f scor e.

While traversing the graph, all nodes
are added to the same community as long
as ∆r e f scor e is positive or higher than a
certain threshold. If the score decreases
a new community will be visited. To pre-
vent the creation of single node commu-
nities, the drop in the reference_score should be at least half the difference between the
maximum Smax and the minimum Smi n of the reference_score in the previous commu-
nity.

Via the method of tracking SR , Mutual Friend Crawling found six communities on
the example graph having the community assignments as indicated different shading
in Figure 3.5. One problem however still remains: a possibly incorrect classification of
certain nodes during the first visit of a new community. In case neighbors of the starting
node as well as neighbors of the first node of a community have the same degree as the
visited node, a node of a different community could be assigned incorrectly.
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Figure 3.9: Example graph where a misclassification
may occur when visiting node 11.

Such misclassification is exemplified
for the case of three equally-sized, fully-
connected communities which are pair-
wise connected through one node as
shown in Figure 3.9. In this case, when
starting in one clique, all nodes of this
clique are added to the first community.
When reaching one of the 3 nodes con-
necting communities (10, 11 or 21 in Fig-
ure 3.9) the score drops, a new commu-
nity is generated and all following nodes
are added to this community. When
reaching for example node 10, the refer-
ence score for the 2 peers (11 and 21) is
the same. One of them is chosen to be
next node to visit. Now, (e.g., by visiting
node 11) 2 links towards the third node
are discovered, doubling its score. Having
a higher score than all other neighbors of 11, 21 will be added to the same community as
11. Afterwards one of 11’s or 21’s neighbors are visited where the reference score drops
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(b) Dendrogram representing the hierarchy of
communities in the example graph.

again leaving 11 and 21 in one community. All other nodes are then correctly classified.
The solution is to check for this kind of misclassification by iterating through all nodes
in a already discovered community checking if a node has more connections with an-
other community then inside the “own” community. If so this node is merged to the
connected community. As this procedure is raising the density in the community the
node is merged to, the modularity value will only increase as stated in Trajanovski et al.
[65].

To express a hierarchy of communities the dendrogram can easily be built using the
graph of found communities. In this graph, every community is represented by a node.
Links between nodes are weighted by the number of links connecting the 2 communi-
ties one level lower in the hierarchy or, if the original graph was weighted, the sum of all
weights of links between two communities. The graph shown in Figure 3.10(a) depicts
the first hierarchical level of the example network. Through iterative pairwise merging
of communities connected by a link, multiple levels of hierarchy are created. The merg-
ing step is based on the fraction of the number of links in the original graph connect-
ing two communities to the number of intra-community links of the community that is
to be merged with a second one, because just using the total number of links between
two communities states an unfair measure as it does not take the differences in size and
density of communities into account. When assigning this value to the directed links in
the graph of communities, the directions and magnitude of link-weights define which
communities should e merged and in which order. This hierarchy is depicted in Figure
3.10(b).

To prove the correctness of Mutual Friend Crawling in terms of community detec-
tion, a comparison of the results of community assignments to existing approaches is
needed. However, as the variety of community detection algorithms is too large to com-
pare against, just those algorithms were chosen which (with slight modifications) can be
used to identify communities while crawling.
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Dataset Method Number of communities Pi n Modularity

Karate club Original partition 2 0.86 0.36
Louvain method 4 0.74 0.42

Fast and greedy method 3 0.74 0.38
Random walk method 5 0.63 0.35
Mutual friend crawling 2 0.86 0.36

Football Original partition 12 0.64 0.554
Louvain method 10 0.708 0.604

Fast and greedy method 5 0.746 0.544
Random walk method 9 0.726 0.603
Mutual friend crawling 9 0.736 0.57

Digg Louvain method 26646 0.94 0.478
Fast and greedy method 37591 0.92 0.393
Mutual friend crawling 78308 0.83 0.142

Table 3.1: Comparison of Mutual Friend Crawling to well known community detection procedures on different
datasets.

The chosen methods are:

1. Newman and Clauset’s fast and greedy modularity maximizing method [64]

2. Pons & Latapy’s random walk method [66]

3. the Louvain(-la-Neuve) method by Blondel et al. [73]

As all mentioned approaches are not directly providing a map of community ids to
node IDs, the partition resulting from the merges of nodes leading to a maximum of
modularity was chosen. This partition is then compared to the output of MFC. For the
given example graph in Figure 3.5, all community detection algorithms found the same
result as indicated by the colors in Figure 3.5.

A comparison of the mentioned methods on some selected data sets is given in Ta-
ble 3.1. The chosen data sets were: “Zachary’s karate club” [76], Girvan and Newman’s
“American College football games” [69] and the network of all Digg users as described in
Tang et. al. [77].

As given in Table 3.1, the partitions found by MFC are comparable to existing and
well known procedures when compared in terms of the Pi n value and modularity, except
for the last dataset, a large-scale directed network of all users of Digg.com, where the
number of detected communities is higher than the result of the Louvain(-la-Neuve) or
fast and greedy method.

However, this could be based on the resolution limit of modularity, as described in
Fortunato and Barthélemy [78]. A partition having a high modularity could lead to a rel-
atively small number of large communities which is not reflecting the real community
structure. The communities found by Mutual Friend Crawling are smaller than the ones
found by the other methods still having the same properties like a power law shaped
community size distribution. Also the number of users in a group given by MFC is rea-
sonable. The largest community found by Mutual Friend Crawling has a size of 9,443
users whereas the largest one found by the Louvain method contains 186,271 users.
Without further investigation one may argue for both numbers to be better than the
other one. Therefore this question is left out to be solved by further research.
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method original Louvain Fast and greedy Random walk Mutual Friend Crawling

original 1 0.719 0.354 0.615 0.468
Louvain 1 0.424 0.721 0.483

Fast and greedy 1 0.422 0.324
Random walk 1 0.487

Mutual Friend Crawling 1

Table 3.2: Comparison of the partitions discovered by MFC to other community detection algorithms on the
college football dataset [69] using the Jaccard similarity index.

As the Pi n value and the modularity are global values which cannot be used to com-
pare two partitions directly the Jaccard similarity index may be used. As mentioned ear-
lier, if pairs of nodes are assigned to the same community this similarity will have a high
value.

Table 3.2 shows the similarity of node assignment into communities between the
different community detection algorithms. While this metric is not very sensitive to the
number of communities, it shows that MFC is equally good as well known methods. A
more complete analysis of the Jaccard similarity index is given in van Kester [75].

However, using MFC will only partition the topology of a network into communities
whereas users in OSNs are typically members of multiple “overlaying” or “overlapping”
communities which cannot be captured by this kind of community detection.

3.3. OVERLAPPING COMMUNITIES
Communities overlap with each other when nodes belong to multiple communities.
Such overlap exists widely in real-world complex networks, particularly in social and bio-
logical networks [81–83]. In social networks, human beings have multiple roles denoting
that people are members of multiple communities at the same time, such as companies,
universities, hobby clubs etc. as exemplary shown in Figure 2.17.

Other examples are movie actor networks, where nodes are actors and actors are con-
nected if they acted together in one or multiple movies, one could regard the set of ac-
tors in one movie as a community. According to such a view onto a movie actor network,
the communities of all movies are by definition cliques which overlap with each other
if certain actors participated in the making of multiple movies. Similar networks are co-
authorship networks (nodes represent scientists, nodes are connected if they coauthored
one or more articles where a community denotes all authors of a publication), journal
editor networks or sports player networks (players who played in the same games are
connected).

These types of networks are a special kind of social networks, called affiliation net-
works which naturally contain fully connected sub-networks, called cliques or complete
sub-graphs. The clique structure of social networks increases largely the percentage of
triangles among the three hop walks, resulting in high clustering coefficient. Besides so-
ciocentric statistics in affiliation networks such as clustering coefficient, characteristic
path length and nodal degree, the following metrics are related to overlapping struc-
tures: the number of communities, the number of individuals in each community, the
communities each individual belongs to, the number of individuals every pair of com-
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munities has in common and the number of communities each group is adjacent to (two
communities are adjacent if they have individuals in common).

Palla et al. [81] defined four metrics to describe how communities in networks over-
lap with each other: the membership number of an individual, the overlapping depth
of two communities, the community degree and the community size. Palla et al. [81]
showed that communities in real-world networks overlap with each other significantly.
They reported that the membership number of an individual, the overlapping depth of
two communities and the community size follows power-law distributions, except that
the community degree features a peculiar distribution that consists of two distinct parts:
an exponential distribution in the beginning and a power law tail. Poller et al. [84] pro-
posed a model in which both the community size and the community degree follows a
power-law distribution, by applying preferential attachment to community growth. A
model proposed by Toivonen et al. [85] succeeds in reproducing common character-
istics of social networks: community structure, high clustering coefficient and positive
assortativity.

In order to describe overlapping communities in OSNs a complete set of metrics to
fully characterize the structure is needed. As such a structure is by no means trivial,
hyper-graphs can be facilitated to describe social networks.

3.3.1. REPRESENTATION OF SOCIAL NETWORKS WITH OVERLAPPING COM-
MUNITIES

Suppose the network under consideration has N individuals and M groups, where an
individual may belong to multiple groups. The membership number m j of an individ-
ual j is defined by the number of groups of which j is a member. The degree d j of an
individual j equals the number of individuals who have the same membership in one
or more groups. The interest-sharing number αi , j of individuals i and j is defined by
the number of groups to which they both belong, which indicates how many common
interests they share.

(a) (b)
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2
3
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5

Figure 3.10: Two example graphs illustrating commu-
nity structure. Nodes denote individuals, communities
consist of links of the same shade. a) Labeled nodes
belong to multiple communities. b.) Communities are
labeled from I−IV , black links belong to multiple com-
munities.

The group size sk of group k is the num-
ber of individuals that belong to group k.
The group degree uk of group k equals
the number of groups sharing individ-
ual(s) with group k. The overlapping
depth βk,l of two groups k and l equals
the number of individuals that they share.
An affiliation network is linear if βk,l ≤ 1
for all k, l ∈ [1, M ], where M is the num-
ber of groups. The affiliation network is
called a m-uniform affiliation network if
the membership number m j = m for j ∈
[1, N ].

The graphs in Figure 3.10 exemplify
the definitions of d j , m j , αi , j , sk , uk , and
βk,l . The graph in Figure 3.10 (a) has five
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labeled nodes which are members of at least two communities. Obviously, d1 = 24,
d2 = 12, d3 = 10, d4 = 8 and d5 = 9. Nodes 1− 5 belong to 5, 3, 2, 2 and 2 communi-
ties respectively, thus m1 = 5, m2 = 3 and m3 = m4 = m5 = 2. The individuals 1 and 2
belong to only one common community, hence αi , j = 1. As shown in Figure 3.10 (b),
the groups I − IV have 6, 5, 5 and 6 nodes, hence, sI = sIV = 6 and sI I = sI I I = 5. Evi-
dently, the overlapping widths: βI ,I I = 2, βI ,I I I = 1, βI ,IV = 3, βI I ,I I I = 2, βI I ,IV = 0 and
βI I I ,IV = 1. The group degrees are: uI = uI I I = 3 and uI I = uIV = 2.

An affiliation network is usually described by a graph in which nodes represent in-
dividuals and two nodes are connected by a link if they both belong to one or several
communities. If a set C I of individuals belong to group I , the set C I of individuals com-
prise a fully connected clique. If a set C I I (C I I ⊆C I ) of individuals belongs completely to
group I I , one cannot represent group I I by this graph description, because the set C I I

of individuals is already fully covered by community I .
Scott [58] discussed the generation of an affiliation network with simple graphs. New-

man et al. [86] suggested a bipartite graph model with all information preserved through
representing groups by one type of nodes and individuals with the another, where links
connect nodes of different type, as shown in Figure 3.11. Lattanzi and Sivakumar [87]
proposed a bipartite-graph based generative model for affiliation networks as well.

HYPERGRAPH REPRESENTATION

A hypergraph, H (M , N ) with M nodes and N hyperedges, is a generalization of a simple
graph whereas a simple graph is an unweighted, undirected graph without self-loops or
multiple links between pairs of nodes. The term “hyperedge” is used instead of “hyper-
links” in order not to confuse it with hyperlinks between Internet web-pages. Its nodes
are of the same type as those of a simple graph, shown in Figure 3.12(a).

FEDCA B G
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Figure 3.11: The bipartite graph representation of the
affiliation network of the NAS group.

Hyperedges of hypergraphs can con-
nect multiple nodes, like the hyperedge
A in Figure 3.12 (a) connecting nodes
I , I I , · · · ,V . A hypergraph is linear if each
pair of hyperedges intersects in at most
one node. Hypergraphs where all hy-
peredges connect the same number m
of nodes are defined as m-uniform hy-
pergraphs with the special case that 2-
uniform hypergraphs are simple graphs.
If an affiliation network is linear, the rep-
resenting hypergraph is linear; if an affili-

ation network is m-uniform, the representing hypergraph is also m-uniform.
An affiliation network with M groups and N individuals can be described by a hyper-

graph H (M , N ): M nodes representing M groups; N hyperedges represent N individuals;
and an hyperedge is incident to a node if the corresponding individual is a member of
the corresponding group.

The line graph of a hypergraph H (M , N ) defined as the graph l (H), in which the node
set is the set of the hyperedges of H (M , N ) and two nodes are connected by a link with
weight t , when hyperedges share t nodes. The degree d j of an individual j , equals the
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Table 3.3: Names and members of all communities of the exemplary social network of NAS.

Index Name of community Members (individuals)

I NAS-TU Delft A,B ,C ,D,E ,F
I I A research group at MIT A, A1, · · · , A5

I I I A research group at Cornell Univ. A, A6, · · · , A10

IV IEEE/ACM ToN editorial board A, A11, · · · , A15

V A research group at KSU A, A16, · · · , A20

V I A research group at Ericsson B ,B1, · · · ,B4

V I I A research group at KPN C ,C1, · · · ,C4

V I I I Piano club C ,C5, · · · ,C8

I X A research group at TNO D,D1, · · · ,D4

X A rock band D,D5,D6,D7,G
X I A soccer team E ,E1,E2,E3,G
X I I Bioinformatics group at TU Delft F,F1, · · · ,F4

number of individuals that connect to j in the line graph l (H). The line graph l (H) is an
unweighted graph when the corresponding hypergraph is linear; otherwise is weighted,
and the weight of link i ∼ j equals the interest-sharing number αi , j .

AN EXAMPLE OF AN AFFILIATION NETWORK

Table 3.3 describes an affiliation network based on the memberships of individuals within
the NAS research group (Network Architectures and Services Group at Delft University of
Technology). Individuals A,B ,C ,D,E ,F descibe members of NAS and others are mem-
bers of groups which overlap with the NAS group. Figure 3.11 depicts the bipartite graph
representation of the NAS affiliation network where gray circles represent the groups and
the gray disks represent individuals. Nodes are linked when the corresponding individ-
ual belongs to a community.

The hypergraph representation of the example network H (12,53) is shown in Fig-
ure 3.12 (a). Nodes of the hypergraph denote groups and individuals are denoted by
hyperedges. There are 12 groups as described in Table 3.3, corresponding to 12 nodes
in Figure 3.12 (a), in total there as 53 individuals among whom, 6 NAS members with
membership ids mA = 5, mC = mD = 3, mB = mE = mF = 2. If an individual belongs
to multiple groups, the corresponding nodes are connected by the hyperedge specifying
that individual.

Figure 3.12 (b) depicts the line graph l (H) of the hypergraph H (12,53) in Figure 3.12
(a). In the line graph l (H), individuals are denoted by nodes and the groups are denoted
by links of the same color therefore indicating incident nodes. The line graph l (H) is
unweighted since the NAS affiliation network is linear.

3.3.2. TOPOLOGICAL PROPERTIES
The line graph l (H) has N nodes and L links. The topology of l (H) can be described
by its adjacency matrix A, a N ×N matrix, where the element ai j equals the link-weight
of link i ∼ j if there is a link between node i and node j , else ai j = 0. Since l (H) is
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Figure 3.12: (a) The hypergraph representation of the network described in Table 3.3. Hyperedges are blue
ellipse-like closed curves, nodes are disks with different colors marked. A node and a hyperedge are incident if
the node is surrounded by the hyperedge. (b) The line graph of the hypergraph in (a), nodes denote individuals.

undirected, the adjacency matrix A is symmetric.
The following equalities are valid for all affiliation networks,

N =
M∑

k=1
sk −

M∑
k=1,l=1

βk,l (3.5)

L = 1

2

N∑
j=1

d j =
M∑

k=1

sk (sk −1)

2
−

M∑
k=1,l=1

βk,l
(
βk,l −1

)
2

(3.6)

N∑
j=1

(
m j −1

)= M∑
k=1,l=1

βk,l (3.7)

If βk,l ≤ 1 for all k, l ∈ [1, M ], where M is the number of groups, which implies that
the affiliation networks are linear, one arrives at,

d j =
∑

All the groups to
which individual j belongs

(s −1) (3.8)

where s is the group size; and

uk = ∑
All the individuals

that group k contains

(m −1) (3.9)

where m is the membership number of an individual. When the affiliation network
is linear αi , j ≤ 1.

The adjacency matrix Al (H)
N×N of the line graph l (H) of a hypergraph H (M , N ) which

represents an affiliation network with M groups and N individuals, can be expressed by
the unsigned incidence matrices RM×N of H (M , N )

Al (H)
N×N = (

RT R
)

N×N −diag(RT R) (3.10)
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where the entry ri j of R is 1 if node i and hyperedge j are incident, otherwise ri j = 0.
Basically, the adjacency matrix Al (H) equals the matrix RT R setting all diagonal entries
to zero. The interest-sharing number αi , j of individual i and j equals the entry al (H)

i j of

Al (H)

αi , j = al (H)
i j (3.11)

The membership number m j of an individual j equals,

m j =
M∑

i=1
ri j = (RT R) j j (3.12)

The group size sk of group k is

sk =
N∑

l=1
rkl = (RRT )kk (3.13)

Let WM×M = (
RRT

)
M×M −diag(RRT ), then the overlapping depth βk,l of two groups k

and l equals,
βk,l = wkl (3.14)

where wkl is an entry of WM×M .
The individual degree d j equals the number of nonzero entries in the j th row/column

of Al (H)
N×N , with the special case d j =

N∑
i=1

al (H)
i j when the affiliation network is linear. Simi-

larly, the group degree uk equals the number of nonzero entries in the kth row/column
of WM×M .

3.3.3. SPECTRAL PROPERTIES
A m-uniform affiliation network can be represented by m-uniform hypergraphs Hm (M , N ),
of which the unsigned incidence matrix R has exactly m one-entries and M −m zero-
entries in each column. Thus, all the diagonal entries of RT R are m. The adjacency
matrix of the line graph of Hm (M , N ) can be written as,

Al (Hm )
N×N = RT R −mI (3.15)

where RT R is a Gram matrix [88, 89].
For all matrices AN×M and BM×N with N ≥ M , it holds that λ (AB) = λ (B A) and

λ (AB) has N −M extra zero eigenvalues

λN−M det(B A−λI ) = det(AB −λI )

and (3.15) yields,

det
(

Al (Hm )
N×N − (λ−m) I

)
=λN−M det

((
RRT )

M×M −λI
)

The adjacency matrix Al (Hm )
N×N has at least N −M eigenvalues −m. Also,

xT (
RT R

)
x = (Rx)T Rx = ‖Rx‖2

2 ≥ 0
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and
xT (

RRT )
x = (

RT x
)T

RT x = ∥∥RT x
∥∥2

2 ≥ 0

where xL×1 is an arbitrary vector. Hence, both
(
RT R

)
N×N and

(
RRT

)
M×M are positive

semidefinite, hence all eigenvalues of
(
RT R

)
N×N are non-negative. Due to (3.15), the

adjacency eigenvalues of Al (Hm )
N×N are not smaller than −m.

A non-uniform affiliation network with maximum membership number mmax can be
represented by a non-uniform hypergraph H (M , N ). The unsigned incidence matrix R
of H (M , N ) has at most mmax one-entries in each column. Therefore, the largest diagonal
entry of RT R is mmax. The adjacency matrix of the line graph of non-uniform hypergraph
H (M , N ) is,

Al (H)
N×N = RT R +C −mmaxI (3.16)

where C = diag
(

c11 c22 · · · cLL
)

and c j j = mmax − (RT R) j j ≥ 0 for j ∈ [1, N ].
Since

xT (
RT R +C

)
x = xT (

RT R
)

x +xT
(p

C
T p

C
)

x

= ‖Rx‖2
2 +

∥∥∥pC x
∥∥∥2

2
≥ 0

where xL×1 is an arbitrary vector and
p

C = diag
( p

c11
p

c22 · · · p
cLL

)
, RT R+C is

also positive semidefinite, thus, the adjacency eigenvalues of Al (Hm )
N×N are not smaller than

−mmax.

EXAMPLES OF AFFILIATION NETWORKS

The arXiv data of subjects of "General Relativity and Quantum Cosmology" (GR-QC) and
“High Energy Physics - Theory” (HEP-TH) in the period from January 1993 to April 2003,
collected by Leskovec et al. [90] can be used to construct an affiliation network and
the corresponding hypergraph with the papers as nodes and the authors as hyperedges.
A hyperedge is incident to a node if the corresponding author authors or coauthors a
corresponding paper. In this manner the hypergraph of the arxiv GR-QC coauthorship
network with 5855 authors and 13454 papers, and the hypergraph of the arXiv HEP-TH
coauthorship network with 9877 authors and 21568 papers was constructed. The data
of s, β, m, d and α can be fitted by a power function f (x) = x−γ. Values of γ are shown
in Table 3.4. In the coauthorship networks of both subjects, papers with only one author
and with more than ten authors are very rare. Most of papers have two or three authors.
The group degree u follows a power-law tail. The group overlapping depth β follows a
power-law distribution as well. Most of the pairs of groups have no overlap. The mem-
bership number m of an individual denotes the number of papers he or she authors and
coauthors which also follows a power-law distribution. The interest-sharing number
α, denoting the number of papers in which two individuals participate together, is also
well aproximated by a power-law distribution. The ArXiv coauthorship networks of both
subjects possess high clustering coefficient, positive assortativity and short average path
length as shown in Table 3.5.

Data of the IMDB movie actors collaboration network with 127,823 movies and 392,340
actors from the Internet Movie Database (based on www.imdb.com) was used as de-
scribed in A.1.6. In the hypergraph of IMDB movie actors collaboration, the movies are
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nodes and the actors are represented as hyperedges. A hyperedge is incident to a node
if the corresponding actor appears in the corresponding movie. The parameters of fitted
data of s, u, β, m, d and α to a power function f (x) = x−γ, are shown Table 3.4. Data of s
is fitted with two power-law functions in different regions. The group degree u appears
also to follow two power-law distribution in two regions. All the values of γ are shown in
Table 3.4. The IMDB movie actors collaboration network exhibits high clustering, assor-
tative mixing and short average path length as shown in Table 3.5.

SourceForge is a web-based project repository assisting programmers to develop and
distribute open source software projects. SourceForge facilitates developers by provid-
ing a centralized storage and tools to manage the projects. Each project has multiple
developers. The hypergraph of the SourceForge software collaboration network was cre-
ated by taking software projects as nodes and the developers as hyperedges. A hyperedge
is incident to a node if the corresponding developer participates in the corresponding
software project. The SourceForge software collaboration network has 259,252 software
projects and 161,653 developers.

MODELING OF SOCIAL NETWORKS WITH OVERLAPPING COMMUNITIES

One needs to notice that the number of groups M is larger than the number of indi-
viduals N in the ArXiv and Sourceforge network, and vice versa in the IMDB network.
Making a movie seem to need more labor than writing a paper or developing an open-
source software. In a growing hypergraph model, one may take M

N = 1, assuming that
each coming individual start a new group. Note that the group size of real-world af-
filiation network follow a power-law distribution. Employing preferential attachment
of individuals to the existing groups to achieve power-law distributed group size may
model empirical observations. The tricky issue is to determine the membership number
of each arriving individual, namely to decide how many nodes a new hyperedge should
connect to.

The hypergraph model is described by the following procedure:

1. Start with a seed hypergraph H0 (M0, N0) with M0 groups and N0 hyperedges.

2. Suppose that the desired number of individuals (hyperedges) of the network to be
generated is N +N0. Determine the membership numbers for N new hyperedges:
Γ= [

m̄1 m̄2 · · · m̄N
]
. The membership number vector Γ is a input param-

eter to the hypergraph model.

3. At growing step j , j = 1,2, · · · , N , add a new hyperedge j and a new group to the hy-
pergraph. Make the new hyperedge j and the new group incident, and the mem-
bership number of j becomes 1.

(a) Connect the new hyperedge j to the existing group k with probability pk =
sk /

∑ j−1
i=1 si , where sk is the group size of group k and

∑ j−1
i=1 si is the sum of

group sizes of all the existing groups.

(b) Repeat 3a) m̄ j −1 times so that the membership number of the hyperedge j
increases to the expected membership number m̄ j .

4. Repeat 3) until the number of hyperedges increases to N +N0.
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Algorithm 3 Growing hypergraph model

IN: A seed hypergraph H0(M0, N0) with M0 nodes and N0 hyperedges, The membership
numbers for new hyperedges Γ= [m̄1 m̄2 · · · m̄N ]
OUT: A hypergraph H(N +M0, N +N0)

1: H ← H0(M0, N0)
2: for each j ∈ {1,2,3, · · · , N } do
3: add a new hyperedge j to H
4: m j ← 0
5: add a new node to H and let it be incident to the hyperedge j
6: m j ← m j +1
7: while m j < m̄ j do
8: k ← a random natural number between 1 and j −1
9: r ← a random real number between 0 and 1

10: if r < sk /
∑ j−1

i=1 si then
11: let the hyperedge j be incident to the node k
12: m j ← m j +1
13: end if
14: end while
15: end for

The model is also presented with pseudo-codes in Algorithm 3. Compute the met-
rics d j , m j , αi , j , s j ,u j and βi , j using the methods given in Section 3.3.2 including the
formulas (3.10) to (3.14).

PROPERTIES OF THE GROWING HYPERGRAPH MODEL

A hypergraph H (20,20) is used with the membership number m j = 1, j = 1,2, · · ·20, as
the starting seed. A total of 5,000 new hyperedges (individuals) and 5,000 new nodes
(groups) were added to the starting seed through 5,000 growing steps. Hence, all the
generated hypergraphs had 5,020 nodes and 5,020 hyperedges.

In the growing process, the constant membership number m j = 2, j = 1,2, · · · ,5000
is applied, obtaining the uniform hypergraph H2. In the same way, H3, H5, H7, H10

and H15were constructed. Then hypergraph HU [1,100] was created with a uniformly dis-
tributed membership number in the interval [1,100]. These hypergraphs are constructed
in order to study the properties of Hpow which is obtained by applying the sequence of
membership numbers with the pdf Pr[Γ= m] = m−2.02.

The group size and group degree of a random group are denoted by S and U , the
group overlapping depth of a random pair of groups by B , the individual degree of a ran-
dom individual by D , and the interest-sharing number of a random pair of hyperedges
byΦ.

Due to the principle of preferential attachment [91], one may expect that the group
size of all the generated hypergraphs will follow power law distributions, which was em-
pirically confirmed. The exponents of the power laws are shown in Table 3.4.

Nacher et al. [92] and Manka et al. [93] showed that the nodal degree of line graphs
of simple graphs with power law degree distribution follow a power law distributions
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Table 3.4: The exponents γ of power-law fittings f (x) = x−γ of s,u,β,m,d and α of the arXiv GR-QC and HEP-
TH coauthorship networks, the IMDB actor collaboration network, the SourceForge software collaboration
network, and the growing hypergraph model with different sequences of membership numbers.

Network γ (s) γ (u) γ
(
β
)

γ (m) γ (d) γ (α)

ArXiv GRQC 5.50 2.14 3.93 1.95 1.84 3.56
ArXiv HEP-TH 6.24 1.63 3.56 1.72 1.68 2.86
IMDB actors 2.04/5.35 0.407/3.40 4.80 1.81 1.91 3.62
SourceForge 3.91 2.45 3.76 3.48 2.61 4.60

H2 2.12 2.39 3.38 n.a. 2.35 n.a.
H3 2.55 2.46 3.07 n.a. 2.16 n.a.
H5 2.38 2.09 3.19 n.a. 2.12 n.a.
H7 3.06 2.81 3.11 n.a. 2.59 n.a.
H10 3.22 2.22 3.53 n.a. 2.38 n.a.
H15 2.90 1.95 3.34 n.a. 2.66 n.a.

HU [1,100] 3.66 2.85 3.82 n.a. 3.01 n.a.
Hpow 3.91 2.45 3.76 3.48 2.61 4.60

as well. The individual degree distribution of H2 is just the degree distribution of line
graphs of scale-free graphs.

The clustering coefficients C , the assortativity coefficients ρD and the average path
lengths l of all the generated hypergraphs H2, H3, H5, H7, H10, H15, HU [1,100] and Hpow

are reported in Table 3.5. All the generated hypergraphs exhibit high clustering coeffi-
cient, positive assortativity and short average path lengths as reported and shown for
real-world affiliation networks show.

Many real-world networks, especially social networks, exhibit an overlapping com-
munity structure. Affiliation networks are an important type of social networks. The
proposed hypergraph representation reproduces the clique structure of affiliation net-
works. The topological and spectral properties of affiliation networks are shown ana-
lytically, and formulas were presented which facilitate the computation for character-
izing the real-world affiliation networks of ArXiv coauthorship, IMDB actors collabora-
tion and SourceForge collaboration. Numerical analyses show that the proposed hyper-
graph model with power-law distributed membership numbers reproduces the power-
law distributions of group size, group degree, overlapping depth, individual degree and
interest-sharing number of real-world affiliation networks, and reproduces the proper-
ties of high clustering, assortative mixing and short average path length of real-world
affiliation networks.

3.4. USEFULNESS OF FRIENDSHIP RELATIONS
As several hundred million Internet users regularly frequent OSN sites as a place to gather
and exchange ideas, researchers have begun to investigate how this comprehensive record
can be used to understand how and why users join a community, how these networks
grow by friendship relations, how information is propagated among friends, and who
are the most important and influential users in such social groups. A good understand-
ing of these principles would enable many application scenarios, such as the prediction
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Table 3.5: The clustering coefficients C , the assortativity coefficients ρD and the average path lengths l of the
arXiv GR-QC and HEP-TH coauthorship networks, the IMDB actor collaboration network, the SourceForge
software collaboration network, and the growing hypergraph model with different sequences of membership
numbers.

Network C ρD l

ArXiv GRQC 0.637 0.584 6.50
ArXiv HEP-TH 0.289 0.382 4.89
IMDB actors 0.762 0.682 4.29
SourceForge 0.636 0.401 7.06

H2 0.616 0.508 6.13
H3 0.581 0.576 6.71
H5 0.491 0.498 7.85
H7 0.613 0.644 7.62
H10 0.686 0.519 6.89
H15 0.722 0.478 6.56

HU [1,100] 0.566 0.422 7.22
Hpow 0.636 0.401 7.06

of elections, competitions and trends [94], effective viral marketing [95], targeted adver-
tising [96] or the discovery of experts and opinion leaders [97].

These investigations and applications in social networks however make the funda-
mental assumption that the friendship relations between users are a critical ingredi-
ent for the proper functioning of social networks [98], i.e., they assume that informa-
tion, opinions and influences are sourced by single individuals and then propagated
and passed on along the social links between members of the community. The extent,
density, layout and quality of the social links and the network of links as a whole will
therefore determine how information can be spread effectively.

However, the importance of individual friendship relations and the friendship net-
work as a whole is less than previously perceived. In these social news aggregators, users
submit news items (referred to as “stories”), communicate with peers through direct
messages and comments, and collaboratively select and rate submitted stories to get
to a real-time compilation of what is currently perceived as “hot” and popular on the
Internet. Yet, despite the many possible means to communicate, interact and spread
information, an analysis of ten million stories and the commenting and voting patterns
of two million users over a period of four years revealed that the impact of the friend-
ship relations on the overall functioning and outcome of the social network is actually
surprisingly low. Users indeed form friendship relations according to common interests
and physical proximity but these friendship links are only activated with 2% probability
for information propagation. Furthermore, in about 50% of all stories that became “hot”,
there was no prior contribution by the friend network to the extent that would have led
to emerging popularity of the story; instead, a critical mass was reached through partic-
ipation of random spectators.
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COMMON ASSUMPTIONS ABOUT THE IMPORTANCE OF FRIENDSHIP RELATIONS

Ever since the publication of Katz and Lazarfeld’s argument for the origin and spread
of influence through communities [99], researchers have investigated the mechanisms
by which ideas and opinions are passed along social relationships. Since then, the role
of individuals, as well as the characteristics and importance of their relationships have
been investigated in a variety of different research fields.

A common way to describe the structure and relations between individuals in a com-
munity are by “weak" and “strong" ties. Originally proposed by Granovetter [47] in a
sociological context based on the intensity, frequency and amount of personal contact
between individuals, this characterization of interpersonal relationships has spread and
been adopted by many other subject domains, such as marketing, political science and
economics. According to the theory, weak and strong ties behave differently in com-
munication and information dissemination: while a lot of interaction is taking place be-
tween “strong ties”, i.e. persons with frequent and long-lasting contacts, these ties within
tightly knit clusters carry a lot of redundant information; thus new and novel informa-
tion can best enter from outside these clusters across “weak ties”.

These aspects of novel information transmission and redundancy in weak and strong
ties are further analyzed by Burt [49] within the context of organizational networks, who
finds that information transfer in a company is best achieved when individuals possess a
high number of overall, but relatively low number of redundant contacts. People switch-
ing between different positions within an organization keep their previous ties, and com-
panies with a well-connected social network are exhibiting a larger agility to react to
problems. Burt refers to areas within organizations having too few or too weak “weak
ties" as structural holes. Similar findings are also reported by Krackhardt [100] who in-
vestigated the importance of informal interpersonal networks in organizations in times
of crises. In a game, two hypothetical companies were created in which the units in one
company contained friends working together in one division and in the other company
friends had been in different units. During crises, simulated through a drop in available
resources, the organization having a well-connected network of units performed signif-
icantly better than the other one.

Hansen [101] added to this so-called search transfer problem the notion that besides
the existence of weak and strong ties, the absolute strength of a connection is also of
noteworthy importance. In a study of information sharing between subunits of large
multi-national companies, well-connected units again scored better than others, but
among equally well-connected subunits the ones with more intense ties performed even
better due to increased collaboration. When sharing complex knowledge, weak connec-
tions did provide exposure and information about possible solution approaches, suc-
cessful adoption however was aided by an increased intensity of the social tie.

When facing problems or difficult questions, we turn to friends or acquaintances
around us to get clues or a solution, as claimed by Homans [102] and Coleman et al. [103,
as cited in [104]]. Consequently, social interactions and ultimately the social network
provide a fertile ground for the promotion of new ideas, information and innovation. A
prime example to assess such knowledge dissemination is Coleman et al.’s study “Medi-
cal Innovation" [103], investigating whether and how a group of physicians are adopting
a new drug after recommendations from their social network. Later reanalyzed in [104],
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Burt however does not find convincing evidence that social ties were indeed the driving
force behind the adoption of the new medication, as the number of ties to physicians
who had adopted the drug had no influence on whether a physician was prescribing it
in turn, which should occur in a contagion process.

Tsai [105] investigated the knowledge dissemination measured in terms of innova-
tion ability within an organizational network of 60 business units and argues that the
ability to obtain beneficial information depends on the location within a social network.
Individuals or groups placed and connected in the center of the network get more expo-
sure to information simply through their topological location in the system, which in his
example manifested itself in higher innovation performance.

Although the potent abilities of networks to transmitting information and relaying
messages have been known for quite some time since Milgram [1] conducted his famous
experiment, leading to the previously mentioned well-known phrase “six degrees of sep-
aration", interactions between the individual and the surrounding social network have
received in the recent past new and diverse attention. For example researchers in hu-
man dynamics, public health or epidemiology found on social networks. Christakis [7]
for example demonstrated in a longitudinal study of some 12,000 participants that a per-
son’s risk of becoming obese, one’s ability to stop smoking or maintain happiness is to a
significant extent influenced by those surrounding the person. Both benefits and risks
are being propagated by social ties, and the influences are contagious between friends
and friends of friends. These recent outcomes have lead to new insights and impulses
in public health, for example that certain diseases are better approachable at the indi-
vidual and the network level or that epidemics may be more efficiently prevented under
resource constraints when first protecting the high-degree entities by vaccination in the
network, who act as fast spreaders of ideas and disease. The same underlying principle
of the high importance of high-degree nodes can in turn however also create a significant
problem, as these hubs pose a significant vulnerability in scale-free network topologies,
for example when targeted by malicious attacks [106].

In recent years, two distinct trends have emerged in network analysis: First, with the
availability of new data sets and fast processing options, the focus has shifted from em-
pirical observation of small groups of a few dozen to a few hundred participants in larger
studies. With the advent and wide-spread popularity of online social network platforms,
this field of study has gained additional momentum as these newly available commu-
nities now provide an easily accessible, machine-readable data source for a broad-scale
analysis of established research topics.

Second, the bulk of recent work has investigated the structural properties of complex
networks, with a lesser focus on understanding the friendship and information propa-
gation processes taking place inside such large scale social networks.

Along these lines, Mislove et al. [107] studied the topological properties of four OSNs
at large-scale: Flickr, YouTube, Live-Journal, and Orkut. By crawling publicly accessible
information on these networking sites, they evaluated different network metrics, e.g. link
symmetry, node degree, assortativity, clustering coefficient of the four networks. The
OSNs investigated were characterized by a high fraction of symmetric links, and com-
posed of a large number of highly connected clusters, thereby indicating tight and close
(transitive) relationships between users. The degree distributions in the OSNs follow a
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power law and the power law coefficients for both in-degree and out-degree are similar,
showing the mixed importance of nodes in the network - there are few well connected
and important hubs to which the majority of users reach to.

In [108], Leskovec et al. presented an extensive analysis about communication be-
haviors and characteristics of the Microsoft Messenger instant-messaging (IM) users.
The authors examined the communication pattern of 30 billion conversations among
240 million people, and found that people with similar characteristics (such as age, lan-
guage, and geographical location) tend to communicate more among each other. The
constructed communication graph was analyzed for topological properties of the graph
in terms of node degree, clustering coefficient, and the average shortest path length; it
was shown that the communication graph is well connected, robust against node re-
moval, and exhibits the small-world property.

Backstrom et al. [109] studied the network growth and evolution by taking member-
ship snapshots in the LiveJournal network. They also presented models for the growth
of user groups over time. Benevenuto et al. [110] examined users activities on Orkut
[111], MySpace [112], Hi5 [113], and LinkedIn [114]. A clickstream model was presented
in [110] to characterize how users interact with their friends in OSNs, and how frequently
users transit from one activity (e.g. search for peoples profiles, browse friends profiles,
send messages to friends) to another. There are also many researchers who aim to dis-
cover content popularity and propagation in OSNs. For instance, in Cha et al. [115],
photo propagation patterns in the OSN Flickr are studied. The results discovered in [115]
reveal different photo propagation patterns, and suggest that photo popularity may in-
crease steadily over years. An in-depth study about content popularity evolution and
content duplication was performed with YouTube and Daum (a Korean OSN) in [116].
In this publication, Cha et al. studied the popularity distribution of videos uploaded to
the two websites. It was shown that video popularity of the two applications is mostly
determined at the early stage after a video content has been submitted to the OSNs. A
similar comparison was conducted for YouTube and Digg by Szabo and Huberman [117],
who presented a model of predicting the long term popularity of user generated content
items.

Besides high-level observations, there is only little known yet about the exact content
propagation mechanisms taking place inside an online social network and the possible
roles and impact different types of users might assume during information dissemina-
tion. If unearthed, such insights would have many application domains, ranging from
the discovery of experts and opinion leaders to efficient innovation adoption and mar-
keting. For this reason, the search for the “influentials” has been a significant endeavor
in the viral marketing literature where it is argued that “few important trends reach the
mainstream without passing the influentials in the early stages, ... they give the thumbs-
up that propel a trend". Their recommendation and word-of-mouth dissemination lets
information spread exponentially [118, p. 124].

3.4.1. INFORMATION SPREAD THROUGH THE NETWORK OF FRIENDS

This section will dissect the process of friendship relations defining the success of infor-
mation dissemination and investigate for the case of the Digg OSN, whether the propa-
gation of news is indeed the result of the activation of user ties.
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SELF-ORGANIZATION OF THE FRIENDSHIP NETWORK

According to sociological theory, friendship relations in OSN grow directed by common
interests and tastes [36]. Within the Digg social network, all news stories are classified
within eight major topic areas, further subdivided by 50 special interests. When match-
ing the users’ concrete digging behavior with the topic area a story was classified in, one
observes that the subscribers exhibit quite strong and distinct preferences and tastes
for individual topic areas: Even when following the content published in several genres,
most of their attention is focused on a few areas.
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Figure 3.13: The share of diggs a user devotes on aver-
age on the 1st ,2nd , ...k th most frequented topic areas
(y-axis, in logarithmic scale) as a function of the total
number of categories a user has been active in (x-axis).

As shown in Figure 3.13, if a particu-
lar user reads, diggs and is therefore in-
terested in two distinct topic areas, say
for example “Science” and “Technology”,
almost 70% of all consumed stories fall
within the most preferred genre. For
three subscribed topic areas, say for ex-
ample “Lifestyle", “Business" and “Enter-
tainment", the ratios drop to 65%, 25%
and 15%, thus the most preferred topic
still attracts on average nearly two thirds
of all clicks. Even for users interested in
eight categories the top two will on aver-
age account for 60% of read stories.

Since the relative preferences be-
tween categories are quite pronounced and stable, these ranks of user interest provide
a direct measure of how similar the tastes and preferences of users in their information
acquisition are.

When comparing the interests between two users and their ranking of topics, the
“similarity hop”, can be used to reflect the distance of a user’s favorite topic with respect
to the k-th favorite topic of his friends [77]. The k-th topic after ranking is denoted as
T(k). For a friend pair i and j , two sets

{
ti (1), ti (2), ..., ti (8)

}
and

{
t j (1), t j (2), ..., t j (8)

}
, define

the ranked topics, in which ti (k) and t j (k) are the names of the k-th favorite topic of user
i and user j , respectively. Since ti (1) is the most favorite topic of user i , one may compare
ti (1) with t j (k) ∈ {1 ≤ k ≤ 8} of user j . The similarity hop, defined in (3.17), measures how
similar two friends are regarding their preferred tastes.

hi j = (k −1)1{
ti (1)=t j (k)

} (3.17)

The indicator function, 1{x} is defined as 1 if the condition of x is satisfied, else it is zero.
The similarity hop hi j ranges between 0 ≤ hi j ≤ 7. A value of zero denotes that two users
have identical interests. A small similarity value, say hi j = 1, indicates high overlapping
interests between two friends. While a large number ( e.g., hi j = 7) suggests that users
do not have common interests.

A network-wide analysis of the similarities between friends shows that users directly
connected to each other have a very high alignment of their preferences and tastes: 36%
of rank lists are identical, 20% require one transformation, and within three transfor-



3.4. USEFULNESS OF FRIENDSHIP RELATIONS

3

63

1000 20 40 60 80

100

0

10

20

30

40

50

60

70

80

90

Percent into Lifetime of User Account

Cu
m

ul
at

iv
e 

Pe
rc

en
ta

ge
 o

f A
cq

ui
re

d 
Fr

ie
nd

s

1 week

3 years
1 year
6 months
1 month

From top to bottom:

(a) Friendship acquisition
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Figure 3.14: Acquisition of (a) friends and (b) diggs through the lifetime of user accounts. The y-axis shows the
cumulative percentage of digging/friending activity to date as a function of the cumulative lifetime of a user
account on the x-axis, defined as the total timespan between registration and the last activity of a particular
account.

mation steps 80% of all friendship relations are aligned. People acquire and maintain
friendships based on whether these future friends have previously demonstrated a sim-
ilar taste and composition in their behavior on Digg.com.

Interestingly, the rate at which a user initially acquires friends and diggs on stories
seems to be related to the overall lifetime of the user’s account, determined as the time-
span since the first registration until the last action performed by this account. Visitors
who sign up and immediately form a lot of friendship relations within their first day but
slow down on their second, typically abandon their profile after one week or less. The
slower and more continuous friends are added to a profile, the longer a person contin-
uous to participate on the Digg website, as shown in Figure 3.14. The most sustainable
rate of digging activity and friendship acquisition is exhibited by those who remain ac-
tive for 3 years and thus can be considered heavy users of the platform.

INCENTIVES FOR COMMON DIGGS

While there exists a perfect overlap between the interests and tastes of individual friends,
there is a surprisingly low amount of common activity among friends and on average
only 2% of all friend pairs actually do react and digg on the same story.

The hypothesis that common interests result in the formation of friendships in order
to gain information from neighboring peers [119] would also predict that the more simi-
lar the tastes between friends are, the closer the alignment of clicking patterns would be.
In practice, this however seems not to be entirely the case; although there is a generally
decreasing trend between interest overlap and common clicks, the differences are not
statistically significant.
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ACTIVATING THE FRIENDS OF FRIENDS

Friends and friendship pairs however do not exist in isolation, but are embedded within
a larger network of the friends of friends. This very dense structure in OSNs as also shown
by Mislove et al. [107] may work as a powerful promoter, as theoretically a large num-
ber of nodes can be reached if information can be passed on from a friend to a friend
and propagated over several steps: In theory, an information may reach an exponen-
tially growing number of recipients as the number of hops it traverses increases. Given
that there exists a critical threshold that needs to be met to promote a story to high pop-
ularity and a limited number of friends are actually active on the site on a particular day,
the network of friends, in other words the friends of friends, could make the difference
between stories that spread or fall into oblivion.

The analysis shows that information can indeed travel over multiple hops from the
original submitter in the Digg OSN (see Figure 3.16(a)) and on average reaches 3.7 hops
from the source until the propagation dies down. The actual contribution of the multi-
hop network, i.e. the amount of friends of friends that can actually be activated by this
process, is however rather limited. As shown in Figure 3.15, nearly 70% of the ultimately
participating network of friends consists of the submitter’s direct contacts, while the in-
cremental benefit of the additional hops decreases exponentially. This result is not as-
tonishing given the generally low activation ratios of friends and possible redundancies
in the spread as indicated by the dashed line in Figure 3.16(a), i.e. a person receiving
several notifications from various friends in the previously activated friendship network.

This aspect is further visualized in Figure 3.16(b), which shows the share of the to-
tal redundant notifications observed at a particular distance from the original source. A
notification can be classified as redundant if a particular user has been informed about
a particular story before and the incoming trigger consequently provides no additional
information, or if a notification arrives after the receiving user has already digged on a
story earlier on.
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Figure 3.15: Activation of the friendship network in in-
formation spread. The Figure shows the percentage of
the total activated friendship network as the informa-
tion spreads out hop-wise from the original submitter.

As can be expected, due to the tree topol-
ogy of the first hop friendship network, no
duplicate notifications are initially gen-
erated, while the number of redundan-
cies increases rapidly as the spread pro-
gresses, both as a result of back-links into
the already explored network and due to
exhaustion of the pool of possible candi-
dates. The slope of both curves shown
in Figure 3.16(b), the redundant notifica-
tions within the activated friendship net-
work indicated by the dashed line and the
theoretical maximum of redundant noti-
fications if all friends would react to an in-
coming trigger indicated by the solid line,
is however bounded: the former one de-
clines with a dwindling network activa-
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Figure 3.16: Redundant activation in the friendship network. As the friendship graph contains common ac-
quaintances, a spreading process along the friendship links will result in duplicate, redundant notifications as
indicated by the dashed arrow in subfigure (a). Subfigure (b) quantifies the percentage of the total redundant
notifications passed along friendship links (y-axis), depending on the stage in the spreading process (x-axis).

tion after three hops, the latter one slows down as the network and all friendship links
are getting saturated.

REACHING CRITICAL MOMENTUM

All news stories submitted to the Digg social network are initially collected in the “up-
coming” list, which with more than 20 000 submissions per day has a very high turnover
rate (more than 800/h) and a total capacity of 24 hours after which stories will disappear.
In order to become promoted to the frontpages, a story therefore has to attract sufficient
interest, i.e. a large enough number of diggs, within this timeframe of 24 hours. As shown
in Figure 3.17, the majority of stories that passes this threshold does so after the initial
16 hours. We experimentally determined that about 7 diggs per hour are necessary to
qualify for the promotion, thereby stories should gather on average around 110 diggs.

A story can rally this support initially from random spectators or friends of the sub-
mitter, who were notified about the newly placed story. To successfully spread via friend-
ship links, a critical mass of friends needs to vote on the item. For this to happen however
(assuming that all or a high percentage of them will react to the incoming notification),
a sufficient number of friends first need to be active and active on the Digg.com website
within this promotion window to become aware of the story and be able to contribute
to its promotion. This probability can be inferred from previous records, as the data
set contains all instances when a particular user submitted, digged and commented on
stories or created friendship links since account registration. Thus, an analysis of the
combined actions of a particular user provides a lower bound2 of that person’s probabil-
ity to be active during a typical 24 hour time window. Combining such estimates with the

2As the user could have been active without having been logged in or visited and seen the website without
performing any action visible in the logs.
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Figure 3.17: Promotion probability of submitted stories over time. Stories have to gain initially enough mo-
mentum within 24 hours to be selected from the pool of fast-moving submitted news items. The figure shows
the cumulative probability for a story to become promoted within a particular time period after original sub-
mission.

structure of the submitter’s friendship network provides an approximation of the proba-
bility that a particular number of friends are active during the promotion window.

Figure 3.18 shows the average likelihood for a given number of friends to be active on
the website on the same day, and therefore in theory be available to provide the required
support. While the probability that the required 110 friends are indeed present corre-
sponds with the actual promotion success ratio of 0.01, this fine line between failure
and success strongly depends on the performance of the underlying stochastic process,
whether at a certain time a sufficient number of friends are online and willing to support
the story. In the remaining 99% of the cases, additional support needs to be rallied from
users outside the submitter’s friend network.

3.4.2. ARE USERS FOLLOWING THE HERD?
As the impulse of a user to follow a friend’s previous action is relatively low, it might
simply be that more than one trigger event is needed to activate a user. There exists an
established body of literature on behavioral mimicry [120], indicating that people are
subconsciously copying the behavior of those around them; for example, it has been
reported that the likelihood for a person to buy a computer is influenced by how many
computers are owned within that person’s neighborhood [121].

As the data set contains both the social relationships and actions of users, one may
use this combined information to quantify to what extent such network externalities are
indeed influencing the behavior of individual users, i.e. does a person’s likelihood to rec-
ommend some content depend on the number of friends that have previously reacted
positively to a particular item? For this behavioral mimicry to unfold, a chain of condi-
tions however needs to be met: (1) There needs to be some mechanism that lets a person
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Figure 3.19: Probability of user activation after triggers. The likelihood for a user to digg on a story (y-axis) in
principle increases with the number of diggs performed by the friendship network (x-axis). The effect however
is drastically limited when only considering a window of 1 day, the time from submission until the promotion
cut-off date when a user’s contribution will have the most effect, instead of the total 30-day lifetime of a pro-
moted story. Additionally, when also enforcing the requirement that notifications are strictly arriving before
the receiving user has digged, the probability to digg even after a high number of friendship network votes
drops to less than 10%.

learn and observe the behavior of those around them. (2) The person needs to be active
and able to receive and perceive the surrounding triggers. (3) A trigger needs to be timed
in such a way that it can serve as an influencer to a person’s behavior.3 (4) If possible, a
causal relationship between trigger and action should be established.
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Figure 3.18: The figure displays the probability (y-axis)
for a given number of friends (and friends of friends) to
be online within same day (x-axis).

In the case of Digg, the activities of
users are publicly visible to everyone, and
by establishing a friendship link users
can keep track of their friends’ activities
through notifications. As friends might
not be able to receive and view such noti-
fications due to abandoned accounts, ex-
tended absences or non-aligned activity
periods (an issue further discussed in sec-
tion 3.4.3), only those users will be con-
sidered during the analysis that were ac-
tive at least once on the Digg website dur-
ing a particular story’s life time, and thus
could in theory have received triggers re-
sulting from their friends’ activities.

For these generally active users, Figure 3.19 shows the probability that a person will
click on the same story as one of their friends, depending on the total number of triggers

3For the case of the adoption of computers as presented in [121] for example, the person should have bought
a computer after those around it have done so. If for example the computer has been ordered months ago
but not delivered yet, intermediate purchases from friends and neighbors could not have served as a trigger
to that person’s decision.
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Table 3.6: Ratio of friends and non-friends among the total number of diggers for popular stories. The table
lists the share of diggs coming from the submitter’s friendship network out of all diggs, both before and after
reaching the promotion threshold.

Before popular After popular

Average ratio Friends Non-friends Friends Non-friends
a) friend-promoted 0.72 0.28 0.25 0.75
b) non-friend promoted 0.23 0.77 0.14 0.86

received through their following relationships. As can be seen in the figure, this likeli-
hood significantly increases with the number of incoming notifications, but saturates
beyond 40 triggers. The overall activation level however highly depends upon the time
frame of observation: If a user may react anytime within a 30 day time window, given
enough triggers users on average click nearly on 75% of those stories as their friends
have done before. This 30 day time window is however the maximum lifetime of pro-
moted stories, which with 1% of all submitted stories (≈ 160 daily) only encompass a
small fraction of the overall news content on the site. New submissions have to reach
the promotion threshold within 24 hours and for this time window the maximum satu-
rated activation probability across all stories drops to about 35%.

The presented activation ratios (and many of those studied in the previous litera-
ture) have so far only looked at a user’s individual behavior and the existence of a social
relationship, in other words any temporal information is not yet utilized, that can help
answer whether the flow of information was aligned in such a way that the incoming
trigger could indeed have initiated the resulting behavior by the follower. By making this
distinction and only consider diggs that have been made on a story after a friend has
digged on it, the probability of a reaction drops below 3% for a low to moderate number
and below 10% for even 100 incoming notifications. Given that an active user receives on
average 13.7 triggers, this further explains the low conductivity of friendship links, and
the resulting linear relationship between number of triggers and digging probability can
be reduced to a stochastic counting process [122]. It can be expected that the percentage
of causal triggers will even be considerably lower; to establish this number however di-
rect feedback from participants would be necessary explaining the motivation for every
digg.

PROMOTION WITHOUT FRIENDSHIPS

The fact that the likelihood that a story can become popular solely through the activ-
ity of the submitter’s friendship network is rather slim (given the slow activation ratio of
friends, the limited contribution of the network of friends and low probability of a suffi-
ciently large critical mass of friends that are active on the same day), in most cases the
contribution of non-friends is necessary to promote a story up to the threshold level.

When analyzing the ratio of clicks from friends in the submitter’s network to the total
number of diggs before reaching the promotion threshold, the body of stories can be
divided into two distinct groups - one with a high average contribution of friends and
one with a low average contribution.

Table 3.6 shows the ratio of friends and non-friends active on a story both before and



3.4. USEFULNESS OF FRIENDSHIP RELATIONS

3

69

after the promotion for all stories that became popular within the Digg network, divided
into two groups using the arithmetic mean of friendship contribution ratios of popular
stories with a friendship contribution (50%) as a dividing threshold. Stories with more
than 50% friendship network contribution were tagged as (a) “friend promoted", with
less than 50% as (b) “non-friend promoted".

(a)

(b)

Figure 3.20: Comparison of friend/non-friend digging
activities over a story lifetime.

Although being a rather simplistic de-
cision point, it provides a rather pro-
nounced differentiation of all stories into
two groups. In about 54% of all cases,
a story was marketed predominantly by
friends, although a contribution of non-
friends (28%) was necessary until the
story reached critical mass. Figure 3.20(a)
shows this aggregated pattern for a pro-
totypical story from this class; in the be-
ginning of the stories’ lifetime, the sub-
mitter’s friends dominate the process un-
til about one hour before the promotion
is reached, a number of unrelated users
push the story over the threshold. In
the remaining cases (46%), stories were
spread and consumed predominantly by
users outside the submitter’s friendship
network. Figure 3.20(b) shows a proto-
typical example for this pattern. Once
the promotion threshold is crossed, both
types of stories are read more by non-
friends, as the quantity is usually signifi-
cantly larger and the possible contribution of the submitter’s friendship network may
have already been exhausted. At this time stories also experience an immediate and
drastic boost in the number of incoming diggs due to the prominent placement at the
top of the Digg home page. This effect however quickly dampens down again as other
more recently promoted stories displace the item from its prime position and the story
moves on to later front pages. Experimental measurements have determined that stories
attract practically no notable number of diggs after front page 4 or 36-48 hours.

THE CRITICALITY OF INDIVIDUALS

As previously shown, the successful spread of information cannot be explained directly
from the social ties inside the investigated online social network, neither through the
relationships among individual friends nor from the usage and outreach of users into
their friendship network, in other words activating the larger body of friends of friends.
In both cases, the average activation of users is generally too small to cross the threshold
to criticality, thus resulting in the fact that only 1% of all stories and items submitted to
the network ever reach popularity and in only 50% of the popular stories this promo-
tion is due to the action of friends. This however naturally raises the question whether
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all users are equal inside the network, or whether there are some individuals in the so-
cial community (a) who themselves have better (or earlier) access to important content
and are therefore able to submit a high number of stories that will become popular, (b)
can use their friendship network more efficiently, act as motivators and are able to over-
propotionally recruit friends to click and spread the word, or (c) are able to early on spot
content that will later resonate with the masses and become a hit. These questions will
be the focus of this section.

There exist a number of ways to define the importance or criticality of individuals in
networks. In complex network theory and social network analysis, importance is typi-
cally defined from a structural perspective, using topological metrics such as node de-
gree or betweenness [123], which measure how well a particular node is connected to its
surrounding peers and how many theoretical communication paths between nodes in
the network will pass this entity en route.

Based on this definition, most studies of online social networks find a small num-
ber of topologically critical nodes [107, 108, 110], resulting from the typical power-law
degree distribution of these complex networks; there exist a few well-connected nodes
with whom a large number of users are friends. In this analysis, these findings can be
confirmed and will thus serve as a definition to study critical individuals.

Contrary to other online social networks however, one may not only observe a skewed
distribution in the degree and connectivity of nodes, but also in the symmetry of rela-
tionships among users. While most OSN show high levels of link symmetry4, for exam-
ple 74% of links in LiveJournal and 79% of links in YouTube are found to be bi-directional
[107], the relationships in Digg are less reciprocative (38% on average) and also vary with
the degree of the node: the more connections an individual B already has, the less likely
it is to match an incoming new friendship request from A. In Digg, A thus becomes
a “fan” of B , thereby receiving notifications about the activities of B , but this link and
propagation of information remains unidirectional as B will not be informed about the
actions of A.

This finding is consistent with sociological theory and ethnographic studies of social
networks which identified that friendship requests in OSN are often driven by users’ in-
terest to become passively informed by means of these social ties [119, 124]. The fact
that the average symmetry is significantly lower and also dependent on the degrees of
remote nodes, underlines (a) that users are engaging in friendships in the Digg OSN with
the intention of information delivery and (b) the existence of individuals which act (or
views themselves) as sources and broadcasters of knowledge, which according to [118]
would embody the critical influentials in the network.

SUBMITTING SUCCESSFUL STORIES

When looking at the entire body of stories submitted to the social news aggregator in 4
years, similar patterns of varying importance become visible.

4If user A names B a friend, B also refers to A as friend.
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Table 3.7: Fraction of symmetric links in the Digg network. The likelihood to reciprocate incoming social ties
and turn followers into bi-directional friends decreases with the total number of followers a particular user
has.

Degree of node Number of users Symmetric link ratio

0 < Di n< 10 282536 0.53
10 ≤ D i n< 100 49416 0.42
100 ≤ D i n< 1000 13993 0.39
Di n= 1000 111 0.31

While a large number of people is watching the content published on Digg5, only a
limited number of registered users are actively submitting content to the social network.

The activity patterns of these users is furthermore biased, as shown in the Lorentz
plot in Figure 3.21: the 80% least active users of the network are together submitting
only about 20% of the entire content as shown by the dashed red line. This indicated a
very uneven and biased system6, nearly the same skew – commonly referred to as the
80-20 rule – has been found repeatedly in economics and sociology.
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Figure 3.21: Equality of story submission. The figure
shows a Lorentz curve of the total and popular story
submission compared to the Digg user population.

This skew becomes more drastic when
only considering those stories that gained
enough support and were promoted to
popular items. As the figure shows, these
successful stories can be attributed to a
select minority of only 2% of the commu-
nity, which is able to find and submit 98%
of all stories that will go viral. This ef-
fect is however not the result of the pure
quantity that users participate in the story
submission process, in other words there
exists no statistically significant relation-
ship between the number of stories a per-
son has submitted and the ratio of stories
that will become popular (r 2=-0.01).

While the presence of such a highly
skewed distribution pointing out a few
users might indicate the existence of a few “chosen ones”, a closer inspection reveals that
these highly successful submitters are not those users critical for the effective spread of

5A combined analysis of user comments, Diggs, and the number of visitors that followed a link associated with
a particular story indicated that per registered digging user, the content is additionally seen by 12.9 passive
spectators. The topics and generated clicks between spectators and digging users also reveal a near perfect
overlap between digging and identified reading and usage patterns (r 2 = 0.96), thus the registered digging
users may be viewed as a true proxy for the behavior of the entire Digg population. These two user groups
and their clicking behavior account for more than 95% of the page hits referrals, Digg.com is generating in the
Internet according to [125].

6An unbiased, equally balanced population is described by the “line of equality”, where the top k% of users
would contribute exactly k% of the content.
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information. First of all, the average ratio of popular to submitted stories of the top 2%
successful members of the community is only 0.23, therefore, even though they are the
submitter of eventually highly popular content, they do not always generate top hits but
a high proportion of their submitted content will not reach far. Second, the group of
users who rank among the top successful members of the community is highly volatile.
When comparing the top submitters between adjacent months or quarters, the set of
successful users changes substantially between each studied time interval. As we do not
find a significant number of stable members who are able to continuously repeat their
previous successes, it has therefore to be concluded that there exists no conceptual dif-
ference or strategic advantage with those who do score successful stories. It appears that
they were simply in the right place at the right time.

However, one may confidently say that it is not predominantly the well-connected
nodes that are the originator of wide-spreading content, as there is no significant rela-
tionship between a user’s success ratio and its level of connectivity with those around it
(p>0.5).

ACTIVATION OF THE SOCIAL NETWORK

While there do not exist any particular nodes that are over-proportionally injecting pop-
ular items into the network, there is the possibility that these nodes are highly successful
in activating their surrounding friendship network, and therefore would be a key com-
ponent in helping either their own or a friend’s story reach widespread popularity.

It turns out however that the activation ratio of a node’s direct friends is surprisingly
low. On average, a particular node is only able to generate 0.0069 diggs per friendship
link. This is mainly due to a combination of the already low conductivity of friendship
links with low activity cycles of users. This low level of recruitment is furthermore quite
stable with the structural properties of the network nodes. While the literature predicts
that nodes in a social network achieve an exponentially increasing influence compared
to their own importance [118, p. 124], a solid linear relationship (r 2=0.76) was found
between the size of a nodes’ friendship network and the amount of users a person can
recruit to click on a story, and a low slope of the linear regression (a=0.102). In conse-
quence, there is no over-proportional impact of higher-degree nodes: 1 activated user
with 100 friends is on average about as effective as 10 activated users with 10 friends.

While no quantitative difference in the friendship network surrounding the impor-
tant nodes was found, there may be a qualitative difference in terms of structural char-
acteristics and the information propagation along links. As complex networks evolve,
certain growth processes such as preferential attachment [126] create sets of highly con-
nected clusters, which are interconnected by fewer links. According to social network
theory [47, 127], these links among clusters, commonly referred to as “weak ties”, act as
a critical backbone for information propagation, as information within a cluster is com-
municated and replicated between nodes thereby creating high amounts of redundancy,
while the weak ties transport other, previously unknown information between groups of
nodes (see solid vs. dashed lines in Figure 3.22(a)).

To evaluate this hypothesis, the network was structurally classified into weak and
strong ties according to their edge betweenness and compared with their theoretical im-
portance to the actual amount of content that was propagated between each two nodes.
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Figure 3.22: Information propagation along weak and strong ties.

Figure 3.22(b) shows a Lorentz plot of the link weight distributions for the topological
betweenness and the actual information conductivity, demonstrating that the distribu-
tions are in general comparable and of the same class. As there is no hard threshold
for what characterizes a weak or strong tie, we classified the top and bottom 20% of the
distribution as weak and strong ties respectively and compared them to the number of
stories propagated along a certain link. As shown in Figure 3.22(c), there does not ex-
ist any relationship (r 2 = 0.00006), thus information is not propagated more effectively
along weak ties. Other topological definitions of how central a user is within a network,
such as coreness or eigenvector centrality, also do not show any significant relationship
to the propagation of information along edges (r 2 = −0.0112 and r 2 = −0.0116, respec-
tively).

EARLY PREDICTORS

Finally, the question remains: if the assumed critical individuals – while not able to sub-
mit more popular content or activate more users – are able to early-on identify content
that will later on become popular (see for example Keller and Berry [118]). By analyzing
the voting patterns of all registered users on all stories from the months of April-May
2009, to determine how successful users were in finding and clicking on content that
within the next hours or days would reach the popular stage, it was found that, users
identified and reacted on average only to 11.9% (9% when eliminating those users who
clicked on less than 5 stories in total over the period of two months) of content before
it got promoted. With the absence of any high performers, it is impossible to identify
specific individuals who are able to consistently and repeatedly find emergent trends.

This observation did not change either for the case of the high degree individuals or
the users with a high success ratio of submitting content that will go viral; there exists
no statistically significant difference in their ability to find content in the social network
before it actually reaches widespread popularity.

3.4.3. BEYOND STATIC FRIENDSHIP RELATIONS
From the previous discussions it becomes evident that neither the importance of indi-
vidual users nor the dynamics of the individual friendship relations or the network of
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friends can at a statistically significant level consistently explain why a certain story will
become a success while another one will not. Furthermore, as in nearly 50% of all stories
the promotion process took place without any dominant interference by the friendship
network, we further investigated how the low participation values of the friendship net-
work may be explained and which features are the dividing force between those stories
pushed by friends and those promoted by the general public.

SPREAD WITHOUT FRIENDS - A MATTER OF TIMELY RELEVANCE

To get to the root of why one story is propagated by the help of friends while another
one is pushed by random users from the community, a survey was conducted in which
a group of non-experts was presented with the title, description, image and the type of
story (news article, video, or image) of the 158 most successful stories that were pro-
moted in the last year. As in retrospect one may classify these stories as friend or non-
friend promoted, the survey items were balanced in terms of topic areas to mimic a simi-
lar distribution as on the Digg.com website. Given only the contextual information about
the story, the participants were asked to rate the general appeal, their own personal in-
terest and the general importance of a particular story. Using a similar representation as
on the Digg website, one story was presented at a time to the participants to rule out any
influences from adjacent items or possible other cognitive biases such as the primacy
effect [128].

The survey results indicated that the differentiation in the promotion process of sto-
ries was a direct result how important and relevant the participants rated the topic of a
particular story. Either a high rating of “general interest to the public”, in other words it
is likely that one would hear about the topic in the evening news, or a high level of timely
relevance, i.e. will this story be as important next month as it is now, was able to serve
as a reliable predictor that a particular story has reached popularity on its own without
driving help of friends (both factors statistically significant at p=0.05).

EXPLAINING CRITICAL MASS THROUGH TEMPORAL ALIGNMENT

As a large number of factors previously hypothesized to be of critical importance to in-
formation spread in OSNs turned out to be rather insignificant and furthermore highly
volatile between observation periods, one further investigation was about the influence
of time on the story propagation process. Some of the unexpected low or highly fluctu-
ating factors are to some extent dependent upon the temporal alignment of users, i.e.
whether users in general (and friends in particular) are visiting the site within the same
narrow time window or not.

Figure 3.23 visualizes this idea of temporal alignment on a snapshot of the frontpages
from April 2009, which shows the position of all popular stories with at least 100 diggs
over a 48 hour time interval on the first 50 frontpages. As can be seen from the figure,
there exists a high flux in the amount of stories passing through; within on average 3
hours the entire content on the first frontpage has been replaced by newer items. From
a combined analysis of voting patterns and such frontpage traces, we are able to deter-
mine the usual search strategy and depth of users inside the social network, i.e., when,
how often and how deep they are looking through the entire site. This process revealed
that stories accumulate 80% of the entire attention they will receive after promotion from
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Page 1
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rank Activity user A Activity user B

20.4.2009
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21.4.2009
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12h
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Figure 3.23: Story placement on front pages over time. The figure shows the development of the absolute
position of stories on the front pages (y-axis) as stories age and are displaced by newly promoted material over
time, based on a 48-hour snapshot in April 2009 (x-axis).

users on the first and second page only, while the ratio of users who are going over more
than the first 4 front pages is practically zero.

Considering the case of two users active on 20 April 2009, this can explain the surpris-
ingly low amount of common friendship activations, as nearly 70% of the stories visible
to user A during the two morning visits are already outside of user B ’s attention window
as the user visits the social network just six hours later.
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Figure 3.24: Overlap of friendship topology with behav-
ioral rules. When comparing the overlap in behavior
between pairs of users (x-axis) and their likelihood to
have a friendship relation (y-axis), it is found that the
vast majority of persons who commonly click together
on stories are not related at a topological level. The
probability for two users A and B showing nearly iden-
tical behavioral patterns (95% of A’s diggs are mirrored
by B) to be friends is less than 12%.

Unless B actively looks for and follows up
on A’s activity, the abundance of content
and high turnover rate of information
combined with limited attention span
will therefore largely bury the potential
for commonality unless users proactively
follow up through friendship relations.
This finding demonstrates that whether
a story reaches critical mass depends to
a significant extent upon who and how
many people are currently active on the
site within a short time window. A combi-
nation of this temporal perspective with
interest and friendship data can go a long
way, as it was possible to improve the
analysis accuracy of the activation ratio
of certain friendship links and parts of
the friendship network by a factor of 15.
Note however that while a temporal view
is currently able to reveal in retrospect why certain users clicked on a particular story and
how and along which parts the information did propagate, it is not yet possible to predict
how users will interact on a story in the future for a variety of reasons. Most importantly,
an accurate prediction will require a good model of users’ future activity periods at a fine
enough resolution to minimize the prediction error of which stories users will see. Fur-
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thermore, it will necessary to further understand the concrete decision process that will
lead to a user actively clicking on a story.

3.4.4. BEYOND BARE FRIENDSHIP TOPOLOGY
While critical mass can be significantly better explained when accounting for time dif-
ferences and the shift and alignment of user activity periods, the individual friendship
relations and the network of friends of friends still cannot fully describe the information
propagation processes observed in the Digg social network. This section will present
the case that a social network can only be partially captured through the topology of the
direct friendship network, but that there may exist an unknown number of different log-
ical network layers on top, whose topologies may reveal where and how interaction and
collaboration actually take place.

ASSESSING THE IMPACT OF THE TOPOLOGICAL LAYER

In order to discover patterns of people and groups of people who commonly act together
instead of only those who seem connected through a friendship relation, the corpus of
diggs was analyzed for the existence of association rules, a machine learning technique
which has previously provided merit in software debugging and marketing shown in Jef-
frey et al. [129] as explained in chapter 2.1.2.

The minimum values for support and confidence in this analysis were 0.01% and
50%, meaning that any user considered for a particular rule must have participated in
at least 0.01% of all stories (thereby eliminating abandoned and very low-volume user
accounts) and establishing only a relationship if users share at least half of their diggs
together. For the entire corpus, nearly 1.2 million common activity patterns could be
discovered, which were mapped against the topology of the actual friendship network.

Figure 3.24 shows the percentage of friendship links between user pairs that were
found to exhibit high levels of co-participation on the same stories as a function of the
rule confidence in percent. As can be seen from the figure, the vast majority of similarly
behaving user pairs in the Digg network have not formed a friendship between them.
For any confidence value between 50-80%, meaning that in 5-8 out of 10 cases a digg
by user A on a particular story will result in a digg from user B, there is less than a 1%
probability that user A and B are directly connected. Even for extremely high performing
rules, when in 95 out of 100 cases two users behave in an identical manner, less than 12%
of those user pairs are friends. We can therefore conclude that although there exist some
patterns in the common behavior of users, the bare topology of the friendship graph is
unsuited to fully capture it.

THE “DIGG PATRIOTS": A HIDDEN LOGICAL LAYER

The existence of strong patterns and structure in the behavior of users on the Digg.com
website suggest that users may engage in community building, forming a “logical net-
work topology" characterized by specific semantics on top of the underlying social me-
dia platform. Concrete mechanisms to discover and identify the size and shape of these
communities are still subject to research. As a proof-of-concept however, the case of the
“Digg Patriots", an activist group of Digg users aiming to game the promotion algorithm
through coordinated collective digging on stories, in some reported cases after payment
by third parties [130], is possible.
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When an email list archive of alleged members of the “Patriots" was exposed in 2010,
it was possible to link the email communications of 102 members to a particular Digg
profile and cross-reference their identities against the discovered highly-aligned activ-
ity patterns of users. Nearly half of the exposed “Patriots" also appear in the body of
discovered association rules, Figure 3.25 shows the percentage of rules between 50-80%
confidence from user interaction that were either linkable to either friendships or the
“Digg Patriots". Remarkably, the collection of 102 coordinated “Patriots", known via the
email archive, provides nearly a fifth of the discovered behavioral rules that can be ex-
tracted from the entire social network graph of 2 million users and 7.7 million friendship
links between them.
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Figure 3.25: Explanatory power of the “Digg Patriots"
layer.

It is therefore evident that effective
social network analysis needs to go far
beyond the analysis of the bare friend-
ship topology and actually classify the
semantics and characteristics of visible
friendship and invisible other logical ties
between social network users. How
dramatic the logical ties between these
particular users, undiscoverable from a
graph theoretical perspective, might have
been to the Digg social network can be ex-
emplarily seen in Figure 3.26 which shows
the diggs made over time on three pro-
moted stories: Coordinating and orchestrating diggs in the early life time of a story,
the “Patriots" (indicated in red) might have been the driver influencing the trajectory
enough to push them over the promotion threshold, thereby leveraging the mass atten-
tion resulting from a front page through very little effort, yet invisible topologically.
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Figure 3.26: Concentrated activities of “Digg Patriots".

The common assumption made in so-
cial network analysis that the deciding
factor determining whether some infor-
mation goes viral or not are the individ-
ual friendship relations among users was
compared to empirical measurements.
While evidence of some structure in how
these friendship relations are formed was
found (there is a high overlap of inter-
ests), the actual effectiveness and com-
mon clicking rate of friendship links is
surprisingly low and does not confirm the
high importance that is attributed to these social ties. As the wider network of friends
stretching over multiple hops (friends tell their friends who tell their friends) provides a
much smaller contribution in practice than it could in theory (it could reach an exponen-
tially increasing number of entities), the impact and the propagation along friendships
and the network of friends is in most cases not enough to reach critical mass. Further-
more one notices that although there exists a significant skew in the characteristics of
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network nodes from a topological perspective, no evidence was found that these net-
work nodes are indeed behaving differently and more effectively in terms of spreading
information. They have no better access to information, are not more efficient in trig-
gering their friends or do not predict trends better. The fact that there exists no group
that can consistently and at a high level generate “hits” and individuals’ success ratios
fluctuate largely across observation periods leads to the conclusion that even successful
members do not actually seem to have the recipe for success.

Various outcomes however, point to two factors that in the past have not received
sufficient attention: time alignment and existence of non-topological relationships be-
tween users. When incorporating these factors, the conductivity of information propa-
gation and the ability to explain it in retrospect improves manifold. Accurately predict-
ing when users will be active and developing methods to detect and characterize these
logical links between users should be the focus of future research.

3.5. CHAPTER SUMMARY
This chapter described the analysis of large scale friendship networks obtained from
OSNs. In the first section (3.1), the question: How much data is needed to estimate topo-
logical metrics correctly, is answered by estimating how metrics evolve when using com-
monly used techniques: depth first search, breadth first search and random first search
on a complete friendship graph of Digg.com. The results indicate that it is necessary to
obtain more than 20-30% of the entire network to arrive at a solid estimate, for some
metrics and traversal algorithm combinations nearly the entire network is necessary. In
order to obtaining useful sub-graphs of an OSN, Mutual Friend Crawling is presented,
an algorithm to crawl a large scale OSNs in such a way that community structure is de-
tected and communities are crawled one after another. If only partial crawls of these
social networks are used, this particular type of algorithm provides better topological
samples than commonly used techniques like BFS or DFS.

However, when estimating community structure in OSNs the influence of overlap-
ping communities did not receive significant attention in the past. That is why a hy-
pergraph representation is introduced in Chapter 3.3, modeling the clique structure of
affiliation networks.

When estimating or predicting the successfulness of users within OSNs, certain topo-
logical sociocentric measures, like betweeness centrality or eigenvector centrality exist.
In Chapter 3.4 the usefulness of the friendship network was estimated, showing that
these metrics do not reflect the ability of users to repeatedly succeed in distributing
content. Additionally it is shown that small communities of users may dominate the
propagation process by coordinating themselves though the usage of external commu-
nication. As these communities are not detectable through topological information, the
important factor to identify such groups as well as successful spreaders is given through
the timely alignment of friendships.



4
EVOLUTION OF ONLINE SOCIAL

NETWORKS

Whenever a person registers a user account, befriends another one or follows messages
of others, the network of an OSN is evolving. Interestingly, these purely structural changes
are not purely random and follow certain physical and mathematical models.

Therefore this chapter gives insights into observable effects of evolving networks and
the involved factors. Chapter 4.1 describes patterns of human behavior and claims that
human activity might be log-normal distributed. As nowadays not only individuals but
also robots are able to create links within a OSN, Chapter 4.2 provides insights into these
“fake” relationships. Finally Chapter 4.3 gives a brief introduction into saturation effects
in OSNs and a possible method to estimate if a network is saturated, by analyzing the
degree distribution.

A model by Barabási and Albert [91] describes the structure of certain online social
networks quite well. The model is based on the assumption of preferential attachment
which denotes that a new node will connect to another already existing one, depending
on the others’ nodal degree. The probability to link to a node already having a high de-
gree is higher than the probability to connect to a low degree node. Networks generated
by the algorithm proposed by Barabási and Albert [91] exhibit the “scale-free” property
which denotes that the degree distribution of graphs follow a power-law distribution. In
terms of social networks, a user that joins an OSN is more likely to connect to another
one who is already well connected (and therefore more visible) rather than connecting to
relative unknown individuals, a behavior describing the process of preferential attach-
ment quite well. Barabási and Albert stated that only the combination of growth and
preferential attachment will lead to a power-law (scale-free) degree distribution having
an power-law exponent γ of 3.

A power-law degree distribution can be found in the tail of multiple OSNs as shown
in Figures 4.1, 4.2 a and b, as it appears as a straight line in a log-log plot. The degree
distributions are measured in the following ways:

• Twitter.com Every user account on Twitter has a numeric ID in the range of 11 <
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ID < 2147483648 (March 2014), whereas the ID increases for every new user. The
ID-space is not completely used because of deleted accounts and Twitter’s imple-
mentation. The profiles were sampled by choosing 100 random id’s from blocks of
5000 id’s. Therefore a random sample of all profiles was obtained. This sampling
technique also explains the lack of extremely high degrees in the distribution, as
the probability to sample these is marginally small.

• Hyves.nl The profile information on Hyves was obtained trough crawling the largest
connected component of Hyves using RFS (explained in chapter 3.1.1 and A.1.5).

• Deviantart.com Profile information from Deviantart was obtained through differ-
ent perspectives. On the one hand, if a user submits an image the image appears
on a section of the website called “new deviations”. Additionally the friends of
a user can be crawled. An overlaying directed “network” of “watchers” was also
crawled.

Figure 4.1: Degree distribution of in- and out-degrees in Twitter.

A power-law degree distribution suggests that most individuals have a very log de-
gree of 1, denoting that these people have only one relationship. From the Figures 4.1
and 4.2 b, it seems that this finding is correct. But the distribution of the nodal degrees
of Hyves.nl shows a clear deviation from a straight line in a log-log plot. Two reasons may
account for the deviation. One lies in the used crawling technique which overestimates
high degree nodes whereas on the other hand one may claim that in “real life” the num-
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Figure 4.2: Degree distributions of Hyves.nl and Deviantart.com.

ber of individuals with no or only one relation towards friends, family or acquaintances
is rather small.

The discrepancy between the expected degree distribution, using the model of Barabási
and Albert [91] and some measurement data, can be analyzed by observing the quanti-
tative and qualitative activities of individuals after having joined an OSN.

4.1. HUMAN INTERACTIVITY
Online Social Networks evolve if and when users are interacting with the services. Users
may only create, edit or obtain information from a online service if they are using the In-
ternet. Interaction between individuals through OSNs but also email or messaging ser-
vices is therefore bound to the time span a person is using the. When thinking of content
propagation as a form of viral spreading, the application of epidemic models becomes
possible. In models like the susceptible infected susceptible (SIS) or the susceptible in-
fected removed (SIR) model, the interactivity time, i.e. the duration between two spread-
ing events of one user, is commonly assumed to follow an exponential distribution which
allows the usage of Markov processes to model content propagation. However, multiple
publications [108, 131–136] report that the duration between tasks like sending emails,
accessing web pages, instant messaging and phone calls follow power-law distributions.
A power-law random variable X ≥ τ has the probability density function

fX (t ) = ct−γ t ≥ τ (4.1)

where c = 1−γ
τ1−γ and τ > 0 is the lower bound for X . Because of these heavy tailed inter-

activity distributions, word-of-mouth spreading, viral infections or dynamics of memes
are expected to endure longer than previously expected based under the assumption of
exponential inter-activity times. A virus or Internet meme would therefore survive longer
and spread slower than expected, as described in [137, 138]. Heavy-tailed distributions
may arise from a model based on a priority queue proposed by Barabási [131], where
individuals have to finish tasks of which the majority of tasks can be completed in a
short time, but some tasks take rather long. Barabasi’s priority queue model fits quite
well to the distribution of durations between events, leading to a power-law distribution
with an exponent γ around 1. Unfortunately, these results complicate the applicability of
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epidemic models because Markov Theory cannot be applied. Non-Markovian behavior
is only recently addressed in the work of Cator et al. [139], Iribarren and Moro [137] and
Van Mieghem and van de Bovenkamp [140].

However, when assuming that inter-event durations are power-law distributed, the
following concerns arise:

1. In many cases, only a part of the data (the tail larger than τ) is modeled by a power-
law. The lower bound τ in (4.1) usually does not correspond to the physical mini-
mum of the random variable X , but τ is fitted from the data by ignoring the smaller
values that do not obey the power-law. Often, these smaller values may have a
large probability to occur so that their neglect is difficult to justify. In other words,
only a part of the process (above τ) is then modeled by a power-law (4.1), while the
other part (below τ) is not. In such cases, it is questionable whether the process or
distribution of X indeed follows a power-law.

2. Apart from the lower bound τ, an upper bound K is frequently invoked, at which
the power law is cut-off. Most processes or measurements have both a lower as
well as an upper bound. However, it is often unclear whether the process in the
deep tail still obeys a power law distribution or some other, much faster decreasing
distribution. The upper bound K is usually empirically determined, rather than
based on the physical maximum of X . As long as

Pr[X > K ] = c
∫ ∞

K
t−γd t =

(
K

τ

)1−γ

is small (with respect to the measurement precision), the upper bound K is jus-
tified, else other validation arguments are needed. The exponents γ of measured
power-laws are mostly below 2, which many indicate that Pr[X > K ] exceeds the
measurement precision. In that case, the process or X may not be power-law dis-
tributed for large values exceeding K .

3. A crucial point shown in this chapter is that binning of data (either by the data-
provider or the researcher, in a linear or exponential way) alters the shape of a
log-normal distribution, so it may appear as a power-law.

It will be shown that one may claim that human interactivity (using technology) is
better described by log-normal distributions than power-laws.

A log-normal random variable is defined as X = eY where Y = N
(
µ,σ2

)
is a Gaussian

or normal random variable. Hence, X ≥ 0. The probability density function (pdf) of a
log-normal random variable X follows [23, p. 57] from the definition, for t ≥ 0, as

fX (t ) =
exp

[
− (log t−µ)2

2σ2

]
σt

p
2π

(4.2)

where
(
µ,σ

)
are called the parameters of the log-normal pdf, while the mean and

variance are [23, p. 57]

E [X ] = eµe
σ2
2
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and
Var[X ] = e2µeσ

2
(
eσ

2 −1
)

It will be shown, that a log-normal distribution might look like a power-law distribu-
tion, especially within the regime of small values for γ, while fitting the measurements
equally well or better.

When working with empirical data one needs to be cautious as for example binning
of data will alter the shape of a log-normal distribution, so it may appear as a power-
law. When analyzing measurements from Digg.com [61, 77], and the Enron data set1,
a collection of emails sent by employees of the company Enron, one may argue that a
log-normal distribution is a valid candidate for the distribution of human inter-event
durations.

4.1.1. OBSERVATIONS AND MEASUREMENTS
Whenever an online social network evolves, i.e. nodes and links are being created over
time, all friends of a user must be added during a period that the user was logged-in
to the system. Users need to add friends or send friend requests through the interface
of the OSN themselves. Having access to a complete data set including all activities of
users from Digg.com for a time of 4 years, described by Tang et al. [77] and Doerr et
al.[61], allows to analyze the timeframe in which users of Digg.com add their friends.
Figure 4.3(a) depicts traces of 1000 randomly picked users of Digg.com, visualizing at
which time, friendships were created.

Staircase-like patterns shown in Figure 4.3(a) appear, because people are adding
multiple friends in rather short time intervals. These bursts of activity also observed
in email communication [131, 137, 141, 142] seem to be omni-present in human activ-
ities. For simplicity, the total duration users were active in Digg (abscissa) and the total
number of friends (ordinate) is normalized.

As the network of Digg.com is directed (like in Twitter.com or other OSNs), one may
only follow other users, while adding followers is not possible. This means the process of
adding friends is solely based on the user himself, whereas obtaining followers depends
on the activities of other users. This difference explains why the number of followers as
shown in Figure 4.3(b) increases more smoothly over time compared to the trajectories
in Figure 4.3(a).

Figure 4.4(a) and Figure 4.4(b) depict how the network of Digg.com “grew”, by visual-
izing the distribution of durations between adding friends, T f r i end and receiving follow-
ers, T f ol lower , for the 7.4 million friendship relations in Digg. The histogram of T f r i end

can be fitted by a power-law with an exponent γ = 1.5, whereas T f ol l ower is fitted best
by a log-normal (4.2) with parameters µ = 10.5 and σ = 2.8. These parameters resem-
ble the findings of Doerr et al. [143], who showed empirically that reaction times in a
retweet network from Twitter and Digg are close to a log-normal distribution with simi-
lar values (µ = 10.1 and σ = 2.2 ). The parameters are similar because Doerr et al. [143]
analyzed the duration between consecutive logins to Digg.com, where being logged into
the social service is a necessary condition for the analysis of friendship creation times as
well, as a user can only create relations during the time he is online. The reason that the

1Enron Email Data set, Leslie Kaelbling and Melinda Gervasio, http://www.cs.cmu.edu/~enron/

http://www.cs.cmu.edu/~enron/
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(a) (b)

Figure 4.3: Trajectories of a sample of 1000 users of Digg.com, depicting the amount of friend- (a) and follower-
relations (b), created during the time an account existed. Colors indicate different users.

(a) adding friends in seconds. (b) receiving followers in seconds.

Figure 4.4: Distributions of time differences between adding and receiving followers in seconds.

distribution of T f ol l ower does not fit the log-normal distribution along the whole range
lies in the nature of Digg.com. Tang et al. [77] showed that only a few users were active
over a long period, and just a fraction of them was actually submitting stories. This im-
plies that users, whose submissions were promoted to the frontpage of Digg.com, have a
higher visibility. Actually, as stated in Doerr et al. [61], only 2% of all registered users were
actually successful in having their submissions “promoted” to the frontpage. Since the
username of a submitter is written next to the story, these users received a lot of follow-
ers during the period their story has been on the main page. For this reason, fT f ol l ower (x)
is large for small x in Figure 4.4(b).

4.1.2. FITTING A LOG-NORMAL DISTRIBUTION
Fitting a log-normal random variable needs careful crafting and different techniques.
The two main approaches are based on fitting the PDF and the EDF (empirical distribu-
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tion function2) of the log transformed data. Figure 4.5 depicts the data fitted3 to the CDF

of a normal distribution FX (x) = 1
2

(
1+erf

(
x−µ
σ
p

2

))
. The legend in Figure 4.5 illustrates that

the parameters of the CDF are in the same range as the estimated ones of the fitted PDF
so that the conclusion can be drawn that the assumption of fitting a log-normal is valid.

Figure 4.5: EDF of the inter-follower adding durations.

Binning the data, say per minute or
per hour, which means scaling the dis-
tribution by a factor of 60 (60 seconds
= 1 minute), will shift the parameter µ
of the CDF towards the left by a factor
of ln(60) ≈ 4.09. However, a remarkable
property of the log-normal distribution is
that the parameterσwill not change after
linear scaling as shown in the Appendix
4.1.3.

An important consequence of a bin-
ning operation is illustrated in PDFs in
Figure 4.6 and Figure 4.7(a) and 4.7(b).
These figures show the histogram of the durations to add followers T f ol l ower binned by
minutes and hours, respectively. The parameter µ decreases, as predicted, by a factor of
≈ 4.1 and the parameterσ keeps its value, but the shape of the distribution changes. The
distribution, binned per hour, is shown in Figure 4.7(a) where the distribution can be
interpreted as a power-law distribution (with exponential cut-off). Moreover, this mis-
interpretation may be justified, because the exponent γ = 1.2 of a fitted power-law is
close to the exponent γ= 1.49 found for the T f r i end distribution.

In Figures 4.6,4.7(a) and 4.7(b), the data was artificially binned by hours, but the real
problem occurs if the data provider (the OSN or web service) returns values per hour
or even at larger scales. Then, the binning happens at the operator’s side and it be-
comes impossible to distinguish between a power-law (with exponential cut-off) and
a log-normal distribution. As often used to fit power-laws, in Figure 4.7(b) the same data
is shown after using exponentially-sized bins and fitted to a power-law with the expo-
nent being 1.81. But still, the visualization is misleading as the original distribution is, as
shown earlier, a log-normal distribution.

The Enron data set shows this effect very nicely. The whole data set of emails covers
the communication of all employees of the company for a duration of roughly 6 years,
starting in January 1998 until February 2004. In the first few years, until May 2001, the
time an email was sent is captured per minute, whereas afterwards (June 2001 - February
2004) the time is stored with an accuracy of a second. The resulting histogram of time
differences between sent emails is drawn in Figure 4.8(a), where the black dots represent
the measurements per second and the red ones the measurements per minute. The pa-
rameters of the fitted log-normal and power-law distribution lie in a similar region as the
ones shown earlier for the durations for friends to be added to a user’s account.

2The empirical distribution function is sometimes also called empirical cdf, as it is the cumulative distribution
function based on an empirical measure.

3Fitting data to a EDF usually flattens interesting parts of a PDF, especially the tail of a distribution. Still, the
benefit lies in the fact that binning is not needed and “raw” data can be fitted [144].
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Figure 4.6: Probability density function (pdf) of the inter follower times binned per minute.

If one ignores the time difference between sending and receiving an email, one may
analyze the time differences between receiving certain emails. This measurement, illus-
trated again by the histogram of inter-arrival times split in observations per minute (red)
and per second (black) in Figure 4.8(b), can be compared to the durations of added fol-
lowers, whereas the parameters are again in the same range as shown before. The EDF
of the data shows that the assumption of a log-normal distribution is a valid one, as the
fitted parameters match the ones of the PDF quite well.

When artificially drawing numbers from a log-normal distributed random variable,
exactly the same effect is observed as depicted in Figure 4.10. One million random num-
bers from a log-normal distributed random with parameters µ= 10 and σ= 2 were gen-
erated as ground-truth. By binning (scaling) the distribution with larger binsizes, the up-
going regime disappears naturally and the observable part of the distribution “evolves”
into a straight line on a log-log plot.

Exponents between 1 and 2 of power-laws are found in most data sets of human
activity, whereas γ lies between 0.7 and 1.5. Table 4.1 lists reported interarrival times
and the fitted exponents.

Certain methods of estimating and fitting parameters of power-law distributions are
proposed. Clauset et al.[145] approached the problem of estimating the exponent and
by testing different distributions. In their data, log-normals and power-laws were not
clearly distinguishable either and a log-normal distribution actually achieved a higher
p-values (goodness of fit) than power-laws for some tested data sets, but log ratio tests
suggested that some of the tested distributions are closer to power-laws. By using the
technique in [145] to fit the distribution of T f r i end , a power-law having an exponent of
γ= 1.77 with a reasonable p-value of 0.23 can be found. The distribution of T f ol lower is
most likely not a power-law because the p = 0.0. Table 4.2 lists the parameters of these
two fits. As already mentioned, the original data (binned per second) of T f ol lower is very
likely not to be a power-law, whereas the data binned per hour seems to be quite a good
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(a) Probability density function (pdf) of the inter follower
times binned per hour with equally sized bins.

(b) Probability density function (pdf)
of the inter follower times binned per
hour with exponential sized bins.

Figure 4.7: Trajectories of a sample of 1000 users depicting the amount of friend- (a) and follower-relations (b),
created during the time an account existed. Colors indicate different users.

(a) (b)

Figure 4.8: Time difference between sending (a) and receiving (b) emails per person in the Enron data set.

power-law with an exponent of −1.8.
One may observe in Table 4.2 that the larger the bin-size, exemplary for T f ol lower ,

the higher the p-value of the fitted power-law which depicts that the larger the bin-size
the higher the probability a power-law is favored over a log-normal distribution.

The general question whether an observed straight line in a log-log plot is a power-
law or a (truncated) log-normal, arises from the fact that both distributions are indistin-
guishable given certain parameters. Taking the logarithm of both sides of a log-normal
density (4.2) results, as shown in the Appendix (in 4.15), in

ln( fX (t )) =− 1

2σ2 ln(t )2 + (
µ

σ2 −1)ln(t )− ln(
p

2πσ)− µ2

2σ2

If σ2 À 1, then the second term ( µ

σ2 −1)l n(t ) dominates, which leads to ln( fX (t )) ≈
−l n(t )+ c, a straight line in a log-log plot resembling a power-law with exponent γ = 1.
On the other hand, if σ is rather small as in the measurements where 2 < σ < 3.3, or if
σ2 =µ, the first term − 1

2σ2 l n(t )2 dominates and a quadratic function appears in a log-log
plot. Obviously a transition exists in which the second term “takes over”, which denotes a
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(a) (b)

Figure 4.9: EDF of the time difference between sending (a) and receiving (b) emails per person in seconds.

Figure 4.10: Effect of different binning on generated log-normal noise.

“flattening” of the tail of the observed distribution which, when fitted with a power-law,
might show exponents larger than 1, but still reasonably large values for σ are necessary
which are out of the range of the measured 2 <σ< 3.3. As mentioned earlier, binning the
data with larger binsize will decrease the parameter µ, even to the extent that µ may be-
come negative. But, as the mode (the value at which the distribution has its maximum)

of a log-normal distribution equals eµ−σ
2
, when µ<σ2 the maximum of the log-normal

tends to become zero (infinitely far to the left on a log-log scale). Therefore, just the
decreasing part of the quadratic shape will be visible in a log-log plot. Additionally, in-
creasing the binsize denotes summing all smaller values of the distribution which leads
to an effect, nicely observable in Figure 4.10 by the points connected by violet lines (bin-
size 10), which nearly resemble a straight line having the first plotted point at position 5.
The sum of smaller values in the first bin leads to an interesting effect, namely that the
first point lies nearly exactly on an estimated straight line. Binning therefore obscures
the quadratic shape the log-normal follows in a log-log plot. In the extreme case, plotted
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Data set Exponent (γ) Reference

Time between sending Emails 1 Barabasi (2005) [131]
Time between sending Emails 1.2 Eckmann et al. (2004) [132]
Time between clicks in website usage 1, 1.25 Gonçalves and Ramasco (2008) [133]
Time between similar actions in web data 1.1, 1.2, 1.8 Radicchi (2008) [134]
Time between messages in instant-messaging 1.53 Leskovec and Horvitz (2008) [108]
Time between phone calls 0.9 Candia et al. (2008) [135]
Time between phone calls 0.7 Karsai et al. (2012) [136]
Time between sending Emails 1 Karsai et al. (2012) [136]
Time between sending short messages 0.7 Karsai et al. (2012) [136]

Table 4.1: Power-law exponents found for durations between technology related human dynamics.

Distribution Exponent (γ) p xmin gof

Adding friends 1.77 0.23 59 0.0142
Adding follower (binned per s) 2.03 0.0 12 0.0123
Adding follower (binned per m) 1.88 0.0 31 0.0189
Adding follower (binned per h) 1.81 0.37 116 0.0117
Adding follower (binned per 2h) 1.81 0.59 167 0.0135
Adding follower (binned per 6h) 1.81 0.96 192 0.0149
Sending emails (binned per s) 2.33 0.0 3 0.21
Sending emails (binned per m) 2.03 0.21 1 0.18
Receiving emails (binned per s) 2.01 0.0 1 0.019
Receiving emails (binned per m) 2.21 0.05 182 0.0221

Table 4.2: Estimated parameters using the method of Clauset et al. [145].

in Figure 4.10 in red (binsize 100) the first point may even lie above this imaginary line.
When taking into account that a power-law is typically only fitted to the tail of a distri-
bution means ignoring these first points which may lead again to the observation of a
straight line in a log-log plot, starting at a certain tmi n value.

THE HISTORICAL DEBATE OF POWER-LAW VERSUS LOG-NORMAL DISTRI-
BUTIONS

As mentioned earlier, power-law distributions with exponents smaller than two are of-
ten observed in interactivity durations of human behavior, as listed in Table 4.1, where
the findings date back to 2004. However, log-normal distributions were measured for
similar tasks as shown in table 4.3, which extends the collection of Limpert et al. [146].
The oldest analysis was conducted by Boag [147] in 1949. Based on the scaling invari-
ance of σ as mentioned earlier and demonstrated in Appendix (4.1.3), the parameter σ
can be compared over different measurements, whereas the parameter µ not, since it
depends on the units in which the log-normal random variable is measured. Interest-
ingly, all σ’s in table 4.3 are within an small range of 0.35 ≤σ≤ 3.2, which shows that the
parameter σ only varies over one order of magnitude in different measured phenom-
ena. Consequently, the rather small values of σ in Table 4.3 and 2.73 ≤σ≤ 3.24 found in
the previous sections contradict the common deductions made from (4.15), namely that
only for large values of σ power-law and log-normal distributions are indistinguishable.



4

90 4. EVOLUTION OF ONLINE SOCIAL NETWORKS

Table 4.3: Literature of log-normal distributions (excerpt).

mu sigma Process Reference

5.547 2.126 Email forwarding Iribarren and Moro[137]
≈ 8 ≈ 2 Email forwarding Stouffer et al. [141]
µ1 = 1 hour
µ2 = 2 days

Email forwarding Stouffer et al. [148]

2.47 0.38 Infection times Nishiura [149]
14 days 1.14 Latency periods of diseases Sartwell [150]
100 days 1.24 Latency periods of diseases Sartwell [150]
2.3 hours 1.48 Latency periods of diseases Sartwell [150]
2.4 days 1.47 Latency periods of diseases Sartwell [150]
12.6 days 1.50 Latency periods of diseases Sartwell [150]
21.4 days 2.11 Latency periods of diseases Sartwell [150]
9.6 months 2.5 Survival times after cancer diagnosis Boag [147]
15.9 monts 2.8 Survival times after cancer diagnosis Feinleib and Macmahon [151]
17.2 months 3.21 Survival times after cancer diagnosis Feinleib and Macmahon [151]
14.5 months 3.02 Survival times after cancer diagnosis Boag [147]
60 years 1.16 Age of onset of Alzheimer Horner [152]
4 days Incubation periods (viral infections) Lessler et al. [153]
3 to 5 ≈ 2 Task completion Linden [154]
0.5 1.4 Strike duration Lawrence [155]

Time of individual activities Mohana et al. [156]
0.43 1.634 Call duration Spedalieri et al. [157]
3.5 0.70 Message holding time Barcelo and Jordán [158]
7.439 0.846 Transmission holding time Barcelo and Jordán [158]
3.29 0.890 Channel holding time Barcelo and Jordán [158]
3.3 0.89 Channel holding time Barcelo and Jordán [158]

Citations Eom and Fortunato [159]
Citations Redner [160]

1 to 2 0.35−0.45 Citations Stringer et al.[161]
1.095 Citations Radicchi et al.[162]

µ1 = 3.7
µ2 = 5.6

σ1 = 0.8
σ2 = 3.1

Retweeting behavior Doerr et al.[143]

5.29 0.42 Distribution of votes on pages of Digg.com Van Mieghem et al. [163]

Table 4.3 shows that the research on log-normal distributions has a long history and
is often related to counting occurrences after an certain amount of time units. Still, the
generating processes of most log-normals is not well understood. Mitzenmacher [164]
gives an overview of processes leading to power-law and log-normal distributions, em-
phasizing that minor changes in the process will lead to either the one or the other dis-
tribution. He also mentions the work of Gabaix [165], who analyzed the size distribution
of cities in the United States. Interestingly, Gabaix found that the city size distribution
follows Zipf’s distribution, which is similar to a power-law with an exponent of γ = 1.
Gabaix argues that cities cannot become infinitely small, a fact that imposes a lower
bound to the process. When modeling the size of cities as a Markov chain with a fixed
number of cities, which grow stochastically as proposed by Gibrat [166], the steady-state
of the Markov chain will follow Zipf’s distribution with an exponent of γ = 1. If there
would be no lower bound on the city size, then the distribution would become degener-
ated, leading to a log-normal distribution where most cities would have a infinitesimally
small size. Gibrat [166], whose work is often associated with the law of proportionate



4.1. HUMAN INTERACTIVITY

4

91

Figure 4.11: Discrete-time Markov chain representing the growth process as describes by Cordoba [168].

effect [163] or with Gibrat’s law similar to preferential attachment, argues that the state
of a random variable does not influence its transition probabilities or the variance of
transition probabilities. Champernowne [167] and Cordoba [168] analyzed the income
distribution of England and Wales and used a Markov chain to model a process that ex-
plains the distribution. Again, their crucial assumption is that incomes have a lower
bound.

To clarify the mentioned models, Figure 4.11 depicts the discrete Markov chain used
by Cordoba [168] describing a general random walk. The states represent different classes
of exponentially increasing size as xi ≡ (1+g )i , where 1 ≤ i ≤ N and g > 0. The transition
probabilities denote the probability that the size xi represented by state i either stays the
same (transition b), increases (transition c) or decreases (transition a). The steady state
of this Markov chain is Pareto distributed with an exponent of γ= 1 [168].

The transition probabilities can be written as a matrix (see e.g. [23]):

π=



a0 +b0 c0 0 0 · · · 0 0
a1 b1 c1 0 · · · 0 0
0 a2 b2 c2 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 aN−1 bN−1 cN−1

0 0 0 0 0 aN bN + cN

 (4.3)

Given ak = a and ck = c and a > c, one may define ρ = c
a . As shown by [167], the

steady state of the discrete time Markov chain is then π j = Mρi = M x−δ
i , where M is a

constant, δ= ln(a/c)
ln(1+g ) and Pr[X t ≥ xi ] = 1

1−(c/a) M x−δ
i if N →∞. Simon [169] showed that

Gibrat’s law of the proportionate effect may lead to other heavy-tailed distributions as
well.

Eeckhout [170] analyzed the distribution of city sizes by using accurate data from
the US census in 2000 and found that the upper tail obeys Zipf’s law. Nonetheless, the
entire distribution is better described by a log-normal than a Pareto distribution. By
comparing the census data from 1990 and 2000, Eeckhout shows that the growth of a
city is independent of its size. The parameters of the log-normal distribution found by
Eeckhout were µ= 7.28,σ= 1.75.

The difference with the above mentioned Markov chain approach, lies in the fact that
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Eeckhout modeled the process by a multiplicative process, which leads to a log-normal
distribution. This multiplicative process, modeled by Kapteyn [171] in 1903 for the first
time and later renown as the “Law of Proportionate Effect” by Gibrat [166], is based on
the Central Limit Theorem applied to a multiplicative process, which therefore leads to
log-normal distributed sizes [23]. Gibrat’s growth process is defined as

St ,i = at ,i ×St−1,i (4.4)

denoting that the size S of an element of interest i at state t is depending on the previ-
ous size St−1 times a positive factor at ,i , which is randomly distributed. By taking the
logarithm of both sides in (4.4) and denoting ξt ,i ≡ ln at ,i , one obtains

lnSt ,i = lnSt−1,i +ξt ,i = lnS0,i +ξ1,i +ξ2,i + . . .+ξt ,i (4.5)

By the Central Limit Theorem [23],
∑t

k=1 ξk,i−tµ

σ
p

t

d→ N (0,1), one arrives at, for large t ,

Pr[lnSt ,i ≤ y] → 1p
2π

∫ y−tµ
σ
p

t

−∞
e−u2/2 du

from which approximately
lnSt ,i

∼= tµ+p
tσξ (4.6)

where µ denotes the mean and σ of the sequence {ξk,i }1≤k≤t .
The mentioned results about income and city size distributions are similar to the

question asked in this thesis: Are the interactivity times log-normal or power-law dis-
tributed. The historical account demonstrates that the question is difficult to answer,
because different ways of measuring the size distribution are possible and observations
may be misleading since the tail of a Pareto and log-normal distribution may follow
the same shape. Therefore, the important parts of the distributions are the upper tails.
Malevergne [172] showed that, if x →∞, the tail of a log-normal is “shorter” than the tail
of a Pareto distribution and will tend to zero faster than a power-law distribution. His
reasoning is based on the fact that the Pareto distribution is slowly varying for t > 0

lim
x→∞

f (t · x)

f (x)
= t a (4.7)

The log-normal distribution on the other hand is not slowly varying. In the limit x →∞
a log-normal distribution will, for t > 1, always tend to zero:

lim
x→∞

f (t · x)

f (x)
= lim

x→∞
1

t
e−

(ln(t ))2

2σ2 e−ln(t )· ln(x)−µ
σ2 = 0 (4.8)

In other words, the tail of a log-normal goes faster to zero than a Pareto distribution.
This observation questions whether exponential bin sizes should be used in a log-log
plot as these may hide the rapid decrease in the tail. On the other hand, it is question-
able if data for high values is available in order to observe the tail behavior. Especially as
log-normal and power-law distributions are not distinguishable for possibly long ranges
of their tails. Malvergne [172] describes that the regime where the two distributions are
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similar to each other by rewriting the the log-normal distribution as in (4.13) and (4.14).
If the exponent (4.14) decreases slowly, the distribution may look constant over long
ranges in t . Malvergne et al. [172] describe that for a parameter of σ= 3.4, the exponent
varies no more than 0.3 units over a range of three orders of magnitude. As explained in
the Appendix (4.13) details in which t-range the log-normal and power-law distributions
are similar.

In experiments it may be difficult to measure high t values in order to observe this
effect, especially if some other noise is affecting the data. Malevergne showed, for exam-
ple, that the upper tail of the city size distribution is Pareto-distributed but for smaller
cities the log-normal distribution gives a better model. In the presented measurements,
the interactivity times are well defined and measurable but still, the upper tail of all the
data shows large fluctuations so that the “drop” to zero is not visible.

Adding friends in online social media can only occur during the time a user is inter-
acting with a service, which leads to a high number of short durations denoting the time
between two consecutive actions. The distribution of durations to add friends follows
a power-law with an exponent of γ = 1.5, whereas the durations to acquire followers is
well described by a log-normal with µ ≈ 10.5 and σ ≈ 2.8. Due to the impossibility of
executing two tasks at the same time, one may claim that a log-normal distribution is a
valid candidate, because it always has an up-going regime from zero on, but features a
tail that follows a power-law distribution over multiple orders of magnitude.

Further on, binning of log-normal distributed data affects the perception of distribu-
tion functions, because the parameter µ shifts towards smaller values, but the parameter
σ of a log-normal distribution does not change through a binning or scaling operation.
In the extreme case, one may only observe the tail, which follows a power-law distribu-
tion with an exponent of γ = 1. Additionally, the fact occurring in any empirical mea-
surement that events with very low probability are possibly not observed leads to the
appearance of the tail of a log-normal as “nearly” a straight line in a log-log plot with an
exponent larger than 1.

Another described concern is that a power-law with an exponent of smaller than 2
has no finite mean. Such a small exponent would indicate that with a small but non zero
probability there is a chance that the time between adding friends will be larger than the
lifetime of an individual. It is shown, however, that a log-normal distribution will con-
verge to 0 faster than a power-law distribution so that extreme inter-activity durations
possess a much smaller probability.

These observations and concerns, discussed for a long time in the literature of city
size and income distributions, give reasons to argue that a log-normal distribution is
fitting the whole data range better than power-laws. As reviewed in Section 4.1.2, simi-
lar probabilistic models produce either power-law distributions or, with minor changes,
log-normals. These minor changes, defined through allowing different transition proba-
bilities in a used Markov model may lead to a log-normal distribution whereas assuming
all transition probabilities to be the same leads to a power-law distribution.

One may conclude: A power-law in empirical data with exponent smaller than 2 can
actually be a log-normal.
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4.1.3. THE LOG-NORMAL RANDOM VARIABLE AND DISTRIBUTION
As shown earlier in 4.2 a log-normal random variable is defined by its probability density
function (pdf) of a log-normal random variable X as

fX (t ) =
exp

[
− (log t−µ)2

2σ2

]
σt

p
2π

(4.9)

with the parameters µ and σ.
The limit σ → 0 reduces to a Dirac delta function at t = eµ, thus limσ→0 fX (t ) =

δ (t −eµ).
Given the mean and variance, the parameters of the log-normal are found as

σ2 = log

(
1+ Var[X ]

(E [X ])2

)
(4.10)

and

µ= logE [X ]− σ2

2
(4.11)

Although E [X ] ≥ 0, one should remark that the parameter µ can be negative. Moreover,
(4.10) and (4.11) shows that the scaled log-normal random variable Y = bX , where b is
a positive real number, has mean σY = σ and µY = µ+ logb. Hence, scaling by a factor
b does not change the parameter σ, which has interesting consequences for binning
and measured data: the unit (e.g. second versus hours) in which the random variable is
measured does not alter the parameter σ, only the parameter µ.

The change of the argument t → eu in fX (t ) leads to

fX
(
eu)= e−µ+

σ2
2

exp

[
− (u−(µ−σ2))2

2σ2

]
σ
p

2π
(4.12)

illustrating that the scaled log-normal pdf eµ−
σ2
2 fX (eu) is a Gaussian pdf N

(
µ′,σ2

)
with

mean µ′ =µ−σ2. The maximum of fX (t ) occurs at t = eµ−σ
2

and equals maxt≥0 fX (t ) =
e−µe

σ2
2

σ
p

2π
, which follows directly from (4.12). Moreover, it is easier to find from (4.12) than

from (4.2) that limu→−∞ fX (eu) = fX (0) = 0 and that f ′
X (0) = 0. This means that any

log-normal starts at t = 0 from zero, increases up to the maximum at t = eµ−σ
2 > 0 after

which it decreases towards zero at t →∞. Thus, the log-normal is bell-shaped, but, in
contrast to the Gaussian, the log-normal pdf is not symmetric around its maximum at

t = eµ−σ
2

and can be seriously skewed.
The expression for the log-normal pdf in (4.2) can be rewritten in a “power law”-like

form as

fX (t ) = e−
µ2

2σ2

σ
p

2π
t−α(t ) (4.13)

where the exponent α (t ) equals

α (t ) = 1+ log t −2µ

2σ2 (4.14)
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which illustrates that a log-normal random variable behaves as a power-law random
variable, provided the last fraction in (4.14) is negligibly small, say ε. The latter happens

when
∣∣∣ log t−2µ

2σ2

∣∣∣< ε. Thus, when t ∈ [e2µ−2σ2ε,e2µ+2σ2ε] , the pdf of a log-normal random

variable is almost indistinguishable from the pdf of a power-law random variable with

α≈ 1. The t-interval [e2µ−2σ2ε,e2µ+2σ2ε] exceeds the maximum eµ−σ
2

of the log-normal
pdf and is clearly longer when σ is larger (as well as the tolerated accuracy ε increases).

Taking the logarithm on both sides of (4.2) shows as well that a log-normal may look
like a straight line.

ln( fX (t )) =− 1

2σ2 ln(t )2 + (
µ

σ2 −1)ln(t )− ln(
p

2πσ)− µ2

2σ2 (4.15)

If σ is large, then the second term ( µ

σ2 −1)ln(t ) dominates, which leads to a straight line
with in a log-log plot, which resembles a power-law with exponent γ = 1. On the other
hand, if σ is small, the first, quadratic term in (4.15) dominates.

4.2. FAKE FOLLOWERS
Human behavior is not the only influence affecting the topology of an OSN. Since the
number of friends or followers became some kind of measure of how “influential” or
popular a person is, companies established how to sell followers or friends in OSNs.
Such companies are typically operating websites which users of various OSNs (Twitter
or Facebook for example) may log in to, using their corresponding login of the OSN.
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Figure 4.12: Example of the ego-centric network of a
free market user.

These follower or friend markets typ-
ically offer two different ways of using
them. Users may chose between free
and paid usage. In case of the free us-
age, a user accepts the terms of usage
and grants permissions to the market op-
erator to post messages with the user’s
account and allows the market to cre-
ate relations towards other users. In
most cases, when having the permission,
the company may use the user’s account
transparently with full functionality. In
return the user receives between 20 to 100
followers (in the case of Twitter).

In the second scenario, a user pays
for a certain amount of followers, usu-
ally around 14$ for 1,000 followers, 70$ for
10,000 or up to 400$ for 100,000 followers. As a customer of a market, the user does not
grant any permissions to the service. This denotes that a customer after paying the mar-
ket just needs to supply the Twitter user name, which is a unique identifier sufficient to
receive followers.

This means that a “free” user is actually at the same time the product of the market,
whereas in most cases a “free” user only receives followers once but the market may con-
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nect the user to others or post messages until access is revoked. Most services therefore
offer to add 1-10 followers per day in order to keep permissions to facilitate the user’s
account.

66288067

630062449

63975282

635915072

48997878

989

5741722

4119741

10350

26934903

17461978
29797128

21774892

16818600

20706622

12687952

15566901

21955058

14515734

14361155

18665800

15131310

372820789

73814986

630068957

14839646

627193519

1078561670

44002510

Figure 4.13: Example of the ego-centric network of a
randomly chosen user.

Stringhini et al. [175] described
economic effects of follower markets,
and found techniques to identify “free”
users of relationship markets by analyz-
ing posted messages. If a person used a
market for free, a tweet written by the user
appears in the timeline, advertising the
used market. Once knowing a set of “free”
users, identifying market customers be-
comes possible because the “free” users
will follow them. This means, if there is
a significant number of free users in the
list of followers of a user, who is not a free
user, chances are quite high that the per-
son bought followers. Also the ratio of

friends to followers tr indicates if a person bought followers, as markets sell batches of
multiple thousands. However for famous personalities it is still possible to have a low
ratio of tr without having “fake” followers. Stringhini et al. [175] did not estimate the
influence onto the friendship network, if markets, or robots employed by the markets,
do connect users to each other, rather than the individuals themselves.

To estimate how the market robots connect user accounts, 20 Twitter accounts with-
out any friends or followers were created, which attended a market as free users. Af-
ter only one day, all accounts received between 50 to 185 followers but the number of
friends per account grew by approximately the same number. Figure 4.12 shows the
directed ego-centric network of a randomly chosen user account that attended in a mar-
ket. Compared to Figure 4.13 showing the directed ego-centric network of a randomly
selected Twitter user, one may observe the difference in the number of nodes and links.

The central nodes in both Figures 4.12 and 4.13 denote the selected ego. Apart from
the size of the selected two networks, they visually appear similar. Both users seem to be
connected to two larger communities, having some acquaintances which are only con-
nected to the ego, but closer visual inspection shows that in the ego-centric network of
the user account attending a marked the left community denotes accounts the ego is fol-
lowing and the right one consists of users that follow the ego. For the randomly selected
node both communities consist of users that nearly equally follow or are followed by the
user.

Figure 4.14 depicts more differences between randomly selected users (green) and
user accounts facilitating a market (red). The figure shows box plots for certain met-
rics, calculated for the ego-centric networks of the aforementioned accounts attending
a market, compared to metrics of randomly selected users.

The boxes from left to right in Figure 4.14 depict the logarithm of the number of
nodes in the ego-centric networks, the logarithm of the number of links, the assorta-
tivity, the density, the diameter, the average path length, the transitivity (the global clus-
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Figure 4.14: Analysis of 20 ego-centric networks of free market users(red) and randomly chosen users(green).

tering coefficient), the girth (the length of the shortest circle), the number of strongly
connected clusters and the reciprocity. The boxes themselves are visualizing the median
of all values by the black line inside the box. The top and lower line of the box denote the
upper (Q3) and lower quartile (Q1) which means 50% of all values lie in the box. Whiskers
denote the lower and upper interquartile range (IQR =Q3−Q1), which are calculated by
Q1 −1.5× IQR and Q3 +1.5× IQR, of the data whereas outliers are plotted as individual
circles.

One observes that the number of nodes in ego-centric networks of market users is
higher, having a smaller variance, which arises from the fact, that all users received a
similar amount of followers and friends which is rather high compared to random twitter
users. The number of links in networks of market users is also higher as market users are
connected to other market users, which are already connected to each other. In terms of
the assortativity, less variance compared to randomly selected users can be seen whereas
the average density of networks of market users is smaller because of the higher num-
ber of users in the friendship network. The diameter for networks of market users is
higher which can be explained by the employed robots connecting user accounts. In a
“real” friendship network friends usually know each other and so do friends of friends
know each other. If a robot connects the useraccounts following the rule that a certain
amount of users should connect to a user account, it would be computationally quite
expensive to connect only pairs of friends. Therefore the assumption seems valid that
users from the market are randomly chosen and connected to the ego, which denotes
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an increment in the diameter (the longest shortest path in a graph). The same effect ex-
plains the shorter average path length for randomly selected users. In terms of the num-
ber of strong components and the reciprocity the “un-social” approach of connecting
user accounts by a robot becomes even more visible. In “real life” friends do reciprocate
a friendship quite often, if the follower is known to them whereas a robot does not con-
sider such link- formation rules. Due to a low number of reciprocated links the number
of strongly connected clusters is higher.

The aforementioned analysis was conducted on 20 randomly chosen accounts and
20 artificially created accounts that used the market. These numbers are rather small
and cannot be used to measure the influence of markets onto the graph of 240 million
nodes (users) of Twitter. As some markets like “hitfollow.info” or “followback.info”, for
example, display the user names of 10 to 20 users who joined their service in the past. By
repeatedly monitoring the service of plusfollower.info, a list of 4,800 Twitter user names
was obtained to further analyze the dynamics of the robots employed by follower mar-
kets. The 4,800 users directly connect to 1.755 million others weakly connected in one
giant component. The number of strongly connected components is 415,539, where the
largest strongly connected component contains 75% of all users. When comparing the
egocentric networks of the 4,800 users of the market to randomly chosen ones the find-
ings are similar as shown in Figure 4.15.
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Figure 4.15: Analysis of 4800 ego-centric networks of free market users(red) compared to randomly chosen
users(green).

From the calculated metrics one may assume that users who joined a market are
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randomly connected to each other in a way which differs from the “natural”, yet not well
understood, way in which a OSN evolves. A comparison of the degree distributions of
the union of ego-centric networks of market and randomly selected users furthermore
depict the influence of market robots onto the friendship network of market users shown
in Figure 4.16(a) and 4.16(b).
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(a) Degree distribution of the union of egocentric
networks of market users. in-degree (red), out-
degree (black)
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Figure 4.16: Degree distribution of the union of egocentric networks of market and randomly chosen users,
in-degree (red), out-degree (black).

The degree distribution of the union of graphs of randomly selected users follows the
“ground truth” presented in Figure 4.1 quite well, whereas the in-degree distribution of
market users deviates quite heavily.

If the assumption, based on the previous analysis, that links are added randomly by
the market robots to accounts of “free” users, the deviation of the degree distribution can
be calculated.

If one considers for simplicity an undirected graph G0(N ,L) with N nodes and L links,
then the degree of a randomly chosen node in G0 is denoted as DG0 . Given a degree
distribution Pr[DG0 = j ], the degree distribution of the graph G after randomly adding
m links is denoted as Pr[D = k]. Adding a link randomly, denotes randomly changing
an element in the adjacency matrix to be one where the probability the position in the
adjacency matrix is already set to one equals

p = m
N (N−1)

2 −L
(4.16)

and the probability a random node has degree k given it’s degree was DG0 = j is

Pr[D = k|DG0 = j ] =
(

N −1− j

k − j

)
pk− j (1−p)N−1−k (4.17)

because N −1− j denote the values of the adjacency matrix having a 0 in the row cor-
responding to the randomly chosen node and k − j are changed to 1 with probability p.



4

100 4. EVOLUTION OF ONLINE SOCIAL NETWORKS

The remaining positions are not changed (with probability 1−p) which leads to

Pr[D = k] = (1−p)N−1−k
N−1∑
j=0

(
N −1− j

k − j

)
pk− j Pr[DG0 = j ] (4.18)

The effects of randomly adding links to the degree distribution of a network that orig-
inally had a scale-free distribution is shown in Figure 4.17.

In Figure 4.16(a) and 4.16(b), the in- and out-degree distribution of randomly se-
lected users follows a power-law convincingly whereas in Figure 4.16(a) the in-degree
distribution deviates. The “lack” of users with an in-degree lower than 100 and the over
representation of users with more than 100 followers shows that the market heavily in-
fluenced the distribution.
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Figure 4.17: Degree distribution of a graph generated
by using Barabási-Albert’s model (black), with ran-
domly added links (colors).

Another interesting fact of market
users, and the reason the in-degree dis-
tribution in Figure 4.16(a) still looks dif-
ferent from the one presented in Figure
4.17, is the game market users are at-
tending in. As it is important for mar-
ket users to have a higher number of fol-
lowers than friends, most individuals fa-
cilitate the market service, but manually
remove friends they are connected to by
the service. This behavior, an interest-
ing game theoretical problem in it self
assuming selfish behavior, may be the
reason for the in-degree distribution de-
picted in Figure 4.16(a), but further re-
search is necessary to prove this assump-

tion.
However, in terms of content propagation, buying followers actually extends the num-

ber of individuals one may “reach” because chances are high, that the ones connected to
a user account by a market would probably never connect to the account by themselves.

4.3. SATURATION EFFECTS
As mentioned before, human behavior is not the only but usually the main driver, affect-
ing the topology of an OSN because automated services may create links and nodes as
well. One may use the well known model of Barabási and Albert [91] to create graphs
having similar topologies compared to social networks. As mentioned by Barabási and
Albert, a power-law degree distribution only appears if preferential attachment occurs
together with a steadily growing network.

In reality though, it may happen that an OSN saturates in terms of the number of
registered users where these will stay active. Such a process, observed for the Dutch
OSN Hyves.nl where the number of links within the network kept on growing because
users befriended others whereas new users did not join the network anymore, states the
reason that certain topological measures deviate from model parameters. Because of
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the lack of “new” users with a low degree, i.e. a small number of friends, a skewed degree
distribution, clearly not very well described by a power-law distribution, as shown in
Figure 4.2(a) on page 81 evolves. The dates users registered to the OSN are depicted in
Figure 4.18 showing that most individuals joined the service between 2008 and 2010.

Having a number of nearly 10.8 million users in 2010 who were mainly Dutch citi-
zens, the OSN saturated because the total number of inhabitants of the Netherlands at
this time was circa. 16 million. However, a high proportion of the users kept on using
the service for more than two years which led to the fact that the network became quite
dense. That means the average number of friends nearly doubled from 85 in 2008 to 177
in 2010. From a graph perspective the growing number of links has an influence on nu-
merous other metrics, like a increasing density, shrinking diameter, average path length
etc.
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Figure 4.18: EDF depicting when users registered
at Hyves.nl, Deviantart.com, Ratebeer.com, Digg.com
and Twitter.com.

When comparing the other OSNs
depicted in Figure 4.18 to the trajec-
tory of Hyves.nl one may observe that
a saturation is not visible. The de-
gree distributions of these OSNs (De-
viantart.com, Ratebeer.com, Digg.com
and Twitter.com) are described by a pow-
erlaw way better as shown in Figure 4.2(b)
on page 81 for Deviantart.com, Figure 4.1
on page 80. For the network of Rate-
beer.com it was not possible to estimate
a degree distribution, because the friend-
ship relations are not publicly available
from the service.

Similar effects are observed for other
OSNs as well. Ugander et al. [3] for ex-
ample, analyzed the friendship graph of Facebook.com, presenting a degree distribu-
tion of Facebook.com in 2011 with a similar shape as the one for Hyves.nl. Backstrom
[176] showed that the average shortest path length between all active Facebook.com
users (≈ 721 million user accounts and ≈ 69 billion friendship relations) was 4.74 which
denotes 3.74 intermediate persons in 2011. Following Milgram’s experiment [1] where
the average number of intermediates was between 4.5 and 5.7 which led to the famous
assumption of the “6 degrees of separation”, Backstrom claims that “the world is even
smaller than expected” [176].

However, as mentioned before and as stated in Lescovec et al.[90] the fact that the av-
erage shortest path length in OSNs becomes shorter is a side effect of a network getting
more dense. The statements by Backstrom that “the world is even smaller than expected”
or conclusions stating that Facebook.com is connecting the world are therefore two-fold.
On one hand, average shortest paths are not really reflecting the true distance between
individuals because the strength of friendships should be considered to find a possible
connection towards an other person. On the other hand it’s not really clear what a dis-
tance > 2 actually means. It is possible that in social environments a distance > 1 already
denotes that it is impossible to reach such a person within a short time. Further research
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is needed to explore the meaning of metrics like the average shortest path length, but
also others, like centrality and betweenness.

A different measure of saturation within OSNs is given through the number of “or-
phan” accounts, i.e. accounts that are not used anymore. If users decide not to use a
certain OSN anymore they usually do not delete their account. In order to estimate if
an account is not used anymore, operators may keep track of the last time a user logged
in. However, as such data usually not available to researchers a stronger definition has
to be taken denoting that an account is considered abandoned if no messages were sent
for a long time and the number of friends and followers are below some threshold. Just
analyzing the number of sent messages in order to identify inactive users would overes-
timate the amount to a large extent because a high fraction of Twitter users (ca. 43%) use
the service merely to receive information (news and advertisements) without ever sub-
mitting a message. This amount also includes a high number of inactive accounts which
can be estimated by analyzing the number of friends and followers. Out of all profiles in
the used dataset 43% never submitted a single message whereas 39% of these accounts
were registered more than half a year ago. Out of these 39%, 25.5% of profiles had no
friends or followers at all, which denotes that at least 9% of all user accounts can be in-
terpreted as “orphan” accounts, given the definition above. Of cause this number does
not include accounts of users that were active once and left the service after some pe-
riod of activity. The identification of users that are not using their account anymore after
being active for a certain time, becomes difficult without knowing if a user is “passively”
using a service.

These “abandoned” profiles account for a biased view when analyzing the network
of an OSN in terms of topological saturation effects because their degree or the position
within the network will not change, especially if the profiles of friends or followers are
also not maintained anymore.

4.4. CHAPTER SUMMARY
In this chapter, the evolution of an online social network is described. The main factor
for growing OSNs is described by activity patterns of users who may create friendship
relations every time they are online. Therefore the duration users need between adding
friends and receiving followers in a directed OSN are analyzed and it is claimed that this
behavior might be well described by a log-normal distributions rather than power-law
distributions. As a power-law is usually fitted to data with a lower and upper bound, the
log-normal distribution approaches the measurements in a wider range without bounds.

Another influence on the topology of OSNs, given though markets which automat-
ically connect users to each other is explained. Users of these markets are randomly
connected to other participating users within short time. Due to the randomness of se-
lected others within the markets, a process which differs from the one standard users
would follow, the usage of markets can be detected by analyzing the degree distribution
of nodes within the social graph. In terms of content propagation these markets might
actually increase the potential of users to spread content, but further research is needed
to quantify this claim.
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TRACING CONTENT PROPAGATION

Users in Online Social Networks (OSNs) are sharing experiences, feelings and opinions
about almost every aspect of life through status updates, direct messages and forum
posts within different platforms. Therefore, one may call users of OSNs social sensors,
because whenever something happens, someone gets sick, a new product is released
etc. users will write about it immediately. This large repository of individual user data
provides new and unique insights. For example by observing and analyzing broadcasted
information, outbreaks of diseases can be detected earlier [28, 177, 178].

Every now and then, some piece of content is more actively passed along among
users and spreads unusually wide, thus going “viral” and becoming an Internet “meme”.
One crucial part is to understand how such memes are formed and how exactly content
makes the transition to “viral” spreading. Therefore a rigorous understanding how mes-
sages spread through an OSN is necessary. Chapter 5.1 explains a method to obtain such
useful data. In Chapter 5.2, the relation towards epidemiological spreading will be drawn
relating to the initially stated question, if “viral” spreading can be modeled by epidemi-
ological methods. In this way, users become “infected” with information if they receive
a message and infect others by forwarding messages. The time, users need in order to
forward information may therefore relate to the spreading time within epidemiological
models which is explained in Chapter 5.3.

5.1. DIFFUSION CASCADES
Messages are in most cases passed along the friendship relations of a particular user
within an OSN. Typically OSNs (like Twitter, Weibo, Facebook, Digg, etc.) automatically
notify the connected acquaintances about posts, status updates, or changes submitted
by a user. The relations between users are directed in many OSNs: if a user A follows
user B’s activity, then B is called A’s friend. From B’s perspective, A is a follower, who
will receive all messages written or forwarded by B. The friendships within Twitter.com
or Digg.com for example, are formed without additional agreement of the friend, which
explains why some users in Twitter have literally millions of followers. On the other hand
it is not possible for users to create links towards followers themselves.
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As already mentioned, content will traverse links in the opposite direction of the
friendship relation. As OSNs are typically observed passively by listening and searching
for content, it is not possible to distinguish whether a user who received some informa-
tion actually read it or not. Therefore, the following assumptions enable the analysis of
content propagation in OSNs using epidemiological models:

1. Common practice [137, 179] is to consider everyone who forwards information as
infected. Users that receive a message without forwarding it are called informed
or exposed.

2. A user may forward each message only once and he will always forward it to all of
his followers at the same time. In many OSNs as well as Twitter, which is the focus
of this section, status updates are automatically sent out and immediately appear
in the inbox of all connected followers. In the case of Twitter, incoming messages
can only be forwarded once through an action called “retweeting”.

3. A person stays informed when he received a message and he cannot receive the
message again. In Twitter, when a user receives multiple identical retweets by his
friends, only the first copy is directly visible in the user interface.

A variety of epidemiological models have been proposed to capture the unique be-
havioral characteristics of a particular contagion. From this class of models, the Susceptible-
I nfected-Removed (SIR) model and its closely related Susceptible-Exposed-I nfected-
Removed (SEIR) model are the most suitable to accurately capture Twitter’s information
diffusion process. A user gets informed by one of his friends, is exposed to the message,
and stays informed. By forwarding the message to his followers, he becomes “removed”,
because it is not possible for him to forward the information again. Therefore, he cannot
become infected or exposed/informed with the same information again.

Certain metrics are used in order to describe epidemiological processes, such as the
basic reproductive number R0, commonly used to quantify the infectiousness of a virus.
It is defined as the expected number of secondary infections an individual is causing
during his entire infectious period given the population around him is susceptible [180].
It will be shown that messages and their subsequent diffusion cascades in Twitter can be
interpreted as viruses having different basic reproductive numbers. A second key metric
in epidemiological models is the transmissibility of a virus [181], which is described as
the probability of a user to infect a neighbor, or in our analysis of Twitter the ratio of
informed followers over the number of infected ones. The transmissibility in the case of
Twitter is very small and close to a constant value.

Apart from epidemiology, epidemic models are widely researched in the fields of so-
cial sciences, physics and mathematics. Although the terminology changes for every
discipline, the basic methods remain similar. A nice overview of the basis of epidemio-
logical theory and its connection towards graph theory and different network types can
be found in Keeling and Eames [182].

Most widely researched epidemic models are the SIR and Susceptible-Infectious-
Susceptible (SIS) models. In the SIR model, every node of the graph can be in one of
the following three states:
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• Susceptible: the node is healthy and can be infected,

• I nfective: the node is infected and can pass the disease on to its neighbors with an
infection rate β,

• Removed: the node was infected, spread the infection on, cured with rate δ and is
removed from the population.

In the SIS model, the first two states are the same as in SIR but an infective node may
become susceptible again with a curing rate δ. This means that it can be infected with
the same virus multiple times.

Two basic assumptions are usually taken in these mathematical models:

1. The distribution of infection times tr , during which a node is infectious, is expo-
nentially distributed to allow the use of Markov theory.

2. The network of nodes is homogeneous: each node is infected with a same strength
given by a rate β and cured with a curing rate δ.

One of the most interesting questions is about the existence and the value of an epi-
demic threshold. In every disease or spreading process this threshold describes how an
epidemic will develop i.e., if it will explode or die out. In viral marketing the epidemic
threshold describes that a message having a smaller infection rate than the threshold
will not spread very far whereas one above the threshold could reach a high number of
individuals.

Pastor-Satorras and Vespignani [183] analyzed data from computer virus epidemics
by using the SIS spreading process in scale free networks. Together with Boguñá [184],
they claimed that a scale free network has no epidemic threshold if the number of nodes
goes to infinity. In simulations where initially half of the nodes in a network were in-
fected, a steady-state is established after a few iterations of the spreading process. In this
state a constant average density of infected nodes was found that scaled with the effec-

tive spreading rate τ = β
δ , which means in return that even for a very small τ, the virus

may survive a long time in the network.
Newman [185] describes solutions for the SIR model. He claims that the assumption

of a random network as basis for the spreading process is rather unrealistic because large
scale computer networks like the Internet are assumed to have a scale-free structure as
well as human contact networks or OSNs. Another assumption considered unrealistic by
Newman is that all individuals have the same probability of infecting a neighbor and stay
infected for the same time. His main observation is that the SIR process is equivalent to
generalized bond percolation processes where nodes can be seen as points in a network
and the chance to infect a neighbor is given by the uniform probability a link towards a
neighbor exists [186]. Newman defines the transmissibility T (in the range of 0 ≤ T ≤ 1)
as the probability a susceptible person will be infected by an infected neighbor. The scale
free networks used during simulations are modeled by a truncated power-law with the
following degree distribution.

Pk [D = k] =
{

C k−αe−k/κ, if k ≥ 1

0, else
(5.1)
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The degree distribution function (5.1) can model a power-law as well as an exponential
distribution, where C is a normalization constant, α and κ are also constants. When
simulating virus spreads on networks with degree distributions (5.1), Newman shows
that an epidemic threshold exists. This threshold is significantly lower compared to the
one predicted for random networks. If the degree distribution of a network follows a pure
power-law then he claimed that an epidemic transition exists only for a small range of
exponentsα. If the exponent is in the range of 3 <α< 3.4788, the model has an epidemic
transition. However, if the degree distribution is not a pure power-law but exhibit small
changes like a cut in the tail, there will always be an epidemic transition at finite T .

Vazques et al. [187] analyzed the impact of non-Poissonian activity patterns on spread-
ing processes by looking at data about email worms. The spreading process was defined
by the SI-model. They observed that the response time to forward an email is a heavily
tailed distribution which can be fitted by a power-law with an exponent of α = 1. This
means that the average time a virus “lives”, compared to the standard model assuming a
Poissonian process, takes 25 times longer.

Iribarren and Moro [137] analyzed data of a viral campaign of IBM in which emails
were forwarded between persons. Approximately 31,000 individuals attended the ex-
periment. The cascades formed by tracing emails are described by tree structures: the
longest tree had a depth of 8 hops, containing 146 email accounts whereas the smallest
ones contained only 2 individuals. Interestingly, the number of emails sent to already
informed individuals was less than 1%, leading to a large number of trees describing the
process. Due to this relatively small number of “back” links, the percolation process can
be modeled by an Bellman-Harris branching process [188]. Bellman and Harris [188]
described a process in which a node, “born” at time t0 branches out into n nodes at
time t1 > t0 with probability pn . This process is non-linear in contrast to the linearity of
Markov processes. By analyzing how messages were forwarded by the attendees of the
campaign Iribarren and Moro observed that the infection times are actually log-normal
distributed. As infection times are usually assumed to be exponentially distributed, this
finding contradicts the assumption that information spreads in the Internet very fast.

Doerr et al. [143] observed that the infection time is actually distributed as the con-
volution of two log-normally distributed processes. This means that the time of two
consecutive actions of forwarding is based on two processes called the observation and
reaction time. In terms of epidemic models this translates in the SEIR model to the time
a node is Exposed and the time it is I nfectious. As it seems to be unclear whether a
power-law or a log-normal distribution actually fits measured data of the reaction time,
research on how these two distributions are connected can be found in [146, 163, 164].

In a second paper, Iribarren and Moro [189] describe that although there is a low-
ered epidemic threshold, still most rumors, innovations or marketing messages do not
reach a significant part of the population. One reason is the value of information which,
if perceived as low is not transmitted further. Another reason could lie in the dynamics
of human behavior. Again the Bellman-Harris branching process was used to model re-
sults from a large word-of-mouth experiment where users recommended a newsletter to
their friends with the chance of being rewarded. The data showed a small number of tri-
angles in the propagation patterns which means the process can be visualized again by
tree structures. It is claimed that the response of human activity towards a certain task
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cannot be described by homogeneous models: they found that a very small part of all
individuals (2%) has a significantly higher spreading rate than all other nodes in the net-
work, which is also observed by Doerr et al. [34]. Irribarren and Moro further describe
that the infection time is not exponentially distributed which means that Markovian the-
ory is not applicable.

Van Mieghem et al. [190] use Markov theory to model SIS virus spread in networks.
Since there is an absorbing state, the steady-state for any finite graph will be this overall-
healthy state. However, also a metastable state of a Markov chain exists above the epi-
demic threshold. In the NIMEA (N-intertwined mean-field approximation), the epi-
demic threshold is given through 1

λ1
as the reciprocal of the largest eigenvalue of the

adjacency matrix A of the network:

max(
√

dmax ,E [D]

√
1+ V ar [D]

E [D]2 ) ≤λ1 ≤ dmax (5.2)

As the largest eigenvalue is never smaller than the average degree of the network, any
finite network including scale free networks has an epidemic threshold and is not as
vulnerable to viruses as expected. Moreover, the mean-field epidemic threshold tc = 1

λ1
is shown to be a lower bound in SIS and SIR epidemics in networks [191].

“Tweets” in Twitter, appear on the user’s personal status page in chronological order
These tweets are by default visible to the general public, unless a user marked his profile
to be private, and can be retrieved when performing a general search query on Twitter.
All status updates of a user are shown in the interface of each of his followers. This in-
terface also lists replies to a message, the number of retweets (i.e. the number of users
that forwarded the message to their respective followers), as well as a favorites counter
indicating how many users marked the message as one they like.

Through the “sample stream" interface of Twitter, a random sample of 1% of all mes-
sages written within Twitter can be obtained. Starting from this initial, systematic sam-
ple, Twitter’s search API was used to retrieve all potential retweets of a message.Through
searching its possible to find every tweet written in Twitter, except for messages marked
as private.

For the scope of this thesis, the epidemic spread of content across friendship net-
works, the data acquisition process was limited to include only messages “traveling”
along friendship relations, eliminating messages containing news or advertisements,
content broadcasted by newspapers, radio and TV programs. By filtering for tweets ref-
erencing a service called Twitpic, a service provided by Twitter to include and reference
images in tweets, a commercial influence is minimized because images submitted to
Twitpic are mainly photos taken by users with their smart-phones which are not pub-
lished or advertised elsewhere. Twitter is then facilitated to publish a message contain-
ing a short text about the image and a hyperlink linking to the picture hosted by Twitpic.
Twitpic itself uses only Twitter user accounts and holds no social (friendship) relations
itself.

Over the course of one month 20,493,701 tweets referencing 8,181,998 different Twit-
pic images were observed. Out of those messages, roughly 1.7 million were retweeted
at least once and 11.5 million messages were not forwarded at all. Figure 5.1 shows
the distribution of how often the messages have been forwarded. The data is fitted by
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a power-law with an exponent γ = 2.12. The most forwarded message in the dataset
with 27,980 retweets contained a reference towards a still image taken from a popular
teenager movie. To overlay the information spread with the social graph of Twitter.com,
additionally the names of all followers of the 2.7 million users in the dataset were col-
lected. The used dataset in this analysis is therefore given by approx. 284 million users
and their 5.4 billion friendship relations.
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Figure 5.1: Distribution of the number of retweets.
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Figure 5.2: Randomly picked example of propagation
trees.

The retweets of users can be assem-
bled into individual trees, each describ-
ing the flow of one particular piece of in-
formation, together forming a forest of in-
formation diffusion across the microblog.
Figures 5.2 and 5.3 show exemplary prop-
agation trees from the analyzed dataset.
The followers that forwarded the mes-
sage are represented in green. The links
are labeled with the time difference be-
tween receiving and forwarding the mes-
sage. Only users that forwarded the mes-
sage are included in the plot. As Twitter
does not directly provide a trace of mes-
sage propagation via its API, the trees are
reconstructed from the set of individu-
ally observed retweets using the follow-
ing algorithm which resembles the way
Retweet trees were constructed in Kwak et

al. [192]:
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1. Tweets contain the unique username of the (retweeting) person and the username
of the originator of the tweet, as well as a timestamp. Therefore, one does not
directly know who informed a person.

2. In order to analyze which user was “infected” by whom, the friendship graph is
used. All retweets of a message were ordered chronologically and it was checked if
the person who retweeted is in the list of followers of the originator.

3. If the user who retweeted is a follower, then these two persons were connected.

4. If the user who was retweeting a message is not a follower of the originator then
he must be a follower of a follower etc. or he was “activated” by factors, external to
the friendship network.
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Figure 5.3: Randomly picked example of
propagation trees.

As users may follow a person who retweeted
and the originator at the same time, the third as-
sumption could in principle lead to ambiguous re-
construction scenarios, if not for the specific be-
havior of the Twitter notification system. This can
be demonstrated using a scenario of four test ac-
counts. Consider the friendship graph between
four users as depicted in Figure 5.4, where user 1
and 2 follow user 0 who was the originator of a
message. The accounts 1 and 2 are informed by
the Twitter interface that 0 wrote a message. In addition, suppose that user 2 is followed
by both user 1 and user 3. After receiving the message from 0, 2 may retweet it and 3’s
interface will now list the original message from 0 as well as the information that 2 for-
warded the status.

0 1

2

3

Figure 5.4: The friendship graph of 4 test ac-
counts on Twitter.

However, the interface of user 1 will still only
show that the user 0 wrote the message, even
though it was additionally forwarded by a second
friend of his. Only if there is no direct connection
to the originator of the message, like in the case of
user 3, contextual information such as “retweeted
by 2” is given through the user interface. In prac-
tice, this means that during the reconstruction of
the information diffusion trees, the trigger for a
retweet must be attributed to the highest common
ancestor in the tree as subsequent duplicate noti-
fications would not have been visible in the user
interface, thereby eliminating this potential ambi-
guity.

To further demonstrate that a user in Twitter does not know how many of his friends
already forwarded the message one may calculate if the number of friends who for-
warded the message (and could have informed the user) has an influence on the proba-
bility to forward a message. In a real life epidemics this would translate to the probability
an individual is infected given more of his friends are already infected.
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Figure 5.5: Probability to forward (retweet) a message given the number of “infected" neighbors.

Figure 5.5 depicts the marginal influence of the number of friends that retweeted
a message on those that forward a tweet. Therefore one may conclude that Twitter’s
notification system, which is not informing about the number of friends that forwarded
the message, is the main trigger used by individuals. This assumption is based on the
fact that in different networks an effect of dependency can be observed. A few examples
are:

• In real life, the more friends of a healthy person are infected by a contagious dis-
ease, the higher the probability the person gets infected.

• When buying new products most people tend to buy the items already owned by a
number of friends [193].

• In online social news aggregators users tend to vote and read the stories, friends
already read or voted [61].

A forest containing 1,713,624 trees having at least two nodes (a seed and one for-
warding node) and 11.5 million seeds without any retweet within the observation pe-
riod, each describing how one message was propagated, was constructed. The largest
tree had 27,980 nodes and the deepest tree has a depth of 126 levels. The number of
created trees provides a forest that allows to analyze the parameters of epidemiological
processes.

5.2. A FOREST OF TWITTER CASCADES
The created forest of trees captures the process of content propagation of each individual
message in Twitter. In the following, the epidemiological diffusion process of informa-
tion using branching processes, starting from the most basic spreading process towards
time-dependent propagation will be analyzed.
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5.2.1. CASCADES DESCRIBED BY BASIC STOCHASTIC BRANCHING PROCESSES
The simplest possible view on viral spread is to ignore all contextual information about
the propagation, such as the time it takes users to react to an incoming tweet, and only
focus on the persons affected and involved in forwarding a particular piece of content.
This most basic case of information diffusion is captured by the Galton-Watson branch-
ing process [194], originally intended to analyze the extinction of family names. Given
that parents pass their family name only on to their sons, the process solves the size of
the “infected” population (i.e. the number of families with a particular name) Xn after
n iterations as Xn+1 = ∑Xn

j=1 ξ
(n)
j . The probability for a family name to become extinct

depends on ξ: clearly, for n →∞ the probability of extinction will be one if E [ξ1] ≤ 1 and
less than one if E [ξ1] > 1.

In the scenario of information propagation, E [ξ1] translates to the average number
of infected neighbors who retweet a particular piece of content. Called the basic repro-
duction number R0 in epidemics, it determines whether a contagious outbreak will die
out (R0 < 1) or spread (R0 > 1). Another way of defining a continuous branching process
is via the probability to infect a neighbor, called transmissibility [181].

Figure 5.6 shows the number of followers that retweeted a message versus the num-
ber of followers of users. Although a slightly positive trend can be observed in the plot
(having a Pearson correlation of 0.35), a linear fit suggests that the slope is 9.56e−5 which
is very low. The ratio of the number of activated neighbors to the total number of follow-
ers defines the percentage of activated followers (transmissibility), which varies between
1 and 3% with an average of 1.8%.

Figure 5.6: The number of followers that retweeted a message versus the total number of followers.

This low spreading ratio on Twitter is not surprising, as it has also been found in
other OSNs: As reported by Doerr et al. [34] for the case of the social media aggrega-
tor Digg.com, only 2% of followers vote and thereby spread incoming recommendations
from their friends. In contrast to Twitter, Digg users are able to see both the total number
of users spreading a story as well as a full list of users and their friends doing so, which
leads to a proportional amplification of a user’s likelihood to follow suit described by Van
Mieghem et al. [163]. This effect however requires a significant quantity of simultaneous
triggers from within the friendship network to be robustly detectable shown by Doerr et
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al. [61], which was typically not the case in the diffusion cascades on Twitter.
The observation of almost a constant infection probability strengthens the applica-

bility of epidemiological models, as the basic SI R and SI S models assume a constant
spreading rate, drawn from an exponential distribution, for every node in the network.
As the relation to the so called epidemic threshold is not directly given by the aforemen-
tioned probabilities, the basic reproduction number R0 given by the average number of
infected neighbors for all messages can be calculated. It is found to be on average 0.9 in
our dataset. Being smaller than one denotes that most Twitter messages, even if they are
retweeted at least once, it will not reach a high proportion of users and become viral. This
explains why only occasionally tweets gain sufficient critical mass to escape the Twitter
ecosystem to become an Internet meme on their own or gain collective attention. Fig-
ure 5.7 shows the histogram of the basic reproduction numbers for all messages in our
dataset in which every message can be interpreted as a virus of its own. The largest 20
values in terms of the basic reproduction number were between 7 and 40. For compari-
son, table 5.1 lists the basic reproduction numbers of a number of well-known infectious
diseases [180], which do not die out and continuously resurface.

Disease R0

Measles 11−18
Pertussis 10−18
Mumps 7−14
Chicken pox 7−8
Scarlet fever 5−8
Diphtheria 4−5
Immunodeficiency virus 2−10

Table 5.1: R0 Values of well known infectious diseases.

The basic reproduction numbers of tweets are estimated by taking only the first and
second hop nodes in the propagation tree of a message, counting the average number
of infected nodes one and two level below the spreader as suggested in Rothman et al.
[195]. The relation of the lower bound of the epidemic threshold towards the transmis-
sibility is given through the largest eigenvalue λ1 of a network described in [190]. The
lower bound is shown to be 1

λ1
. However, as the whole network of Twitter is too large,

the lower bound can be approximated by the average number of followers which is 763
and the fact, that λ1 will be larger than this number. Therefore the lower bound of the
epidemic threshold is given by 1

763 ≈ 0.00131.

5.2.2. CASCADES DESCRIBED BY AGE-DEPENDENT STOCHASTIC BRANCH-
ING

As discussed earlier, the Galton-Watson process is only a very fundamental approxima-
tion of the observed process. As every user needs time to infect his neighbors (by visit-
ing the Twitter website, reading and reacting to incoming messages) and the spreading
process dies out after a level of hops, the Bellman-Harris branching process provides a
more realistic approximation [188]. The process describes an age-dependent stochastic
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Figure 5.7: Histogram of the number of Tweets with a given basic reproductive number in our dataset of ca. 1.7
million messages.

branching process, where a node is split into n nodes at time t > 0 with probability pn ,
under the assumption that the time to split is independent from the time of creation and
the number of existing nodes.

Consequently, the time for an exposed user to infect his followers was analyzed. In
order to apply Markov theory, this distribution should follow an exponential distribu-
tion. However as mentioned earlier, Vasquez et al. [187] found power-law distributions
with an exponent close to γ = 1 for email worms and Iribarren and Moro [137] mea-
sured a log-normal distribution for the infection time. Similar values were found for the
propagation cascades in Twitter, as shown in Figure 5.8. Here the fitted log-normal dis-
tribution has similar values as the ones found by Iribarren and Moro [137] who fitted
their data with a log-normal with µ = 5.5 and σ2 = 4.5. However, the fit does not cover
the whole range of the distribution. The reason lies in the fact that the time between
two retweets was measured. This means that the measured data consists of the sum of
the two distributions in the SEIR model of being exposed and infected. In terms of the
action of forwarding, a follower who is susceptible becomes exposed once he receives a
message. As a user needs some time to observe a message (read it), he is not infectious
for this time-span. After reading the message the individual becomes infectious and may
take some time to decide if and when to retweet.

The fitted distributions in Figure 5.8 approximate the data quite well which is note-
worthy as Twitter and email communication (as in the viral campaign of IBM analyzed
by Iribarren and Moro [137]) are technically quite different. In Twitter, once a person
writes a new message, all followers are informed, whereas in an email one chooses who
to inform. In addition, email communication one could actually forward information to
peers at different times. In epidemiological terms this difference can be modeled, us-
ing an infection rate and a curing rate drawn from exponential distributions. In Twitter,
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Figure 5.8: Distribution of durations until first hop retweet.

once the information is forwarded to all neighbors, the node gets removed immediately
because it cannot get infected again with the same message.

The distribution of the depth of all trees, shown in figure 5.9, is well fitted by a power-
law. In contrast, Figure 5.10 shows the distribution of nodes per level in the trees.
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Figure 5.9: Distribution of the depth of all propagation trees.

In order to understand the distribution of the depth of trees, simulations were en-
forced in which undirected random (Erdős Rényi [196]) graphs with a size of 10,000
nodes were generated with different link connection probabilities between 0.001 and
0.01 in steps of 0.0001.
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In every graph, a random seed node
was selected to spread a message with
given probabilities to infect the neigh-
bors, between 0.05 and 0.3 in steps of
0.05. By keeping a list of infected and re-
moved nodes, the spreading process was
repeated until all infected nodes were re-
moved. This means initially only a ran-
domly selected seed node was infected,
which spread to it’s neighbors based on
the infection probability and the proce-
dure was repeated until no spreading is
possible anymore. Additionally, the spreading process within one graph was repeated
10,000 times for all possible starting nodes.

The Figures 5.11(a) and 5.11(b) suggest that the fraction st of the link density pG of
the graph to the transmissibility (infection probability) t , st = pG

t denotes the shape of
the resulting distribution.
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Figure 5.11: PDF of the depth of simulated trees.

As the spreading process is related to a discovery process along the graph, the total
number of informed users per level in the tree, shown in Figure 5.12, follows a saturation
curve.

The saturation effect occurs, on average, when approximately 450,000 users are in-
formed, whereas the highest number of informed users is about 1.2 million. Given the
self-reported size of Twitter at 241 million users [197], this saturation emerges surpris-
ingly early on. Hypothetical explanations are:

1. Twitter consists of multiple communities that may overlap each other. As Twitter is
used by people all over the world those communities are based on diverse spoken
languages, the geographic location of users as well as different interests of users.

2. Timing issues related to the activity users and the probability that two friends are
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Figure 5.12: The average, maximum and minimum number of total informed users per level of trees.

online at the same time in order to forward the information may play a major role
as found in Tang et al. [77]and shown before in section 3.4.

3. The directionality of the Twitter network might be a reason which increases the
possible path length or may even lead to disconnected strong components.

5.3. INFECTION DURATION
The analysis of the observed temporal distributions of online human activity data such
as the inter-arrival and forwarding times of email [137], the propagation time of mi-
croblog posts [198] or telephony holding times [158], have commonly been approached
similar with the techniques established in topological network analysis, for example the
approximation by power-law distributions. The applicability of fitting temporal behav-
ioral data by a power-law has however been questioned [141, 142] and bears a number of
complications. First, the approximation through a power-law primarily concentrates on
the fat tail leaving the lower part of the observations unconsidered and provides no ap-
proximation or an over-estimation of the frequency of low values within the distribution
(see the example fit in Figure 5.13).

Second, the relatively low power-law exponents found on temporal data militates
against the presence of preferential attachment [199]. Third, while the process of prefer-
ential attachment provides an explanation for a scale-free degree distribution [91], this
model cannot serve as a basis for and therefore does not provide any insight into the
creation of propagation time distributions. There exists to this date no theoretical model
able to explain the observed traces of online human behavior. In this analysis, a working
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Figure 5.13: The tail of the probability distribution of the inter-arrival time T of retweets on the microblog
Twitter.com, here tweets reporting the death of Steve Jobs, can be approximated by a power-law, the entire
distribution of tweets is however better fitted by a convolution of log-normals.

hypothesis to explain the generation of this data will be put forward.
Log-normal distributions [200] have frequently been associated with human behav-

ior, such as the time to complete tasks, duration of strikes, income frequencies, epidemic
incubation times or marriage age [146, 154, 155]. Additional, the cumulative behaviors
of many individuals interacting with each other has also been demonstrated to result in
a log-normal distribution, one theoretical explanation being given for example by the
law of proportionate effect [163, 166].

There are a few general processes that lead to a log-normal random variable. A log-
normal random variable is defined [23] as Y = e X , where X is a Gaussian or normal ran-
dom variable. The corresponding probability density function of the log-normal random
variable Y is:

fY (t ) =
exp

[
− (log t−µ)2

2σ2

]
p

2πσt
(5.3)

While a normal distribution describes well-behaved events, characterized by a mean and
a standard deviation, such as the height of men and the temperature at noon in summer,
the log-normal distribution exponentially blows up the relatively controlled deviations
around the mean. Second, as a consequence of the Central Limit Theorem (CLT), the
product of n independent identically distributed (i.i.d.) random variables tends for large
n to a log-normal distribution for a sum of the logarithms of i.i.d. random variables.
Slightly more general multiplicative processes (under certain conditions), such as the
law of proportionate effect and geometric Brownian motion, give rise to log-normal be-
havior. Third, Marlow [201] demonstrates that, if a properly scaled sum of n random
variables tends to a normal distribution N (0,1) for large n, the logarithm of the sum (also
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properly scaled) also tends to N (0,1). In other words, both the scaled sum and the scaled
logarithm of the sum converge to a same Gaussian N (0,1), though at different rate. Yet
differently stated, if the scaled sum of random variables tends to a Gaussian (by virtue
of the CLT), then that same sum, though differently scaled, tends to a log-normal. Mar-
low’s theorem proves the observation in radio communication that a sum of log-normal
random variables also tends to a log-normal. These limit laws illustrate why log-normals
may appear relatively frequently.

5.3.1. THE DISTRIBUTION OF THE SPREADING TIME T
In order to spread information, such as forwarding a message or news item on a social
media platform, three consecutive processes take place as shown in Figure 5.14: First, af-
ter an e-mail, tweet or message has been sent by a person, the information is processed
and physically copied across the network of servers of the large social media sites and is
delivered into the inboxes and queues of the receiving users where they compete for the
user’s attention [5]. This first action requires Dn time units, called the network propaga-
tion time. Second, users have to become aware of the content, for example by logging
into the platform. The time between delivery and observation is denoted as the observa-
tion time Do . Third, users decide to actively spread the information, for example through
actions such as “retweets", “likes", “diggs", thereby effectively forwarding the message to
their connected friends and/or followers. The time between observation and passing a
message is the reaction time Dr . The overall person-to-person forwarding time T is the
sum of these three time components: T = Dn +Do +Dr .

In the following discussion time measurements from the microblog service Twitter
and the (former) social news aggregator Digg.com are used to explore the spread of in-
formation on online social media. For the case of Twitter one may measure T as the time
to forward (“retweet") messages by the followers of tweet originators, on Digg.com T is
denoted as the time between a user’s recommendation (called a “digg") and the result-
ing diggs of a person’s followers. For both these services, users see a summary of their
friends’ activities after visiting and logging into the website [61], and are presented with
the opportunity to “retweet" or “digg" next to a particular piece of information.

Dn Do Dr

T
time

tweet is 
sent

delivered 
to inbox

seen by 
user forwarded

Figure 5.14: The three components of network processing, user observation and user reaction time together
form the measured inter-arrival time T.

Measurements of the network time Dn indicated that Dn is about two orders of mag-
nitude smaller than the observation and reaction times. The network effect can therefore
be neglected and the overall person-to-person forwarding time can be approximated by
T ≈ Dr +Do . Hence, T is, to a good approximation, determined by the habits and behav-
iors of the human participants.
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As follows, two basic hypotheses are used:

1. The random variable Dr is independent of Do , i.e. the time to react to a message
does not depend on the observation time, which allows the probability density
function of T = Do +Dr to be expressed as a convolution of those of Do and Dr :

fDo+Dr (t ) = fDo (t )∗ fDr (t ) (5.4)

=
∫ ∞

−∞
fDo (x) fDr (t −x)d x (5.5)

2. The hypothesis is based on previous findings ([137, 149, 154] that the observa-

tion and reaction times are log-normally distributed, Do
d∼ log n(µo ,σo) and Dr

d∼
log n(µr ,σr ), so that with (5.3),

fDo+Dr (t ) = 1

2πσoσr

∫ t

0

e
− (log (t−x)−µo )2

2σ2
o e

− (l og (x)−µr )2

2σ2
r

(t −x)x
d x (5.6)

A maximum-likelihood estimation parameters of (µo ,σo) and (µr ,σr ) for the mea-
sured spreading times on Twitter and Digg indeed generates a very good fit of the exper-
imental data based on the two log-normally distributed time distributions.
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Figure 5.15: Distribution of spreading times on Twitter.

Figure 5.15 and 5.16 depict the experimental data and the maximum-likelihood fit of
fDo+Dr (t ) for the retweet time on Twitter and upvoting time on Digg respectively. The
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Figure 5.16: Distribution of spreading times on Digg.

figure insets show the underlying log-normal distributions. The ML-fit is based on a log-
squared error function which provides comparable attention to the entire distribution
and does not overemphasize its tail, as discussed in [202]. The ML-fits are conducted
using a set of 20.5 million tweets and 310 million diggs.

As the convolution is based on four variables, one would assume that a broad range
of data could be fitted with a four-parameter function. It should be noted that the convo-
lution of a wide and narrow log-normal distribution is highly sensitive and only a combi-
nation of very small parameter ranges results in a good match with the observed Twitter
data. Figure 5.17(a)-(d) depicts a mapping of all evaluated parameter combinations in
the 4-dimensional fit optimization into four individual plots. The parameter combina-
tions performing within 5% of the optimum are color-coded in yellow to red based on the
goodness of fit and depicted in this color across all subfigures to be able to re-identify
a particular scenario across the plots. As can be seen in Figures 5.17(a) and (b), even
small variations of µ1,σ1 have a profound impact on the fit with a sub-exponential slope
around the optimum, variations in µ2,σ2 (Figures 5.17(c) and (d)) have an attenuated
but still significant impact as this distribution is very broad and mainly responsible for
the tail of the convolution. As a result, only a few parameter combinations in a narrow
region of each parameter space result in a good quality fit of the data, moving out of the
optimum in any of the four dimensions significantly degrades the goodness of the fit.

Similar patterns can be found across independent data measurements. Figure 5.13
shows analogously to figure 5.15 the distribution of retweet times for the spread of the
news that the CEO of Apple has died. Although this propagation is different from regu-



5.3. INFECTION DURATION

5

121

Figure 5.17: Fit error of the log-normal fit.

lar Twitter conversations shown in Figure 5.15 in that most participants were likely trig-
gered by external sources (traditional media coverage) and the high timely relevance of
this news let the content spread an order of magnitude faster than for un-influenced
retweets, the same process of two convoluted log-normal distributions fits the observed
data well.

The accuracy and the high sensitivity of the fit leads to the conclusion that the two
assumptions (independence and log-normal distribution of the time components Do

and Dr ) are realistic.

5.3.2. IDENTIFYING OBSERVATION AND REACTION TIME

As a convolution of two functions is commutative, f ∗ g = g ∗ f , it is not possible at this
point to identify which of the two log-normal distributions describes observation and
reaction time respectively. This section will therefore use empirical data from Digg.com
and Twitter to make this differentiation. As directly obtaining measurements to assess
the observation and reaction time is not feasible, these times will be indirectly inferred
by monitoring a particular web site, and determine from the publicly visible record of
status updates, friend requests or comments when a person is active or not.

For the the differentiation in the case of Digg.com, data is utilized on the times that
their registered users upvoted or commented on a story published within the social news
aggregator that until the sale of Digg.com in July 2012 could be publicly downloaded via
its API. From this timestamped record of 310 million individual upvotes, the approxi-
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mate coherent time periods a particular user is active on the website and thereby may
spread information (Figure 5.18) was reconstructed. As the epidemic spread of informa-
tion assumes the diffusion along social relationships, this simple view was augmented
through information about the unidirectional follower and bi-directional friendship re-
lations (i.e. reciprocal following) that users are forming on the Digg network. When
“following” a user, the follower receives notifications about the other person’s activities
with the possibility to upvote and thereby spread the information in turn to his own fol-
lowers and friends. The observation time in an epidemic spreading process across these
social relationships is the time between a particular user has upvoted a news item, and
this recommendation will be displayed on the follower’s user interface on his next login
on the website. The reaction time equals the interval between the notification and the
receiver’s upvote (if applicable).

Approximation of activity periods of user on website
User votes or comments on the website

Figure 5.18: The record of a user’s votes on the Digg.com website, each indicated by a dot on the timeline,
provides a lower bound estimation of the user’s presence on the website, as well as an upper bound on this
user’s observation times, exemplary for four consecutive days in September 2006.

Since the public record of diggs and comments does not directly list the instances a
user has consulted his inbox to see the incoming notifications during a particular visit
on the website, this monitoring procedure will only create a general bound of the obser-
vation and reaction times (see Figure 5.19). As the notification page is only visible after
a login (and the login event must have been completed by the time the first digg was
observed), the time between the original digg and the approximated login time of the
follower will be lower bound of the observation time, provided that a particular person
could have checked the incoming recommendations at any time point after the login.

time
upper bound reaction time

lower bound observation time

fo
llo
w
s

predicted login event

predicted login event

Figure 5.19: A lower bound estimate of the observation
time and an upper bound of the user’s reaction times
can be determined when augmenting the voting be-
havior with the friendship network.

Correspondingly, the time between the
login event and the person’s own digg will
therefore be an upper bound of the re-
action time, as the notification triggering
the digg could have been read anytime
between the login and the actual action.
The same approach is followed in case of
Twitter, where the timestamps of tweets
will be used to establish an estimate on
when a user is present on the social net-
work, leading upper and lower bounds
of reaction and observation time respec-

tively.

The analysis of the experimental data shows that both lower and upper bound of ob-
servation and reaction time are following a log-normal distribution, thereby confirming
our initial hypotheses for the spreading time T . Table 5.2 list the ML-fit based on (5.6)
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against the experimentally obtained parameters of the underlying distributions. The
two distributions from the maximum-likelihood fits also line up on the correct side and
neighborhood of the empirical lower and upper bounds, thereby making it possible to
identify µ1,σ1 as the reaction time, and µ2,σ2 as the observation time. The measured
and fitted observation time parameters µo , σo match well those predicted from our ear-
lier maximum-likelihood fit. The mean of the measured reaction time also falls within
the expected interval, between 0 and the computed upper bound, although the bound is
less tight.

Table 5.2: Comparison of observation and reaction times of ML-fit and derived bounds from Digg and Twitter
dataset.

Digg Twitter

Measurement µ σ µ σ

Log-normal Do (ML-Fit) 10.2 2.3 5.6 3.1

Lower Bound of Observation Time 9.48 2.75 5.5 2.9

Log-normal Dr (ML-Fit) 2.1 0.71 3.7 0.8

Upper Bound of Reaction Time 6.26 2.02 6.92 1.32

5.3.3. DISCUSSION

The hypothesis analysis and the experimental data point to log-normal distributions as
an explanation of the temporal distributions observed in epidemic spreading online.
This finding is not per se surprising as log-normal distributions have for a long time
been observed in and connected to human behavior, which is driving the spread of in-
formation and innovation online.

The analogue to the reaction time Dr is, for example, in classical epidemiology re-
ferred to as the incubation period. This incubation time in epidemic processes between
the infection of an individual and the first symptoms or active transmission of the dis-
ease is frequently found to adhere to a log-normal distribution, for example in the cases
of chicken pox, hepatitis, or salmonellosis [146, 150]. In an overview of incubation peri-
ods of 86 diseases, Nishiura concludes that 70.9% can be accepted as log-normal at a 5%
level of significance [149].

Similar log-normal patterns have been discovered across domains for the equivalent
of the observation time Do . Barcelo [158] reports the channel holding time on cellular
networks, the duration of calls and thus the time of the transmission process to be log-
normally distributed.

This general notion of the log-normally distributed duration of human activities and
associated spreading tasks are also repeatedly found across other domains, for example
in the duration of strikes [155] or the time to complete tasks on a test [154]. This same
pattern seems to extend into the online domain for spreading times, for example in the
response times of viral marketing campaigns as reported by Iribarren and Moro [137].
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The log-normal distribution regularly appears in the broader context of universal hu-
man activities and behavior. When tracing the mobility of cell phone handsets, Barcelo
and Jordan [158] find that the time a person stays at a certain location (and is associated
with a particular cell phone cell) also follows a log-normal distribution, which at near
100% penetration in many countries can be seen as a good proxy to measure human
mobility. Radicchi, Fortunato and Castellano [162] for example report that the citation
counts of academic articles universally follows a log-normal distribution when normal-
ized by the relative citation habits in a scientific field. A similar phenomenon can also be
observed in the law of proportionate effect [166], demonstrating that the publicly visible
total number of recommendations changes the voting behavior of individuals in Digg
and leads at a population-level to results best characterized by the log-normal distribu-
tion [163].

The SEIR (Susceptible - Exposed - I nfectious - Recovered) model fits the process of
content propagation in Twitter quite well. However the applicability of epidemic pro-
cesses is only possible to a limited extend, due to the specific behavior of the Twitter
messaging system: retweets are immediately sent out to all followers, and users can
retweet a message only once. The measurements give further insights into the distri-
bution of certain important factors, like the distribution of the infection time, the basic
reproductive number and the number of infected/exposed individuals in an online so-
cial network. As the distribution of infection times is given through the convolution of
two log-normal distributions standard Markovian differential equations used in basic
epidemic models cannot be applied. Therefore, the simpler model of branching pro-
cesses namely the Bellman-Harris branching process seems to be appropriate to model
content propagation.

5.4. CHAPTER SUMMARY
In this chapter, diffusion cascades were analyzed under the assumption that epidemio-
logical models may describe content propagation in OSNs. It is shown that within this
terminology some messages are as infective as real-world viruses but will not reach a
large fraction of all registered users. This fact may be explained by the limited activa-
tion ratio of the friendship network as explained in chapter 3.4, the fact that Twitter’s
friendship network is a directed one or the existence of communities defined through
different languages or interests. Further research is needed to estimate the influence of
these factors.

If every message is interpreted as an individual virus, tree-structures can be used to
describe the propagation process because the “susceptible-exposed-infected-removed”
(SEIR) model might describe the process. In this model users receive information and
become exposed if a message arrived but is not read, infected once they read the message
and if they decide to forward it to all of their peers they become removed. Interestingly
the time a user needs to forward information follows a convolution of two log-normal
distributions. The time an individual is exposed is called the observation time and the
second period denotes the time a user is infected, called the reaction time. It is found
that the observation time on average will always be longer than the reaction time.
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Apart from the analysis of attributes of individuals as mentioned in Chapter 2.1 the pub-
lished content of messages in OSNs provide further insights into population statistics
as well as content propagation. Chapter 2.1 explained the analysis of user data towards
different interests and the similarities of egos to their alters based on profile informa-
tion of users. This chapter will describe examples of how the content provided by users,
mainly messages, can be analyzed using graph theory in order to estimate opinions and
population level statistics.

6.1. DUTCH TWITTER USERS MOBILITY PATTERNS

As described in Chapter 2.1.1 users within Twitter may attach their current GPS position
to a tweet. To attach the current geographical position, a person just needs to enable the
location services on the used mobile device and grant the messaging application rights
to attach the current location on sent tweets. Once this setting is made and the device
is able to estimate its location every message sent via Twitter’s network will include the
current location as GPS coordinates.

Other OSNs like Foursquare exist, which are mainly based on location information.
In such services, users may register (“check in”) to geographical places, shops or mu-
seums, called venues, if they visited the place. The number of times a person “checks
in” to a place is counted, whereas people with the highest number of points will be
awarded with titles like “mayor” of a place etc. One may create friendships in order
to get informed about venues visited by friends or badges and rewards a peer receives.
Foursquare itself had 45 million users (January 2014) occurring for over 5 billion check-
ins per day [204]. Additionally, users may connect their accounts in other OSNs like
Twitter or Facebook in order to publish their Foursquare check-in in these OSNs.

125
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Figure 6.1: Positions of Twitter messages
within the Netherlands.

In the used Twitter dataset only users of the
service within the Netherlands were selected as ex-
plained in chapter 2.1, with 844,200 selected user
accounts who accounted for 28.2 million messages
including a GPS position within a period of one
year. Out of these users and messages approx-
imately 9 million messages refered to check-ins
from Foursquare. Figure 6.1 depicts the position
of all these messages, resembling the shape of the
Netherlands including cities quite well.

If a person published his/her position more
than once per day, one may assume that the user
traveled between multiple locations. One may
now interpret a location as a node in a graph where
links are defined by mobility of users and two
nodes are connected by a link if a person traveled,
and tweeted, from the first towards the second po-
sition. The resulting graph will be directed and
weighted as the link weight is defined by the num-

ber of individuals moving from one position to another one. This technique is similar to
the one presented in Ratti et al. [205] where the graph of connected locations was based
on phone calls. Ratti et al. analyzed a dataset of phone calls in Great Britain, connect-
ing the locations of the origin of a phone call with its destination. In order to optimize
the number of nodes in the graph the map of Great Britain was rasterized into a grid of
3,042 squares with a size of 9.5×9.5 km and links were estimated between these squares
(denoting nodes) if a person called another one in a different square.

Figure 6.2: Graph of connected locations.
Colors denote different communities.

In terms of the mobility of Dutch users the map
of the Netherlands was also rasterized into squares
of 7× 7 km and the graph was constructed in the
same way as in Ratti et al. [205] with the difference
that self loops are allowed. This denotes that ev-
ery node may have an edge towards itself if a per-
son moved within the square. The resulting graph
having 44,946 nodes and 308,071 links is depicted
in Figure 6.2.

By using the community detection technique
explained in Blondel et al. [73], one may estimate
communities within this directed weighted graph.
The partitioning having the highest modularity of
0.817 consisted of 706 communities. The high
number of communities results from the fact that
the graph contained 674 weakly connected com-
ponents. Figure 6.2 depicts the discovered com-

munities by different colors. The largest 26 communities contained 90.85 % of all nodes
of the graph.
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When mapping the nodal position back onto a map of the Netherlands, communities
appear as regions which denote higher mobility inside than between these regions. Fig-
ure 6.3 depicts the different modular structures appearing when constructing the graphs
from geo-locations observed during week days compared to weekends.

Figure 6.3: Map of the Netherlands depicting community structure during weekdays and weekends.

Given the sampled locations and mobility traces are reflecting real mobility patterns
within a country, such analysis may help to improve urban mobility planning. However,
one has to consider that sending messages within OSNs is often event driven, i.e users
write about events they consider as interesting which denotes that complete traces of
mobility are not possible to obtain by passively “listening” to data streams of OSNs. On
the other hand, a high number of “status” updates sent within the OSN of Twitter.com
are based on updates of the location of a user, which is why further research is needed to
estimate the quality of inferred mobility traces.

6.2. SENTIMENT ANALYSIS
Research questions, such as the analysis of how individuals are influencing opinion for-
mation in groups, require an automatic assessment of the sentiment of user statements,
a challenging task further aggravated by the unique communication style used in online
social networks.

Sentiment analysis, i.e. the extraction of an opinion’s overall polarization and strength
towards a particular subject matter, is a recent research direction [206, 207], and typi-
cally approached from a statistical, or machine-learning angle. Attention has been given
particularly in the domain of movies [15, 208], by analysis of social media data, as re-
flection of common opinion. It is found that prices of the movies industry have a strong
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correlation with observed outcome frequencies, and therefore they are considered as a
good indicator of future outcomes. Most recently published work either perform unsu-
pervised learning on a provided corpus of perceived positive and negative texts such as
product reviews [209, 210], or use a set of curated keywords with positive or negative
connotations to classify input [206, 211].

Another common approach [209, 210] is measuring sentence similarity between given
data input and texts of specific polarity, which explores the hypothesis that opinion sen-
tences will be more similar to other opinion sentences than to factual ones. Additionally,
work of [212, 213] was focused on learning extraction patterns associated with objectivity
(and subjectivity) in order to be used as features of objective/subjective classifiers. It is
shown that this approach achieves higher recall and comparable precision than previous
techniques. Apart from that, recent publications [214, 215] introduced the use of Natural
Language Processing modules in order to extract concepts from the processed text and
eventually derive sentiment out of them. In the very recent past, several of these general
approaches have been specifically extended towards the mining of sentiments from on-
line social media sources, in particular the microblogging platform Twitter [197]. In this
study, the classification accuracy is compared with the following classifiers:

Twitter Sentiment The bulk classification service available on the Twitter Sentiment
website [216] was used in order to classify a test-set. This tool attaches to each
tweet a polarity value: 0 for negative, 4 for positive and 2 for neutral- therefore
one may consider the first to describe subjective tweets, while neutral is for ob-
jective tweets. The main idea behind Twitter Sentiments approach is the use of
emoticons as labels for the training data which is shown that it increases the ac-
curacy of different machine learning algorithms (Naive Bayes, Maximum Entropy,
and SVM). It is noted that the web service of Twitter Sentiment uses a Maximum
Entropy classifier.

Tweet Sentiments The test-set was also tested through the API of TweetSentiments [217],
a well known tool for analyzing Twitter data which provides sentiment analysis on
tweets. TweetSentiments is based on Support Vector Machines (SVM) and is using
the LIBSVM library developed at Taiwan National University. It classifies tweets as
positive, negative or neutral and these values are treated as stated previously.

Lingpipe The sentiment analysis tool of the LingPipe [218] package was used as well,
which focuses on the subjective/objective (as well as positive/negative) sentence
categorization especially on the movie-review domain. This approach uses the
usual machine learning algorithms (Naive Bayes, Maximum Entropy, SVM) and a
Java API of the classifier is available online. Even though it comes with its own
training set, half of a hand-classified set was used to train the classifier in order to
improve results. The other half was used as test-set and results were compared to
the corresponding hand-classified tweets.

To evaluate the performance of established sentiment classifiers and create a bench-
mark for a newly developed solution, a set of some 1,000 publicly readable messages
from the microblogging platform Twitter was randomly sampled. Prime use cases for
sentiment analysis are for example research questions revolving around the spread of
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information, opinion formation and identification of influential relationships in social
networks, and such processes are typically believed to be present in discussions around
product and media such as music, book or movie reviews.

For evaluation a data-set of 1,073 randomly chosen tweets related to the five most
popular films of the 83rd Academy Awards in 2010 was collected. The language detection
library of Cybozu Labs [219] was used, in order to eliminate tweets written in another
language other than English, while advertising tweets were mainly manually removed
from the set. Multiple retweets of the same text were also removed to prevent perfor-
mance over- or underestimation, as well as unnecessary tokens like link urls, "@" tags
for mentioning a user, ’RT’ tags etc. Each tweet of this test-set was classified by hand
before the begin of the evaluation into an objective or subjective statement; this corpus
was used throughout this study as a reference benchmark.

Objective Statement Subjective Statement

Does text contain an 
opinion of some form?

Does the sentiment use a 
relevant reference point?

no yes

noyes

Relevant Expression
determine polarization 
and intensity

determine polarization

Figure 6.4: Sentiment classification involves a multi-
stage process, in which not only the existence of a sen-
timent should be checked, but also the reference point
and strength should be assessed. (Contributions of this
work are indicated in gray.)

Starting point for any sentiment anal-
ysis (as shown in Figure 6.4) is the de-
tection of any form of opinion in written
text. If the author expresses some form of
judgment, the input can be considered a
subjective statement, otherwise the data
is classified as an objective claim. Exam-
ple cases distinguished by such test are
for example “I liked The King’s Speech”
versus, “The King’s Speech was a really
long movie”, respectively. Another case is
given by subjective messages where the
sentiment is not based on the relevant
reference point (the title of the movie).
For example the tweet “I like you, even
when watching The King’s Speech” is a
positive tweet, but its not the opinion
about the movie that is positive. Once the existence of a sentiment has been established,
typically a classification step is performed to determine whether the speaker is express-
ing a positive or negative opinion over a particular subject matter.

In many types of inputs, and specifically in micro-texts such as tweets or chats, how-
ever a problem arises: conversations are highly abbreviated. As tweets offer only 140 char-
acters of payload, messages are reduced to a bare minimum and several different thoughts
- for example reactions to previous incoming messages - frequently are abbreviated and
intertwined: “Watched King’s Speech today in class. I love the end of the term.” This
results in a very small footprint on which sentiment analysis can be conducted, at least
compared to the essay- and article-type classification previously used for polarization
analysis. Previously established approaches, which for example operate using a statis-
tical word-frequency analysis, are therefore less suited, as the low quantities of text and
the high concept compression ratios are resulting in very high statistical fluctuations
and noise during the detection. For this reason, a different approach was pursued in this
work and the grammatical structure of messages was analyzed. By detecting which con-
cepts a particular sentiment is referencing to, one can make more fine-grained decisions
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and consequently achieve a higher prediction accuracy especially in dense, intertwined
texts. In the example above this concept is the end of the term (and therefore potentially
a looser schedule) rather than the movie itself.

Finally, many applications and research hypotheses can be better served if not only
the existence of a sentiment and its general polarization is known, but an absolute no-
tion of “how positive” or negative a particular opinion can be derived. This would allow
a better assessment of how opinions are propagated and adopted, as a person with a
strong negative attitude towards a particular concept is first expected to become less and
less negative before developing a positive sentiment if at all. Without a quantification of
polarization such trends would go unnoticed. Additionally, a quantitative measurement
of attitude would allow of differentiation between alternatives, which in sum are all con-
sidered positively, but in a pairwise comparison are not equal.

If considered in previous work, this aspect is typically approached using manually
curated word lists, as for example in [207]. Following this strategy in the application
context of micro-messages however discovered two fundamental difficulties: 1) Users
utilize a rich set of vocabulary to describe their opinions about concepts. Capturing and
maintaining an accurate ranking of evaluative comments would require a significant ef-
fort in a practical setting. 2) Expressions indicating positive and negative sentiments and
their relative differences are neither stable over time nor between different people, thus a
method to re-adjust and “normalize” sentiment baselines over time or between say gen-
erally very positively oriented, neutral or pessimistic speakers will provide an advantage.

To evaluate the performance of existing sentiment classifiers, the set of available clas-
sifiers was used to analyze and distinguish a reference body of tweets. As most methods
do not allow for a sentiment quantification, this evaluation was limited to only a general
polarization detection which is supported by all systems. Comparing the output against
the previous human classification, the overall accuracy of the automatic classifiers in
distinguishing subjective from objective statements was measured, as shown in Figure
6.5(a). Figure 6.5(b) shows the overall performance in correctly and incorrectly classified
statements.

As can be seen in the figure, the classification accuracy of all statistical sentiment
analyzers is between 55 and 60%, whereas the proposed statistical-grammatical hybrid
approach yields a correct classification accuracy of about 85%, a 40% gain over previous
work. Note also that the accuracy of existing system also varies significantly between
the type of input data: Twitter Sentiment [216] for example is much stronger identifying
objective statements compared to subjective ones, while Tweet Sentiment [217] shows
exactly the opposite behavior. The proposed hybrid solution on the other hand does not
show any significant bias.

As shown in Figure 6.4, the general task of sentiment analysis can be conducted in
two general phases, first the detection of opinions in general (yielding to a categoriza-
tion in objective and subjective text), after which a quantification of the polarity can be
attempted. The following discussion mirrors these steps.

6.2.1. GRAMMATICAL SENTIMENT CLASSIFICATION

In order to classify a given message into subjective and objective we analyze the gram-
matical structure of a tweet. Subjectivity is mostly based on adjectives or verbs express-
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Figure 6.5: Classification accuracy of different sentiment analyzation methods.

ing the polarity related to the subject of the message. This means if directly expressing
an emotion one usually uses a verb like “like/love/hate" whereas expressing the mood
about something usually contains an adjective. Consider the examples: I’m feeling sick
today, I liked the movie.

To determine the existence of a sentiment, the grammatical structure of a given text
was investigated to detect the presence of verbs carrying an emotional meaning or to
find the adjectives associated with the keywords of interest, which are used to perform
the sentiment analysis on, in this scenario the titles of movies. Grammatical structure
analysis is a mature research area, and in in this Klein and Manning’s lexicographical
parser [220] was used to determine the structure of English texts of tweets. For a given
text, this tool is estimating the grammatical structure. An example for the tweet “I liked
the movie" is given in the following:

[I, liked, the, movie]
(ROOT

(S
(NP (PRP I))
(VP (VBD liked)
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(NP (DT the) (NN movie)))))

nsubj(liked-2, I-1)
det(movie-4, the-3)
dobj(liked-2, movie-4)

Here, the parser is reasoning that “I” is the nominal subject of “liked”, and “movie” is
the direct object of the verb “liked”. As mentioned, most tweets expressing a sentiment
have this kind of structure. If an adjective is referring to a subject the likelihood is quite
high that this tweet expresses the mood about something. Note however that it is in gen-
eral possible that the speaker was using sarcasm or irony, which could not be detected
from a grammatical viewpoint.

In a second step, one needs to cross-check whether the word referring to the subject
of a tweet is an adjective. This can be done using either a lexical database such as Word-
Net [221] or a part-of-speech Tagger [222], which will be used further in this discussion.
Through such a tool, every word in a given sentence can be annotated with a tag iden-
tifying its purpose in the sentence [223], so the example “I liked the movie” is marked
as:

I/PRP liked/VBD the/DT movie/NN

The part of speech tagger tells that “I” is a personal pronoun, “liked” a verb in past
tense, “the” a determiner and “movie” a noun. By connecting the so gathered informa-
tion of a message, simple rules were built to detect if a message is a subjective statement
whereas all the others by inversion have to be objective:

1. if an adjective is referring to the subject

2. if an verb out of a list is referring to the subject

3. adjective + [movie, film]

4. [movie, film] is/looks [adjective]

5. love/hate + [movie, film].

6.2.2. AUTOMATIC POLARITY ESTIMATION
After the existence of a subjective component has been established, it is necessary to de-
termine the overall polarity of the sentiment and if possible also the magnitude of the
sentiment. In order to estimate the general polarity direction of words in the corpus,
an unsupervised approach was used, based on word correlations. This approach is in-
spired by the way a person is learning to judge which words have a positive or negative
meaning, which is essentially a result of a lot of exposure to speech and written text, from
which the learner infers which words appear in a positive or negative context.

The same basic principle, inferring which words appear together in a positive or neg-
ative context, can however be easily mirrored in a machine as well. Here, a computer
would simply need to count how often a particular adjective has been encountered with
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a positive meaning compared to the frequency it has been observed with a negative con-
notation. To begin such an automatic classification, some notion of what is deemed
positive or negative will be necessary. In this work, two general options were explored.
First by manually specifying a set of keywords one would associate with positive expres-
sions such as “fantastic”, “incredible”, “amazing”, which can read from existing databases
such as [221], and second by looking at the most basic positive/negative expression com-
monly used in online messages such as chats, emails or microblogs: a positive smiley :-)
and a negative smiley :-(.

From a list of one million tweets, all tweets containing a positive smiley :-), :) or =)
were found – in the following referred to as positive keywords – and a list of texts contain-
ing at least one of those symbols was created. Similarly, a list of all tweets containing a
negative smiley such as :-(, :( or =( – deemed negative keywords – was prepared. Using the
techniques discussed above, all individual statements were dissected and the number
of co-occurrences between every detected word and the positive or negative keywords
was counted. To correct for differences in length of those two lists – as users typically
write more positive than negative statements –, the two values are then normalized by
the number of words in the list of messages containing positive words and the list of
messages containing negative words. This results in a relative assessment of a particu-
lar word to appear in a positive or a negative context, where context is defined by the
positive and negative keywords, respectively.

To arrive at a relative polarity of a particular word between the two extremes “posi-
tive" and “negative", it is now simply enough to subtract the relative frequencies. This
number is positive if the word is typically used within a positive context and negative
if the word typically occurs with a negative meaning. As this number is biased by the
number how often a word is used in general, a final correction step is executed in which
each rating is multiplied by the term frequency measured in all tweets: the emphasis of
frequently observed words is therefore reduced, and the value of unusual ones is lifted.

Figure 6.6 shows the output of this simple procedure conducted over a body of one
million tweets, and using just positive and negative smileys as corresponding positive
and negative keywords. As can be seen, this unsupervised process leads to a clear and
meaningful ranking of adjectives. This analysis was repeated over a selection of data sets
of different duration and verified the automatically generated polarity estimation against
those done by a human. Typically, less than 7% of the words were considered wrongly
placed in the overall order; out of a list of 30 adjectives between one and two placement
were deemed higher or lower in the ranking by a human observer than by a machine. As
this method can be executed without manual intervention, this new methodology can
be continuously conducted to detect the general development of sentiments in entire
online communities, as well as to identify whether the polarity of certain words shift in
strength over time.

A more comprehensive analysis is needed to see if the sentiment of adjectives changes
over time. However taking Twitter data of durations of one week, one and two months
the polarity seems to stabilize the longer the duration of observation.



6

134 6. ANALYSIS OF THE CONTENT OF ONLINE SOCIAL NETWORKS

-3

-2

-1

0

1

si
ck

te
rr

ify
in

g
tir

ed ba
d

di
st

ur
bi

ng
w

ro
ng fa
ir

la
st

w
ei

rd
cr

az
y

lik
el

y
cl

ea
r

tru
e

ok
ay

go
od

in
te

re
st

in
g

br
ill

ia
nt

in
cr

ed
ib

le
gl

ad
am

az
in

g
aw

es
om

e
be

au
tif

ul
gr

ea
t

ha
pp

y
w

on
de

rfu
l

fa
nt

as
tic

en
te

rta
in

in
g

ex
ce

lle
nt

se
ns

at
io

na
l

ph
en

om
en

al

Figure 6.6: Automatic polarity ranking of adjectives based on general Twitter messages.

6.2.3. DETECTING NETWORKS OF CONCEPTS

This general method is however not limited to determine the polarity strength of words
in general, but can be used to detect and identify common concepts and their associ-
ated sentiments in general. To do so, it is simply necessary to swap out the two sets of
keywords (which in the last section were :-), :), =) and :-(, :(, =(, respectively), and replace
them with those terms and synonyms relevant to a particular study.

keyword 1
keyword 2

keyword 3

keyword 1 keyword 2

keyword 3 keyword 4

word A
word B word C word D

word E
word F

word G

word H

word I

...

...

Keyword Group 1

Keyword Group 2 ...

Figure 6.7: The technique can be broadened to deter-
mine the concepts commonly associated with any key-
word as well as the particular strength of the associa-
tion.

Consider for example a situation
where one would to determine the asso-
ciations made with the brands and prod-
ucts of two hypothetical tea manufac-
turers: McArrow’s orange-peppermint tea
and DrBrew’s strawberry-melon tea. Here,
one would populate keyword group 1 with
words from the first area, i.e. McAr-
rows, orange-peppermint, etc. and anal-
ogously keyword group 2 with words such
as DrBrew, strawberry-melon, etc., and
by the same means described above, this
method would derive the set of words
frequently used in combination with any
of those keyword terms as well as the
strength of their typical common appear-
ance as shown in Figure 6.7.

The words A − I discovered to be co-
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located can however be themselves further interpreted, for example, 1) depending on
how positively/negatively they are (as discussed above), or 2) which general topic areas
or word field the concepts come from. Imagine for example words A and F in Figure 6.7
to be “taste” and “flavor”, while words D and E are “packaging” and “price”. Clearly, such
combined word co-localization, polarization and word-field analysis will provide a sig-
nificant insight to our hypothetical tea manufacturer, which can also be easily repeated
over time to track its overall development, but also to the researcher interested in how
particular opinions form, are spread and change over time.
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Figure 6.8: Polarization analysis of commonly used words with coffee and tea based on general Twitter mes-
sages.

As a general example, this techniques was applied towards the keywords “coffee” and
“tea”, and the system arranged the resulting associated words according to their overall
polarity strength. The overall abstract network can then be drawn in a similar manner
as Figure 6.6, and Figure 6.8 shows the 27 strongest connections commonly made with
the terms coffee and tea. All bars indicating the affiliation towards the two beverages
are colored by their polarity value. Red indicates a negative, green a positive and white a
neutral polarity.

The presented method describes an alternative to determine the existence and strength
of subjective opinions in short colloquial text, an application domain where existing ap-
proaches do not yield a high detection accuracy. The proposed system works through a
combination of grammatical analysis with traditional word frequency analysis, does not
need supervised training and improves the accuracy of previous work by about 40%.
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6.3. CHAPTER SUMMARY
In this chapter the content, usually messages, propagating through an OSN is analyzed
where it is shown that the identification of mobility patterns is possible. When applying
a graph topological approach to these patterns it becomes possible to estimate regions
of mobility. These findings might enable better planning of public transportation or net-
work planning for telecom operators.

The sentiment of a message plays an important role in content propagation as mea-
surements showed that positive messages propagate faster than negative ones and are
more often forwarded compared to negative ones. A unsupervised method of estimating
the sentiment of short textual messages is proposed in Chapter 6.2, which outperforms
existing solutions by being applicable to multiple languages as well as enabling the es-
timation of a polarity value, i.e. a quantization of how positive or negative a concept is
perceived by the users of OSNs. This technique, also allows the estimation of networks
of concepts by creating graphs of connected words. Further research in terms of an au-
tomatic classification of products or brands and the estimation of how these concepts
are perceived in the environment of an OSN are possible through this technique.



7
CONCLUSION

This thesis summarized work on online social network (OSN) analysis in the context of
content propagation. Content in OSNs, typically given by short texts or messages orig-
inating by a user is propagating if friends or followers of the originator forward the in-
formation to their own friends or followers whose peers might follow suit and distribute
information further. The network based upon friendship relations defines the distri-
bution channel for emails, short messages, notifications but also for opinions, recom-
mendations, images and videos. That is also the reason that the term viral spreading is
often used in conjunction with content distribution in OSNs because the information re-
lates to a virus, distributed via contacts between individuals whereas the messages once
spreading might not be stopped by the originator.

7.1. MAIN CONTRIBUTIONS
Due to the high number of registered users in current OSNs and the ever-growing amount
of information publicly shared by them within the services, predictions solely based on
information in OSNs are increasing in number and frequency. The second chapter of
this thesis shows that sampling users from an OSN in order to obtain a random subset of
OSN users from the population of a country is only possible to a limited extent. In terms
of the distribution of family names, first names and the location of users a subset can be
found, but in terms of the age of all users the sample will be biased. For other important
factors that should be addressed in a random sample, like the profession, income, size
of the household or education, to name a few, it’s not possible to directly obtain infor-
mation from an OSN like Twitter, which states a problem, if data from such services is
used in order to predict future events. It is also shown that different widely-used meth-
ods of obtaining data from OSNs are not able to provide good samples of inhabitants of
a country.

Using data gathered from OSNs enables researchers to analyze commonalities, dif-
ferences and interests of individuals as shown in chapter 2.1. Recommendation and
feedback systems benefit from available information, but at the same time privacy con-
cerns arise. It is shown that in terms of an individuals privacy the common approach of
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offering tools to a user to hide his information is not sufficient because of similarities be-
tween friends in general referred to as “homophily”. Friends have similar interests, age,
hometown etc. which enables attackers to infer private attributes of users from public
information shared by their friends. Even further, the number of friends with a public
profile does not necessarily need to be high, as a small number of friends with pub-
lic viewable profiles, compared to the average number of friends in the OSN of Hyves.nl,
was enough to reconstruct up to 86% of the hidden attributes of a user. The sheer knowl-
edge that some individuals are befriended with the “targeted” person is therefore enough
which leads to the problem, that the privacy of individuals who are not even registered
to OSNs is affected. On the other hand, when interpreting the strength of a friendship as
the number of common attributes, the spread of opinions, diseases even habits or feel-
ings can be modeled because close friends will use their friendship relation more often.
Such analysis, despite the negative connotation, will improve recommendation systems
dramatically.

The connections of users to direct neighbors, also called alters, and the links between
alters define so called ego-centric networks. These typically rather small networks rep-
resent the OSN from the perspective of an ego. Therefore one may analyze personal and
group communication of an ego, asking the question if a person is part of a large group
or connecting groups by being positioned “in between” them. The theory of “structural
holes” by Burt [49] assumes that users “bridging” groups are more effective and inde-
pendent because of their position in the ego-centric network. Structural holes refer to
“missing links” between groups which “strengthen” the position of an ego. In graph the-
oretical terms an ego “bridging” groups, would have a high betweenness which indicates
that most of the communication will pass through the node who may decide to alter or
not to forward the content. Therefore it is more “powerful” than other nodes. When ana-
lyzing communities within the graph of alters without the ego, further insights about the
groups, the ego is part of, can be estimated. In this way one is able to identify overlapping
communities in higher resolution than before.

Obtaining topological data from an OSN might be a difficult task, as standard crawl-
ing techniques like breath or depth first search obscure intermediate results in terms of
network metrics. Nearly 70% of a social network need to be crawled in order to estimate
the final value of most common network metrics as shown in chapter 3.1. By chang-
ing the traversal to follow more “human” like discovery patterns the crawling procedure
converges faster, at least for certain metrics. The more “human” like procedure, called
Mutual Friend Crawling is based on a reference score which directs the crawling proce-
dure to stay inside communities of users by estimating the next user profile to visit based
on the number of references already discovered. This reflects the way individuals would
employ social search, namely by asking friends if they know some person with certain
qualification and picking the one most often mentioned. An interesting side effect of
this crawling technique is given by the fact that communities can be detected during the
procedure as explained in chapter 3.2.

Once a large fraction of the network of an OSN is obtained one may search for influ-
ential users which are commonly assumed to have a high centrality and high between-
ness, measures basically stating that users which are embedded in the core of the net-
work have higher abilities to reach out to a high number of others. Apparently for em-
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pirical data sets like the friendship network of Digg.com it was not possible to identify
individual influential users based on the structure of the friendship network as no re-
lationship was found between the link betweenness and the actual amount of content
propagating along these links. Other metrics such as coreness or eigenvector centrality
did not show significant relationship to the propagation of information either. How-
ever, additional information apart from measures of topology of the friendship network
is relevant for successful spreading of messages, such as the timely alignment of friends,
denoting that friends or followers of a spreader should be online at the same time or the
impact of influential groups, i.e. groups of users that coordinate their voting or spreading
behavior, which are typically well embedded into the network, undiscoverable through
standard topological metrics as shown in chapter 3.4.

In terms of the evolution of OSNs, when new users register to the service or create
links, online social networks are increasing in terms of their link density and the amount
of communication increases. This process leads to the fact that OSNs might experience a
saturation effect in terms of the number of registered users, whereas the number of links,
given the users are actively creating relations, is increasing. Obviously this process will
lead to a higher average degree of registered users. Additionally the perception of certain
users that a high number of followers or friends denotes some measure of influence led
to the existence of services that sell friendship relations. Currently1 reports show that on
Twitter, most celebrities’ set of followers contain quite a high number of fake users [224].
As the whole process of “buying” followers is rather negatively connotated as it states an
act of artificially increasing measures of influence, it actually also increases the reach of
these users. In a naturally grown system, only users which are interested in particular
persons would chose to follow them, whereas a politician for example, does not need
to convince individuals who are already interested in him or her but the ones which are
not. One of the easiest ways to connect to the ones who are not is through utilization of
follower markets.

As initially stated, once content spreads through the network of an OSN the spread-
ing procedure is often referred to as viral spreading because individuals who create or re-
ceive information “infect” their followers when forwarding content to them, who might
chose to forward again. A procedure similar to epidemics because if every user infects 1
or more of his followers to forward the content again, the whole population of users will
receive the information in a short time. Luckily as shown in chapter 5, in real-world mea-
surements of viral spreading most information proved to be less infective, because other-
wise, given the high number of sent messages, every user of Twitter would be overloaded
with information. Further on it is shown that the “SEIR” epidemic model might capture
the spreading procedure because susceptible users become exposed once they receive a
message, turning into infective, after they read the message and will be removed from the
process after spreading the message on. However the commonly assumed exponentially
distributed infection times can not be confirmed in empirical data. The distribution of
the duration a follower is exposed until getting infected, called the observation time, and
the distribution of the durations it takes until the content get forwarded again, called the
reaction time are both log-normal distributed where the observation time is on average
longer than the reaction time.

1March 2014
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When analyzing content propagation only in terms of users which forward informa-
tion, tree structures can be used to capture the spreading dynamics. Where it was found
that the fraction of friends who will forward information is nearly a constant around
1.8%. Also the number of potential receivers of information was found to be way smaller
than the size of the network in terms of the number of nodes. A fact that might be based
on the directionality of the friendship graph and clusters of users formed by different
languages, religions or interests or a timely dependence.

7.2. FUTURE WORK
The analysis of online social networks might enable one to understand basics of the most
important factor of most systems, the individual or groups of individuals and the rela-
tionship between them. However the famous statement “correlation does not imply cau-
sation” should always be kept in mind when drawing conclusions from empirical data.
Considering Occam’s razor (“Pluralitas non est ponenda sine necessitate”, i.e., “Plural-
ity is not to be posited without necessity”) stating that among multiple hypotheses, the
simplest one should be selected, this statement should not mistakenly be interpreted in
the wrong way leading to the assumption that correlation implies causation.

This rather strong introduction to the future work section is based on the observation
that multiple publications exist in which correlation is mistakenly interpreted as causa-
tion. Predicting the outcome of future events like elections or the stock marked based on
data from social media seemed to be possible, whereas the results showed in this thesis
depict that the used sample of data probably does not represent large fractions of a pop-
ulation. Future work should therefore focus on finding causation, trying to explain why
certain predictions were correct.
When analyzing data from online social networks one does not necessarily observe the
opinion of a high number of users, but also the attempts of influential individuals try-
ing to form opinions. Therefore the problem becomes two-fold. Given one observes the
opinion of users, it might be possible to predict events, whereas every prediction might
on it’s own influence the future event and the result. On the other hand, when observing
mainly data from individuals trying to influence users, one could also predict the out-
come by merely quantifying the success rate of influential users. To which extent these
two groups are represented within the landscape of social media has to be quantized.

In terms of users’ privacy, techniques and methods are needed to protect individuals
from possible attackers by still being able to build useful recommendation systems, a
task that seems to be difficult in the first place, but on a second thought, a recommenda-
tion system does possibly not need to know “everything” about a user as a system that is
too effective would only recommend products, apps or friendships to users that would
buy the product or connect to the proposed users anyway. It is also possible that trust-
ful third-parties could be employed in between users and products in order to ensure a
maximum amount of privacy. Such services could be operated by telecom operators for
example, which are already “in between” the user and social media, maintaining the dis-
tribution channel while having privacy regulations. Given the amount of data, generated
by social media, efficient systems to store and effective algorithms to analyze “Big Data”
are needed. Another question concerning these huge databases is, if one really needs
to store all information or is it possible to invent systems, that forget about outdated in-
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formation. Most individuals seem to be concerned that content once published in the
Internet will possibly never be removed again. Especially private information should
have an “best-before date”. To this extent, a content-centric like approach, as proposed
for the Internet, in which content may expire could define a promising path.

In terms of the detection of influential users it is shown that common topological
metrics are not sufficient. Therefore the influence of overlapping communities, timely
alignment of peers, the amount of communication and the content propagating through
an OSN should be taken into consideration. Widely used topological metrics like be-
tweenness and centrality metrics only consider the position of a user within the com-
plete topology of a network, whereas a user who is not identified as influential by using
node betweenness might indeed be influential in it’s own neighborhood. Such discrep-
ancies should be considered and analyzed in further research.

The aforementioned need for influence metrics also arises from the analysis of con-
tent propagation. Whether propagation as measured in online social networks reflects
the process of real-life propagation needs to be estimated because if messages, opinions,
feelings or diseases propagate in a similar manner in the physical world, one would be
able to immunize the right persons in order to protect a population from hazardous
viruses. From the measurements in this thesis the classical epidemiological models
could benefit because if the measured heavy tailed (log-normal) distribution models
a real-life virus spread then the virus might survive and spread longer. Within online
social networks the limited reach of content needs further attention, which might be
caused due to the directionality, different communities (language or interest based) or
aging effects of the content.
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A.1. DATA SETS
You can know the name of a bird in all the languages of the world,

but when you’re finished,
you’ll know absolutely nothing whatever about the bird.

So let’s look at the bird and see what it’s doing
– that’s what counts.

I learned very early the difference between knowing the name of something
and knowing something.

Richard Feynman (Physicist (1918 - 1988) Nobel Prize in Physics in 1965)

As the quote of Richard Feynman states, one can know the name or the concept of
something in all languages in the world but one may not know something about the
subject at all. This concept holds not only for physical systems or real life objects, but
also for data sets used in scientific research. Understanding processes behind data sets
of online social networks always needs a preliminary understanding of the OSN and,
sometimes more important, the process of how the data was gathered. The crucial part
of any analysis is to understand and describe the used data sets completely in order to
keep up with “statistical laws” like the randomness of samples, possible influence of dif-
ferent processes etc. (i.e. one should not try to find prove of a certain assumptions in a
dataset, as one may always find, after applying enough "‘filters"’ and "‘cleaning"’, what
one is looking for. Understanding what happens "‘between the lines"’ and causation is
often more important.). This section will describe the data sets used in this thesis.

A.1.1. ARXIV COAUTHORSHIP NETWORK
The ArXiv co-authorship data set containing publications of the subjects of “General Rel-
ativity and Quantum Cosmology” and “High Energy Physics - Theory” in the period from
January 1993 to April 2003, collected by Leskovec et al.[90]. The data set contains 29,555
papers defining nodes of the created co-authorship graph. Nodes are connected by a
directed edge, if a paper cites another one leading to 352,807 links. Multiple other ways
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of creating graphs out of such a data set are possible. A bipartite graph describes which
authors participated in the created in the creation of a publication. Therefore publica-
tions are one type of nodes whereas individuals are another type. Edges in a bipartite
graph only connect nodes of different type. Two projections of such a graph into simple
graphs are possible whereas on one hand, used in this thesis, if authors are nodes in the
simple graph who are connected by undirected edges if two individuals contributed to a
publication. On the other hand if publications should be the nodes of the desired graph.
Two publication would be connected if one author coauthored both texts.

A.1.2. DEVIANTART

DeviantArt operates an online service for artwork created by its users. Launched in Au-
gust 2000 it became the largest internet art platform and the 13th largest online social
network with more than 31 million user accounts and 283 million submissions [225].
Users upload mostly images, but also poems, short movies, animations and photos,
which are shown in an section called “newest”. The community of registered users votes,
and comments on uploaded artwork, which if it received enough attention will be dis-
played on sections called popular, the main section of focus for most deviant users.

Users may befriend or watch other’s activity, whereas befriending denotes that the
user will be informed about all activity of the friend while watching another user implies
that the user is only informed about new submissions of the “watched” person.

The data set of deviantArt used in this Thesis was obtained through multiple perspec-
tives defined by sections of the service. As already mentioned, every time a user uploads
an image the submission will appear on the “newest” section of the service which was
continuously observed for a period of 6 months. The found usernames were then used
as seed-points for a breadth first search following both, the friendship relations as well
as the “watchers”-relationships. The total number of gathered friendship relations is:
225,456,955 and for the “watchers”-relationship: 266,125,047 based on 11,005,894 pro-
files. Every user profile contains the username, real name, the gender and location, the
registration date, the number of submissions, comments, pageviews, the birthday as well
as categories for favorite interests. Users are also free to join or create certain groups. The
number of groups in the used data set is 246,787.

A.1.3. DIGG

The news portal “Digg.com" is a social content website founded in 2004, which accord-
ing to the rating provided by Alexa Internet, Inc. [125] in 2010 belonged to the top 120
most trafficked websites in the Internet. A total of 2.2 million users were registered on
the webpage, submitting between 15,000 to 26,000 stories per day to the system. Out of
those submitted stories, approximately 180 stories per day were voted to become “popu-
lar”. The collected corpus contained the activities of users and the content of more than
10 million stories in total, 200 000 of which achieved critical mass.

Within a social media aggregator such as Digg.com, registered users are able to par-
ticipate by submitting, commenting and voting on content they like or dislike. Users can
send in news or blog articles, images and videos by submitting a link to the web page
where the information can be found, together with a title and brief description of the
media item. Entries in Digg are categorized in 10 main topics (Business, Entertainment,



A.1. DATA SETS

A

145

Gaming, Lifestyle, Offbeat, Politics, Science, Sports, Technology, World News), each fur-
ther divided into a total of about 50 special interest areas. Registered users and visitors to
the site can browse the collection for example by category, submission time or through
a recommendation engine, thus, Digg also acts as a online social bookmarking site.

New submissions to the system are enqueued in a special section of the web site
called “upcoming”, where entries are staying for a maximum of 24 hours. If an item gen-
erates enough attention and positive recommending votes, an activity called “digging”,
within this time period, the story is tagged as “popular" and “promoted” to the “front
page”, which is the main home page immediately visible to anyone navigating to the
Digg.com website. Thus, once promoted to the front pages, a story generates a lot of at-
tention and traffic from registered users and casual visitors. The concentrated, sudden
instream of users following the link from a promoted story is often so large to frequently
overload remote web servers, referred to in the community as “the digg effect”.

On the Digg website, users also engage directly with each other and can create friend-
ship connections to other users in the network. These connections can either be one-
directional or two-directional, in which case the user is either a fan or a confirmed mu-
tual friend with another person. Fans and friends are notified by the friends interface of
digg if their contact has “digged" or submitted a story. It should be noted at this point
that the semantics of a friend in Digg (obtaining information) are certainly different from
a friendship in Facebook (personal acquaintance) or LinkedIn (business contact) [36], as
also the main function differs between these social networks.

While most social network traces are crawled using friendship relations, e.g. [107]
and [226], the Digg dataset was obtained by a simultaneous exploration of the network
from four different perspectives, as shown in figure A.1. By using the Digg Application
Programming Interface (API) and direct querying of the website, it as possible to explore
the aforementioned four perspectives (from bottom to top in Figure A.1) during data
collection:

• Site perspective: The Digg website lists popular and upcoming stories in different
topic areas. Every hour, the frontpages with all popular stories (for all topics) that
are listed on Digg were retrieved. Every four hours, all upcoming stories (for all
topics) are collected. All discovered stories are added to an “all-known story” list.

• Story perspective: For each story that has been retrieved, a complete list of all ac-
tivities performed by different users (who digged on the story) is collected. Any
user that is discovered will be added to the “all-known user” list for future explo-
ration.

• User Perspective: For each user discovered within the Digg OSN, the list of their
activities, such as submitting and digging on stories, is retrieved. Occasionally, a
previously unknown story is discovered (this is typically the case for older stories
before the collection started). For such a story, the entire (digging) activities of
users are retrieved for that story.

• Social Network Perspective: Each registered user can make friends with other
Digg users. In the crawling process, a list of friends is retrieved for every user.
If a friend is a previously unknown user, this user is added to the data discovery
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process, and a list of all his/her friends and his/her public user profile information
are retrieved. This procedure is continued in a breath-first search (BFS) manner
until no new user can be found. The process is periodically repeated afterwards
to discover new friendship relations that have been formed after the last crawling
pass through the data.

Figure A.1: The four components of the Digg crawling
process.

By using the above crawling method-
ology, it was possible to collect nearly
the entire information about friendships
and activities of users and the published
content in the Digg network. This is a
significant and important distinction as
traditional crawling techniques exploring
a social network based on the friend-
ship graph will only discover those users
which are engaging in active commu-
nity building and are also part of the (gi-
ant) connected component of the social
graph. By exploring all four dimensions
simultaneously, the used data collection
was able to identify any user that was ei-
ther (a) digging or commenting on a story,
(b) submitting a story, or (c) made at least
one friendship with any other user (even
outside the connected component).

A.1.4. ENRON

The Enron data set contains nearly all e-
mails (619,446 messages in total) sent and
received by 158 employees of the com-
pany Enron originally published by the Federal Energy Regulatory Commission collected
by the CALO Project (A Cognitive Assistant that Learns and Organizes) described by
Klimt and Yang [227]. The data set includes all attributes of an email like the text, subject,
recipients, time the message was sent etc.

A.1.5. HYVES

Hyves.nl used to be the largest Dutch Online Social Network founded in 2004 containing
nearly 10.6 million accounts in 2011.
Given the total population of the Netherlands (ca. 16.5 million), a large fraction of the
inhabitants are registered. However, the total number of user accounts of Hyves.nl in-
cludes duplicates and orphan accounts as well as commercial pages. In December 2013
Hyves.nl changed from being a online social networking service and became a online
gaming platform.

The dataset used in this thesis was obtained by screen scraping Hyves.nl using multi-
ple parallel breadth first searches.It contains 2,971,261 user profiles. Out of those roughly
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one third are public viewable profiles. On a profile page, users have to define a username
and a real name and they may provide birthday, age, hometown, relationship status, liv-
ing situation, address, phone number and their email address.

Additionally, users may join a large selection of groups. Those groups could be real
world communities like sport clubs, schools or companies, famous people, bars and
restaurants, books, movies etc. Groups are organized in 19 topics namely: brands, hang-
outs, school, college, club, company, TV shows, books, food, film, gadgets, games, fa-
mous people, media, music, traveling, sport, TV programs and others. It is possible to
join groups without invitation and a user may create a new group. Groups are displayed
on the user’s profile page ordered by their topic.

Every group has its own page, listing all members of this group, additional informa-
tion like events, addresses or opening times. Friendship relations are set up by sending
a friendship request via Hyves.nl to a user. If the request is accepted the two users are
mutual friends. The average number of friends in our dataset equals 127. Users may also
upload photos and tag people in these photos. Also, 446,868 images and people tagged
in them were crawled, resulting in 624,478 user names 1,311,423 relations.

In terms of privacy control, Hyves.nl allows a user to change privacy settings to dis-
play each attribute to the public, viewable for everyone registered at Hyves.nl, friends
of friends or only friends. Nearly one third of all profiles, are publicly viewable, which
means that the real name, groups, age, hometown and the list of friends is displayed. If
a user has a private profile page, the real name, if entered by the user, is still displayed.

A.1.6. MOVIE ACTOR NETWORK

Internet Movie Database contains movies, series and video productions as well as infor-
mation about involved persons. It states the largest (free available) database of movies,
reviews and critiques. The data of IMDB movie actors collaboration network contains
127,823 movies, 392,340 nodes (actors) and 13,738,786 links, obtained directly from
the web-page of IMDB.com (http://www.imdb.com/interfaces). The initial graph,
stated as bipartite graph in which actors are nodes of type one and movies are nodes of
type two, whereas links only connect nodes of different type was projected in order to
create a simple graph of actors, who are connected if they participated in the making of
the same movie.

A.1.7. SOURCEFORGE

SourceForge offers a web-based project repository assisting programmers to develop
and distribute open source software projects. SourceForge facilitates developers by pro-
viding a centralized storage and tools to manage the projects. Each project has multiple
developers. The hyper-graph used in this thesis was constructed by completely scraping
all project pages of SourceForge.com, taking software projects as nodes and the devel-
opers as hyper-edges. A hyper-edge is incident to a node if the corresponding developer
participates in the corresponding software project. The used SourceForge software col-
laboration network has 259,252 software projects and 161,653 developers.

http://www.imdb.com/interfaces
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A.1.8. RATEBEER

Ratebeer.com is a webservice designed to rate and share opinions on beers. Registered
users are requested to rate on beers in the categories: aroma, appearance, taste and
palate. Additionally a written rating in form of a text is needed. Beers are categorized
by the corresponding brewer, the style (92 different ones like stout, cider, ale, pilsener
etc.), the location of the brewery, calories, alcohol by volume and the usual way how it is
served (like English pint, dimpled mug, flute, tulip etc.). Additionally the users may rate
stores, bars, breweries or restaurants where they bought the beer. The dataset used in
this thesis contains: 4,465,714 beer ratings of 191,542 beers by 254,431 users and 147,296
place ratings of 24,198 places.

A.1.9. TWITTER

Twitter.com is the operator of a “microblogging” service created in 2006. Registered users
write short messages of up to 140 characters, called “tweets”, which appear on the user’s
personal status page in chronological order. These tweets are, by default, visible to the
general public, unless a user has marked his profile as private, and can be retrieved when
performing a general search query on Twitter that matches a particular tweet. According
to Alexa.com [125], Twitter is the 8th most visited webpage worldwide as of December
2012. Per day an average number of 140 million messages are written by the 241 million
users registered on the microblog [197].

The friendship graph of Twitter is based on follower relationships which are created
if a user chooses to connect to another one. Unlike in other OSNs the befriended user
does not need to approve this friendship request. Once befriended, all status updates
of a friend are shown in the interface of the user in chronological order. This interface
also lists replies to a message, the number of its retweets (i.e., the number of users that
forwarded the message to their respective followers), as well as a favorites counter indi-
cating how many users marked the tweet as one they like. Messages only contain text
but can be annotated by location information or links.

The “sample stream” endpoint of Twitters API allows to receive a random sample of
1% of all messages written within Twitter, leading to an average of 17 tweets per second.
It is possible through searching to find every tweet written in Twitter, except for messages
marked as private.

Every tweet contains all information about the user who wrote the message, like the
userid, username, real name, location, a description, the number of friends and follow-
ers, the number of sent messages, the timezone of the user, the account registration date
and time, and profile settings like the background colors and images. Additionally, in-
formation about the status (message) is provided, like the messageid, username of the
author, the text, the time the message was sent, if it is a reply or a retweet, i.e a forwarded
message, to or of another message and if so, all information about the replied or for-
warded tweet and the GPS location of the user when writing the message. The location
of a message only contains coordinates, if the user enabled the GPS hardware on the
used device or provided a location himself.

The data set used in this thesis was collected through continuously listening to the
“samplestream” for a period of 3 years from 2011 to 2014 and by querying other end-
points of the Twitter API in order to sample data matching specific topics. Additionally
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the friendship relations of observed users were obtained as well through Twitters API.
The total data set contains:

• 529,692,345 user profiles,

• 4,701,571,902 messages,

• 14,436,364,697 friendship relations and

• 826,154,616 GPS positions.





SUMMARY

This thesis presents methods and techniques to analyze content propagation within
online social networks (OSNs) using a graph theoretical approach. Important factors
and different techniques to analyze and describe content propagation, starting from
the smallest entity in a network, representing a user-account, up to complete friendship
graphs and traces of content are described.

All individuals and their attributes are stating the basic elements for statistical anal-
ysis of user behavior and individuals interests. When trying to identify the opinion of
the population of a country for example, a random sample or data from everyone within
the population is needed, a task which is not trivial because of different activity patterns
and the fact that individuals may either do not provide information about themselves or
obscure their data by supplying bogus information. This thesis shows that obtaining a
random sample of the population of the Netherlands is possible in terms of certain pa-
rameters like the location, family and first names of users. Such a sample is likely not to
be “random” in terms of the age of inhabitants and the usage of gathered data in order
to predict the outcome of elections may be questioned.

The representation of an individual’s view onto an OSN is called an ego-centric net-
work. It contains all friends and relations between friends of an ego within a sub-graph.
Within such graphs, the influence between friends can be estimated improving the us-
ability of recommendation systems which also raises concerns about the privacy of users.
This thesis describes possibilities to reconstruct private information of a user if only a
few friends of the individual share their data publicly because most friendships are cre-
ated between persons having similar interests. Therefore the current way of dealing with
privacy concerns, by enabling users to protect their data, is not sufficient. The struc-
ture of ego-centric networks also unveils the ability of egos to spread and control the
spread of information as a person completely embedded in a group has less control over
disseminating content than a person connecting multiple groups.

A snapshot of a whole network of an OSN includes all user-accounts (nodes) and
friendships (links) at a certain point in time. But as OSNs may contain millions of nodes
the process of obtaining data by crawling is likely to be skewed depending on the used
method and duration. Therefore a new way of traversing the graph called “Mutual Friend
Crawling” is proposed in which certain network metrics converge faster to the final value
by also detecting communities of users while traversing the graph.

When analyzing the diffusion process of content in multiple OSNs, only a limited
fraction of the neighbors of a user (i.e. friends) are “useful” in terms of spreading content
to their peers. Commonly used network metrics which reflect the centrality of a node are
shown to have no correlation with the ability to repeatedly succeed in passing messages
to a high number of users. The reason lies in the fact that the whole network of friends
contains inactive or abandoned user accounts and a critical dependency to the time a
message was sent exist. This denotes that friends of a user that forward a message have
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to be available or online at the time they are “needed” in order to forward content. On
the other hand, influential groups might exist which act together in order to spread con-
tent with the help of each other. These groups might organize themselves via external
communication channels, shown by the example of a famous group, the “Digg Patriots”,
where members of the group cannot be found through purely topological measures.

A similar time dependency exist in terms of the evolution of OSNs, because users
can only forward information or befriend others when they are online. The interactivity
durations of these actions are shown to be log-normal like distributed rather than expo-
nential or power-law as assumed in multiple previous publications. The argumentation
for such an assumption is based on the fact that power-law and exponential distributions
would indicate most interactivity durations to be very short whereas individuals always
need some time to complete tasks. However, it is shown that the time-scale of observa-
tions is crucial, because log-normal and power-law distributions with a small exponent
γ< 2 might look the same in a log-log plot if the chosen bin-size is too large.
Another process involved in the structural evolution of a friendship network is given by
markets that sell friendship relations in OSNs. These markets are accounting for quite a
high number of friendship relations whereas their usage has usually a negative connota-
tion. But in terms of content propagation they might be beneficial because, for example
politicians, “buying” followers are able to reach users which would otherwise not con-
nect to them.

The term viral spreading is often used in combination with content propagation
within the network of an OSN. Therefore certain parameters of epidemiology are com-
pared to “viral spreading” in Twitter. It was found that most messages had a low basic re-
productive ratio < 1, a ratio depicting the infectious a virus, whereas few messages were
highly infectious because a high number of users forwarded them. Interestingly even
these popular messages were not able to spread to a large fraction of the total number
of Twitter users. When trying to use epidemiological theory the “Susceptible-Exposed-
Infected-Removed” model seems to be applicable to content propagation exhibiting the
complication that the distribution of the duration a user is “exposed” and “infected”
seems to be log-normal distributed. The distribution of these durations, also called ob-
servation and reaction duration denotes that Markov theory cannot be applied to model
the “epidemics”. Another more general approach is therefore given by a Bellman-Harris
branching process.

The content, propagating though a network can be analyzed using graph theory as
well in order to get insights into population statistics. The example of mobility pattern
was chosen to depict the “meaning” of community detection within graphs created out
of locations of Twitter users. The detected patterns allow better planning of transporta-
tion services, depicting in which areas of the Netherlands people are most frequently
traveling during the working weekdays and weekends.
Analyzing the most common type of content, short colloquial text, using a new unsu-
pervised way of estimating the sentiment of messages enables the analysis of graphs in
which words are denoted as nodes and links describe the co-occurrence of words. These
graphs reflect which words are related to concepts and their sentiment allowing to infer
the perception of products and concepts within the population of OSN users.



SAMENVATTING

Dit proefschrift biedt methoden en technieken om de verspreiding van informatie in
online sociale netwerken (OSN) te analyseren door middel van een graaf theoretische
benadering. Belangrijke factoren en verschillende technieken om informatieversprei-
ding te analyseren en te beschrijven, van gebruikersaccount, het kleinste element, tot
volledige vriendschap netwerken en sporen van inhoud, zijn belicht.

In principe zijn er altijd twee mensen in een OSN nodig om een relatie te creëren, in
het geval van een gerichte relatie voldoet een niet-wederzijdse interesse van één gebrui-
ker in een ander. Alle gebruikers en hun eigenschappen bevatten belangrijke elementen
voor statistische analyse van gebruikers gedrag en individuele interesses. Om bijvoor-
beeld de opinie van een bevolking van een land te identificeren, is het noodzakelijk data
van een verzameling willekeurige gebruikers of van de gehele bevolking te hebben. Een
taak die niet triviaal is omdat er verschillende activiteitspatronen van gebruikers zijn en
het feit dat personen hun informatie niet delen ofwel verbergen door het bewust onjuist
invullen van gegevens. Dit proefschrift toont dat het mogelijk is om een willekeurige ver-
zameling van de Nederlandse bevolking te verkrijgen op basis van locatie, familienaam
en de voornaam van gebruikers. Het blijkt omstreden of een dergelijke verzameling ook
de leeftijd van de inwoners willekeurig weergeeft.

De vertegenwoordiging van het gezichtspunt van een individu op een OSN wordt een
egocentrisch netwerk genoemd. Deze bevat alle vrienden en relaties tussen vrienden van
de individu in een subgraaf. Binnen deze grafen is het mogelijk de invloed tussen vrien-
den in te schatten om de bruikbaarheid van aanbevelingssystemen te verbeteren. Gelijk-
tijdig ontstaan zorgen omtrent de privacy waarborging van gebruikers. Dit proefschrift
beschrijft mogelijkheden om particuliere informatie van een gebruiker te reconstrueren.
Doordat de meeste vriendschappen tussen mensen uit gelijkaardige belangen bestaan,
is reconstructie al uitvoerbaar indien slechts een beperkt aantal vrienden hun gegevens
in het openbaar delen. Hieruit blijkt dat de huidige manier waarop wij met privacy om
gaan, door de gebruiker zijn instellingen te laten wijzigen, niet voldoet. De structuur
van egocentrische netwerken toont tevens de invloed van een individu om informatie
te verspreiden en beheersen. Iemand die volledig in een groep ingebed is heeft minder
controle over de verspreiding van inhoud dan iemand die meerdere groepen verbindt.

Een momentopname van de graaf van een heel OSN omvat alle knopen en takken
bestaand op een zeker tijdstip. Maar omdat OSNs miljoenen knopen kunnen bevatten
is het proces om data via crawling te verkrijgen waarschijnlijk niet precies. Nauwkeurig-
heid varieert afhankelijk van de gebruikte methode en looptijd. Daarom is er een nieuwe
methode, “Mutual Friend Crawling”, in dit proefschrift voorgesteld om een graaf te door-
kruisen. Met deze methode convergeren netwerk eigenschappen sneller naar de defini-
tieve waarden door gemeenschappen van gebruikers te detecteren.

Uit analyse van het diffusie proces van inhoud in meerdere OSNs verschillende me-
thoden blijkt slechts een beperkte fractie van de buren van een gebruiker (d.w.z. de
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vrienden) “nuttig” te zijn in termen van het doorsturen van boodschappen naar hun
vrienden. De gebruikelijke netwerkeigenschappen die de centraliteit van een knoop
weerspiegelen tonen geen correlatie met het vermogen om meermaals succesvol infor-
matie te verspreiden. Dit komt door het feit dat een netwerk van vrienden ook inactieve
of verlaten gebruikersaccounts bevat welke versterkt wordt door cruciale afhankelijkheid
van de tijd sinds het bericht verstuurd is. Dit geeft aan dat de vrienden van een gebruiker
die een boodschap stuurt op dat moment beschikbaar of online moeten zijn om inhoud
door te sturen. Daarom is het mogelijk dat groepen verschijnen die samenwerken om
inhoud te verspreiden en elkaar helpen. Deze groepen kunnen zich via externe commu-
nicatie kanalen organiseren, zoals de bekende groep de “Digg Patriots” wiens leden niet
door puur topologische eigenschappen gevonden kunnen worden.

Een vergelijkbare tijdsafhankelijkheid bestaat in termen van de evolutie van OSNs,
omdat gebruikers informatie alleen mogen doorsturen of anderen kunnen bevrienden
wanneer ze online zijn. De interactiviteits-duur van deze handelingen zijn lognormaal
verdeeld, dit in tegenstelling tot de in eerder uitgebrachte publicaties aangenomen expo-
nentiële of power-law verdelingen. De argumentatie voor deze aanname is gebaseerd op
het feit dat power-law en exponentiële verdelingen duiden op veel voorkomende korte
interactiviteits-sessies terwijl personen altijd enige tijd nodig hebben om een taak af te
ronden. In dit proefschrift is verduidelijkt dat de tijdschaal van observaties heel belang-
rijk is aangezien lognormale en power-law verdelingen met een kleine exponent γ < 2
gelijk zijn in een log-log plot als de gekozen klassengrootte te groot is.
Een ander proces betrokken bij de structurele evolutie van een vriendschapsnetwerk is
gegeven door markten die vriendschap relaties in OSNs verkopen . Deze markten bren-
gen een groot aantal vriendschap relaties in terwijl het gebruik ervan een negatieve con-
notatie heeft. Qua inhouds-verspreiding kan een markt toch voordelig zijn bijvoorbeeld
omdat politici die volgers “kopen” de mogelijkheid hebben om gebruikers te bereiken
die anders geen relatie hadden gecreëerd.

De term virale verspreiding wordt vaak gebruikt in combinatie met inhouds-verspreiding
binnen het netwerk van een OSN. Daarom zijn bepaalde epidemiologische parameters
berekend, onder andere de hypothese dat boodschappen in Twitter verschillende vi-
russen weerspiegelen. De meeste berichten hadden een basis-reproductieve ratio < 1,
een ratio die beschrijft hoe aanstekelijk een virus is, terwijl sommige berichten heel in-
fectieus zijn omdat veel gebruikers deze berichten door gestuurd hebben. Vreemd ge-
noeg blijkt dat zelfs deze populaire berichten niet naar het overgrote deel van Twitter
gebruikers werd verspreid. Vanuit de epidemiologische theorie lijkt het erop dat het
“Susceptible-Exposed-Infected-Removed” model geschikt is voor inhouds-verspreiding.
Hierin zijn de verdelingen van de tijdsduur dat een gebruiker “blootgesteld” en “geïnfec-
teerd” is lognormaal verdeeld. Deze verdelingen, waaronder observatie en reactie duur
vallen, betekenen dat Markov theorie niet aangewend kan worden. Een meer algemeen
model wordt gegeven door het Bellman-Harris vertakkingsproces.

De inhoud die zich door het netwerk verspreidt kan ook via grafentheorie geana-
lyseerd worden om inzichten in bevolkingsstatistieken te krijgen. Een voorbeeld van
mobiliteits-patronen werd gekozen om de betekenis van groep detectie in grafen gege-
nereerd uit de locaties gedeeld door Twitter gebruikers aan te tonen. De gedetecteerde
patronen maken het mogelijk om vervoersdiensten te verbeteren, doordat het mogelijk
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is buurten te identificeren waaruit inwoners van Nederland vaak tijdens het weekeinde
en werkdagen reizen.

Het analyseren van de meest gebruikelijke soort van inhoud, zijnde korte teksten, via
een nieuwe methode welke zonder toezicht het gevoel van berichten schat, maakt het
mogelijk om grafen te analyseren waarin knopen woorden en links gelijktijdig gebruik
van deze woorden representeren. Deze grafen weerspiegelen welke woorden verwant
zijn met concepten en welke emotie mensen met deze concepten associëren, hieruit
kun je de waarneming van producten en concepten binnen een bevolking van OSN ge-
bruikers afleiden.
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