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Abstract In Sahel-Doukkala, which is characterized by lands
of a relatively low relief, global DEMs and DEMs generated
from digitizing topographic maps, have been the primary
source of several multidisciplinary researches. Although these
products present a great value of the conducted research, the
level of the given accuracy is not sufficient enough for de-
tailed geospatial analysis. These requirements led us to gener-
ate a high-resolution DEM as an alternative of available global
DEMs or/and DEMs generated from digitizing topographic
maps. In this study, we present a workflow to extract high-
resolution DEM at 5 m resolution and derived orthoimages
from ALOS-PRISM data over Sahel-Doukkala, through pho-
togrammetric techniques, using a variation of GCPs obtained
from topographic maps at scale 1:25,000. The accuracy of the
generated products is reported according to NSSDA stan-
dards. Using ten GCPs, a PRISM-DEM with 3.88 m vertical
accuracy and 11.60 m horizontal accuracy, both at 95%
confidence level is obtained. This DEM will serve as
base dataset for further detailed geospatial analysis and
mapping applications in order to identify the relation-
ship between surface parameters and groundwater, and also

to assess and understand all factors influencing the develop-
ment of karst landscapes and consequently subsurface stabil-
ity in the investigated area.

Keywords ALOS-RISM . DEM .Orthoimage . Accuracy
assessment . Sahel-Doukkala,Morocco

Introduction

Problem statement

Over the last decade, Sahel-Doukkala (WesternMorocco) was
under an increasing pressure from intense and rapid change in
land use/land cover (LULC) due to a growing demographic,
touristic, agricultural, and industrial activities. This change in
LULC has a direct impact on land resources; particularly
groundwater, where the water demand has significantly
amplified, while water resources are increasingly scarce.
Therefore, this is considered as a major problem affect-
ing this region, where groundwater is the only water
supply resources. Furthermore, the interference of this
LULC change with the local geomorphological, structur-
al, geological and hydrological factors, shapes the land-
scape, i.e. karst landscapes, leading to the formation of
cavities and underground drainage system, thus threat-
ening the subsurface stability of this area. Therefore, it
shows the necessity to conduct investigation efforts to
better understand the relationship between groundwater
and subsurface information, and also to understand all
factors influencing the development of karst landscapes
and consequently subsurface stability. These studies will
provide valuable tools for better planning, monitoring and
management of land resources, especially groundwater, and
karst landscapes in Sahel-Doukkala.
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This kind of studies requires the calculation of several
geomorphometric parameters such as elevation, slope, drain-
age density, terrain features, etc. Nowadays, such information
can be easily obtained trough Digital Elevation Model (DEM)
which becomes the main source of information on topography
(Florinsky 2012). The quality of such analysis is controlled by
the quality of the DEM. For this reason, a DEMwith high and
consistent accuracy (horizontal and vertical) is preferable.
Currently, different global DEMs with different resolution
and accuracy are freely-available such as SRTM (Shuttle
Radar Topography Mission) and ASTER GDEM (Advanced
Spaceborne Thermal Emission and Reflection Radiometer
(ASTER) Global Digital Elevation Model (GDEM)).
Through the release of SRTMGL1 (Farr et al. 2007; NASA
JPL 2013), with a spatial resolution of 30 m and a vertical
accuracy about 16 m, it is considered more sensitive to eleva-
tion variation compared to others free global DEMs, and it
becomes the first choice. However, this level of accuracy is
not sufficient enough for detailed geospatial analysis, espe-
cially in areas with relatively low relief, where a DEM with
higher accuracy is more preferred. Ground surveying tech-
niques using GNSS systems and airborne LiDAR surveys
are the most accurate techniques for DEM generation
(Persendt and Gomez 2015; Migoń and Kasprzak 2015), nev-
ertheless, difficulties such as time-consuming and high ex-
penses are still the major constraint. In such circumstances
DEMs from satellite imagery are a worthwhile option.

A digital elevation model (DEM) is a 3D digital representa-
tion of a terrain surface, created from elevation data. There are
two types of DEMs, digital terrain model (DTM) and digital
surface model (DSM). A DTM represents the elevation associ-
ated with the topography of the Earth, excluding all man-made
and keeps only natural features while DSM represents the ele-
vation associated with the Earth’s surface, including all objects
on it (man-made and natural features). In scientific literature,
the term of DEM is used as a generic term for DTM and DSM
(Li et al. 2005). DEMs generated from aerial photographs,
satellite imagery (ASTER, SPOT, ALOS-PRISM, Cartosat-1,
ERS SAR, Envisat ASAR, TerraSAR-X, etc), LiDAR or pro-
vided by global suppliers (such as USGS) are in fact DSMs.
DSM can be converted to DTM by applying several algorithms
that try to remove all elevated features (Kraus and Pfeifer 1998;
Vosselman 2000; Sithole and Vosselman 2004; Krauß et al.
2011; Bandara et al. 2011). However, in the following decades,
the use of the concepts DEM, DTM and/or DSM has been
confusing, and the use of this terms have a context-dependent
implication and there may be differences in meaning from one
country to another (Oksanen 2006). In the following, the term
DEM is referred to DSM.

In Sahel-Doukkala, which is characterized by lands of a
relatively low relief, global DEMs such as SRTM and
ASTER DEM, and DEMs generated by interpolation between
contours and spot heights from existing topographic maps,

have been the primary source of several multidisciplinary re-
search (Labbassi et al. 2009; El Bchari et al. 2014; Theilen-
Willige et al. 2014; Fadili et al. 2015). Although these prod-
ucts present a great value for the conducted studies, the level
of the given accuracy is not sufficient enough for detailed
geospatial analysis, especially in the case of a relatively low
relief. Moreover, it is crucial to assess the overall accuracy
requirements of DEM before any geospatial analysis.
However, these requirements are not defined in spite of the
common use of DEMs, and there is still a lack of research
involving an accuracy assessment studies and methods of
those DEMs over Sahel-Doukkala. This contribution will con-
tribute to better understanding of the error components and the
overall accuracy of a high-resolution DEM in this area.

These requirements led us to conduct this research in order
to generate a high-resolution DEM as an alternative of avail-
able global DEMs or/and DEMs generated from digitizing
topographic maps. In addition, an accuracy assessment of
the generated DEM is performed in order to better understand
the error components of the DEM, the propagated error in
each component, the bias of error, and the overall accuracy.
The obtained DEM will serve as a basic elevation product for
further geospatial analysis and orthorectification of additional
remote sensing datasets.

Motivation

With the advent of very high-resolution (VHR) optical satel-
lites with stereoscopic sensors, e.g. ALOS-PRISM, SPOT-7,
GeoEye-1/2, WorldView-1/2, Cartosat-1/2, etc., spatial im-
ages can have a resolution inferior than 5 m. With this very
high resolution, spatial images gained a popularity in the
geospatial scientific community and become a principal data
source of digital Photogrammetry; which is more integrated
into remote sensing and GIScience at the present time, leading
to a new era inDEMgeneration. Therefore, many studies have
been conducted using and evaluating VHR optical images as
a new alternative for DEM generation (Al-Rousan et al. 1997;
Toutin 2004; Büyüksalih et al. 2005; Maruya and Ohyama
2008; Krauß et al. 2009; Bhardwaj 2013; Jacobsen 2013).

The PRISM instrument onboard the Japanese satellite
ALOS, with its 2.5 m resolution triplet images, has been de-
signed mainly for mapping purpose with a specific intention
towards high-resolution DEM generation. With its unique
configuration, ALOS-PRISM gives a strong advantage com-
pared to the conventional stereo imaging system in term of
producing accurate DEMs and orthoimages (Maruya and
Ohyama 2008). Early results from previous studies available
in the scientific literature confirm the high accuracy of gener-
ated DEM and derived orthoimages from ALOS-PRISM im-
ages. Maruya and Ohyama ( 2008) used GCPs derived from a
1:25,000 map in order to assess the accuracy of PRISM-DEM
and PRISM ortho-rectified images, and found an RMSE of
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4.8 m and 5.8 m for PRISM-DEM and Nadir-orthoimage re-
spectively. In another experiment, a standard deviation of
4.07 m for the overall DEM, 5.24 m for the mountainous area
and 2.34 m for the plain area was obtained by Bignone and
Umakawa (2008) for a comparison with the obtained PRISM-
DEM to a DEM generated from IKONOS images. A compar-
ison of height difference between PRISM-DEM and SRTM
has been conducted by Trisakti et al. (2009) gives RMSE of
6.5 m. (Takaku et al. 2008) generated PRISM DEMs from
several scenes over different sites over Japan, presenting var-
ious terrain features (flat, mountainous, steep, urban) and
compared the PRISM-DEM accuracy with high-resolution
reference DEM derived from LiDAR and aerial photo and
found RMSE ranging between 5 m and 21 m.

In this study, photogrammetric methods, more specifically
spaceborne Photogrammetry is selected for the availability of
data sources and its acceptable accuracy. An advantage of
processing of photogrammetric DEM is that it is a standard
approach and it has been in use for several decades and is still
improving (Nelson et al. 2009). The fundamental principle of
Photogrammetry is to make use of a stereopair (two images of
the same scene imaged at two slightly different places with a
certain degree of overlap) to reconstruct the original shape of
3D objects and then to measure the 3D coordinates of the
objects on the derived stereo model (Li et al. 2005).

The main purpose of the present paper is to extract a high-
resolution DEM from ALOS-PRISM data trough photogram-
metric techniques, and subsequently, generate orthoimages.
The approach used is divided into three main steps. The first
step is the extraction of PRISM DEMs (called PDEMs). The
second step represents an accuracy assessment of the generat-
ed PDEMs through different accuracy assessment techniques.
Finally, PRISM orthoimages are generated using the final
PDEM. The accuracy of PRISM DEMs and PRISM
orthoimages are reported according to the NSSDA (National
Standard for Spatial Data Accuracy) vertical and horizontal
accuracy published by the Federal Geographic Data
Committee (FGDC) in 1998, which uses RMSE to estimate
positional accuracy at the 95% confidence level (Federal
Geographic Data Committee 1998).

Study area

The study area is located in Moroccan Atlantic coast
between latitude 33°20’N and 33°15’N and covers an area
approximately 45 km by 65 km (Fig. 1). The topography of
the area includes two most significant units, the Sahel and the
Doukkala. The Sahel, which represents a gently rolling hills
with the presence of some local steep slopes, it is a combina-
tion and the intercalation of many consolidated dunes. It is
characterized by low to moderate relief and regular morphol-
ogy where the ridges of the dunes follow; over long distances,

the same orientation, which is NE-SW and separated by so-
called inter-dunes depressions. The elevation of this unit
ranges from 0 to 160 m. In addition, the Sahel includes a
sub-unit called the Oulja, which is located near to the ocean.
This area is a quite big depression containing wetlands and
some agricultural fields. The second main geomorphological
unit is the Doukkala, which remains as wide plain character-
ized by very low topographic variation.

Data and tools

PRISM sensor

The Advanced Land Observing Satellite (ALOS), also called
DAICHI, is an Earth observation satellite launched on January
24, 2006 by the Japan Aerospace Exploration Agency
(JAXA), with onboard PRISM, AVNIR-2 and PALSAR in-
struments (JAXA 2008). The Panchromatic Remote Sensing
Instrument for Stereo Mapping (PRISM) consists of three in-
dependent panchromatic radiometers for nadir (NDR), for-
ward (FWD), and backward (BWD) looking. These radiome-
ters produce high-resolution triplet and stereo images along
the satellite’s track with 2.5 m. Main characteristics of PRISM
instrument are shown in Table 1.

The stereo images are captured at nearly the same time; 45 s
for two sequential overlap captures, under uniform environ-
mental and lighting conditions. PRISM data are processed in
three levels: Level 1A, Level 1B, and Level 1B2, with two
observation modes, which are OB1 (triplet mode) and OB2
(dual mode) (Tadono et al. 2004). Forward and backward radi-
ometers are inclined at +/− 23.8 degrees from the nadir to pro-
vide a base-to-height (B/H) ratio of 1.0 with triplet mode, and a
B/H ratio of 0.5 with dual mode. This ratio is very important for
DEM generation process as a larger B/H ratio contributes to a
better vertical accuracy (Hasegawa et al. 2000; Kääb 2008).

PRISM dataset description

The scenes used in this study are ordered fromESA (European
Space Agency). In this study, two frames were selected over
Sahel-Doukkala (orbit 12,988, track 343, frame 2935, and
frame 2940) with level 1B1, which is radiometrically
corrected and is without geometric correction. This level is
considered the most suitable level for DEM generation
(Wang et al. 2008). There was acquired on July 2nd, 2008 at
about 11:21 a.m. The scenes are available with dual-mode
(Forward and Nadir looking) in CEOS format. They cover
an area of 35 km × 35 km for each frame, with a spatial
resolution of 2.5 m. In the images, lagoon, forest, temporary
small lakes, agricultural field, hills, and flat terrains are visible.
These frames present a good quality with free cloud and they
are delivered with full metadata ((Fig. 2)
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Ground control points

In order to orient the final DEM to a recognized map projec-
tion and to compute the Exterior Orientation Parameters
(EOPs), a sufficient number of GCPs is required. In addition,
GCPs are needed as an independent source of information to
check the accuracy and the consistency of photogrammetric
derived product.

In our case, it was not possible to acquire Geodetic
GPS survey measurements. As an alternative, it was
decided to use published topographic maps by the
Moroccan Cartographic Survey (ANCFCC) as the main
resource for the collection of GCPs and validation
points (vertical and horizontal). The used topographic
maps are at scale 1:25,000; which remain the best
source of GCPs over the study area with a planimetric
accuracy of 5 m and altimetric accuracy of 2.5 m, were

georeferenced in ArcGIS using Lambert Conformal
Conic of Morocco (LCCM) as projection system
(Fig. 3).

SRTMGL1

The Shuttle Radar Topography Mission (SRTM) was a col-
laboration between the National Aeronautics and Space
Administration (NASA) and the National Geospatial-
Intelligence Agency (NGA) (previously known as the
National Imagery and Mapping Agency (NIMA)), with a par-
ticipation of the German Aerospace Center (DLR), and the
Italian Space Agency (ASI). The mission was designed to
use a single-pass radar interferometer to produce a DEM of
the Earth’s land surface (about 80% of the globe) between
about 60° North latitude and 56° South latitude which
launched February 11th , 2000 and flew for 11 days aboard

Fig. 1 The location of the study area (red box)
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the space shuttle endeavor (Farr et al. 2007). C-Radar data
were processed at JPL (Jet Propulsion Laboratory), while X-
Radar data (DLR & ASI) were processed at DLR.

The NASA data products are distributed free of charge to
the public through the USGS EROSData Center. In the United
States, data were made available at 1 × 1 arc-Sec (approximate-
ly 30 m at the equator), which was produced by averaging
3 × 3 pixels. For the rest of the world, a lower resolution (3
arc-sec - approximately 90 m at the equator) for global data set
called SRTM3 was produced. The vertical error of the SRTM
is reported to be less than 16 m for 90% of the data across the
entire mission and less than 5 m on a local scale (Rabus et al.
2003; Gonçalves 2005; Jacobsen 2005; Rodriguez et al. 2005;
Farr et al. 2007; Mukherjee et al. 2013). Since September
2014, the White House has announced that the high-
resolution topographic data generated from NASA’s SRTM

in 2000 will be released globally and publicly over 2014 and
the beginning of 2015 (NASA 2014). This enhanced SRTM
version, called SRTMGL1 (NASA Shuttle Radar Topography
Mission Global 1 arc sec) was released with 1 arc-second
(about 30 m) revealing the full resolution of the original mea-
surements taken by NASA’s SRTM mission.

The SRTM DEM can be a good alternative source for ele-
vation comparison and assessment for regions where DGPS
survey measurements or accurate topographic maps are not
available (Rozycki and Wolniewicz 2007). It was also used
as source of height information in several parts of the world
where collection of height information was impossible
(Galiatsatos et al. 2008; Gonçalves 2008).

Software used

In th is paper, i t was decided to use IMAGINE
Photogrammetry module (formerly Leica Photogrammetry
Suite) implemented in ERDAS IMAGINE Software.
IMAGINE Photogrammetry has the ability to handle ALOS-
PRISM data format with level 1B1 and provides full chain for
automatic DEM generation. ArcGIS and SAGA GIS were
used for GIS operation such as georeferencing, GIS spatial
analysis, and terrain parameters extraction

Methodology and workflow

The approach used in this work was divided into three main
steps. After the image orientation, an image matching, and
automatic DEM generation were performed. Then an accura-
cy assessment of the generated PDEMs was achieved through
different accuracy assessment techniques. Finally, PRISM
orthoimages were generated using the final obtained PDEM.
The methodology is summarized by the flowchart diagram
shown in Fig. 4.

Table 1 Specifications of PRISM instrument (JAXA 2008)

Item Description

Number of observation bands 1 (Panchromatic)

Wavelength 0.52 to 0.77 μm

Number of optics 3 (Forward (FWD) – Nadir (NDR) –
Backward (BWD))

B/H 1.0 (triplet mode) – 0.5 (dual mode)

Spatial resolution 2.5 m (at NDR)

FOV (Swath Width) 70 km (NDR only) / 35 km (Triplet mode)

S/N >70

MTF >0.2

Angle from NDR ±23.8° (for FWD and BWD Along track
direction)

Bit length 8 bits

Observation frequency 0.37 ms

IFOV 3.61 μrad

Pointing angle ±1.5° (Triplet mode, cross-track direction)

Fig. 2 Footprint and overview of
used ALOS-PRISM data (cyan
frames present nadir scenes, while
blue frames present forward
scenes) (Credit: Google Earth)
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DEM generation

Preprocessing

The initial settings were the selection of an appropriate sensor
model and the reference system. Considering the GCPs source
(topographic maps), it was decided to use the same reference
system, which is LCCM (Lambert Conformal Conic of
Morocco). Furthermore, in order to achieve reasonable results
in term of accuracy and reliability in DEM generation, a coarse-
to-fine hierarchical strategy based on image pyramids was built.

Image orientation

Sensor model determination In the image orientation
processing, the determination of the sensor model is a
crucial step. ALOS-PRISM L1B1 data are delivered
with full metadata including detailed sensor parameters,
satellite ephemeris information (orbital position and ve-
locity), and satellite attitude information (rotation

angles). That’s why, the orbital pushbroom sensor model
is considered as the most suitable model for ALOS-
PRISM L1B1 data, which fully utilizes this information
to determine IOPs and EOPs to satisfy the modified
collinearity equation. This information is read directly
by IMAGINE Photogrammetry and used in the creation
of the block files.

However, EOPs from ephemeris and attitude information
cannot be accurate enough to build the model, which depend
on the accuracy of ephemeris and attitude information. To over-
come this problem, an additional adjustment of the model can
be performed using known GCPs. Theoretically, a minimum of
3 full GCPs determined and located on each stereopair are
sufficient to solve the 6 parameters for EOPs and to orient the
images. Nevertheless, to increase the accuracy of the block,
more GCPs have to be collected (Wegmann 2002; Galiatsatos
et al. 2008; Michalis and Dowman 2008; Bitelli and Girelli
2009; Kocaman and Gruen 2009). These points are used with
the BBA (Bundle Block Adjustment), where all images are
oriented simultaneously in the same reference system.

Fig. 3 Spatial distribution of
ALOS-PRISM images,
topographic maps, ground control
points (GCPs), vertical
checkpoints (VCPs) and
orthoimages validation points
over the study area
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GCPs collection In DEM generation process, GCPs
should satisfy two conditions: (i) the accuracy of
GCPs should be high enough. (ii) GCPs should be iden-
tifiable and locatable in each image of the block. In our
case, full GCPs (X, Y, Z) are collected from 1:25,000
topographic maps, which remain our best alternative. In
order to straightforwardness their identification, they are
usually determined close to the road crossing and inter-
section of agricultural plots. Because of the difference
in information content between ALOS-PRISM images
and topographic maps, it was very difficult to define
good common recognizable points between them. To
overcome this limitation, a total of 112 reference points
was collected having a good distribution on the images,
and located at different elevations, to avoid planimetric
and altimetric extrapolations (Toutin 2001) (Fig. 3), with
the intention to reduce this number and keep only the
best reference points.

Triangulation The orbital Pushbroom sensor model associated
with PRISM images was designed to give results with no sig-
nificant error; without any adjustment, bymeans of only ephem-
eris and attitude information. Nevertheless, to improve the sen-
sor model and get better results, the adjustment of the block is
quite required, by using known full GCPs and tie points.

Triangulation was performed using integrated BBA, which
uses the collinearity equation as formula and have the advan-
tage of distributing the error over the entire block. Reference
points collected from topographic maps separated into two
categories: GCPs were used to perform triangulation and
Check Points (CPs) which were not used to contribute in re-
solving the sensor model but used to independently verify the
overall accuracy of BAA. There are considered as the best
source for determining the accuracy of the BBA. Also, the
triangulation process needs the collection of several corre-
spondences points, called Ties Points (TPs), between the ste-
reo images via an image matching algorithm.

ALOS PRISM

(L1B1)
Pre -processing

IOPs and EOPs Extraction

Triangulation

(Integrated BBA )

Topographic Maps

(1:25000)

GCPs + CPs

TPs

GPS/IMU

Image Orientation

Adaptive Automatic 

Terrain Extraction (ATE) 

Dense Points Extraction

PRISM DEMs Interpolation

(TIN)

Error Report

No

Yes

VCPs
Accuracy Assessment of 

PDEMs
SRTMGL1

Validation Points

PDEM with the 

best Accuracy 

and Consistency

PRISM Orthoimage 

Generation

D
E

M
 E

xt
ra

ct
io

n

DEM Accuracy 
Assessment

Orthoimage Generation 
and Accuracy Assessment

PRISM Orthoimage 

Assessment

Final PDEM

Fig. 4 Flowchart of the followed
approach
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In order to improve the sensor model, we tried to use sev-
eral variations of GCPs, in order to find the optimal one which
will improve the overall accuracy of the block by reducing
gross errors from image point measurement. In the first trian-
gulation trial, all reference points were used. Then, based on
the triangulation report, GCPs with large residuals were re-
moved in order to reduce and avoid gross errors from image
point measurement. In the final stage, the best GCPswere kept
in order to be used in triangulation.

A total of 21 reference points were retained of which 15
points were used as GCPs and 6 points were used as CPs.
The number of reference points retained was the best possible
under the given conditions. Afterward, different experiments of
triangulation were performed using zero, 3, 6, 10, and 15GCPs.

In a previous study conducted by Khoshelham (2009), it
has been shown that including tie points within an integrated
orientation approach, i.e. BBA, can result in a reduction of
errors in the image space. Hence, an automatic TPs genera-
tionwas performed, where a total of 202 points was generated.

Image matching and DEM extraction

Once the orientation was completed, ALOS-PRISM images
can be used for automatic DEM generation through image
matching algorithm. With known sensor orientation parame-
ters, automatic image matching techniques are able to extract
dense point cloud describing the ground surface and its main
geometric discontinuities.

IMAGINE Photogrammetry software uses a hierarchical fea-
ture based multi-image matching technique and an adaptive au-
tomatic terrain extraction (ATE) for DEM generation. After
matching on each pyramid level, the terrain is refined, gross errors
are removed and amore accurate and detailed terrain serves as the
input of next pyramid level correlation (Wang et al. 2008). The
search window size used to search corresponding image points
was set to 11 × 3,while the correlation sizewas set to 11 × 11, and
the correlation coefficient was adjusted to 0.9 (Lane et al. 2000;
Leica Geosystems Geospatial Imaging 2006; Milledge et al.
2009). At the same time, a DEM filter was used to remove the
erroneously matched points from the output 3D points.

Four different DEMs were extracted and called PDEM3T,
PDEM6T, PDEM10T, PDEM15T for, respectively 3 GCPs, 6
GCPs, 10 GCPs, and 15 GCPs. The generated DEMs were
stored as point cloud presenting the raw DEM values comput-
ed from the matched image points. Afterward, Delaunay
Triangulation was performed to create TIN (Triangulated
Irregular Network) from the output 3D points, and then it
was spatially interpolated using a linear surface fitting algo-
rithm to obtain DEM with 5 m pixel size. TIN is an exact
interpolation where original data points are kept without any
bias. Also, it is efficient for representing sudden changes in
topography, and areas with uniform slope and aspect
(McCullagh 1988; Jordan 2007).

Accuracy assessment

In order to evaluate the generated PDEMs, many accuracy
assessment techniques were used, which are: error difference
statistics, spatial correlation and regression analysis, image
differencing, profiling analysis, and topographic analysis
(Hirano et al. 2003; Eckert et al. 2005; San and Suzen 2005;
Galiatsatos et al. 2008; Lamsal et al. 2011; Pulighe and Fava
2013).

The accuracy of PDEMs was reported according to
NSSDA vertical accuracy, which uses RMSEz (in z-
component) to estimate positional accuracy at the 95% confi-
dence level (Federal Geographic Data Committee 1998). This
accuracy is a linear uncertainty value, such that the true or
theoretical location of the point falls within ± of that linear
uncertainty value 95% of the time, in other words, it means
that 95% of all the computed points have an error with respect
to the true measurement that is smaller or equal to the stated
accuracy.

The NSSDA vertical accuracy assumes that systematic er-
rors have been eliminated as best as possible. Furthermore, if
vertical errors are normally distributed, the factor 1.9600 is
applied to compute linear error at the 95% confidence level.
Consequently, vertical accuracy, accuracyz, reported accord-
ing to the NSSDA shall be computed by the following formula
(Federal Geographic Data Committee 1998):

Accuracyz ¼ 1:9600*RMSEz ð1Þ

Where:

Accuracyz is the vertical accuracy at the 95% confidence
interval

And

RMSEz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

I−1
zdata I−zcheck Ið Þ2

n

vuut
ð2Þ

Where:

z data I is the vertical coordinate of the Ithcheckpoint in the
dataset

z check

I

is the vertical coordinate of the Ithcheckpoint in the
independent source of higher accuracy

n is the number of checkpoints tested
I is an integer ranging from 1 to n

The generated PDEMs were firstly evaluated using 143
well distributed vertical checkpoints (VCPs) extracted from
1:25,000 topographic maps (Fig. 3). Elevations at the loca-
tions of VCPs was extracted from generated PDEMs and com-
pared with the elevations of VCPs in order to perform several
statistical analyses. First, descriptive statistics of generated
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PDEMs and VCPs were performed. Then PDEMs were
compared to VCPs by calculating the difference be-
tween them, where a statistical analysis of the errors
was performed.

Rather than checking the accuracy on local points,
which gives only the only amount of the errors, the
global PDEMs were compared to a reference DEM,
through image differencing approach. This technique
leads to the detection and quantification of error’s dis-
tribution over the entire PDEM. In this study, it was
decided to choose SRTMGL1 as reference DEM.

In addition, a profiling evaluation was performed to assess
the planimetric accuracy and the variation of errors according
to the geomorphology of the study area. Two elevation pro-
files oriented in NW-SE and NNE-SSW respectively, for each
PDEM (PRISM-DEM) and SRTMGL1 were chosen and
evaluated.

Slope and aspect; among other topographic features, are
two of the most important features that can influence and
affect morphological and hydrological pattern of DEMs.
They represent the recommended variables to analyze their
impact on error distribution. For this purpose, slope and aspect
maps for PDEMswere generated, then slope and aspect values
at VCPs were extracted from each PDEM. Later, a statistical
analysis of PDEMs errors was performed for slope classes and
aspect directions.

Orthoimage generation

PRISM orthoimages were made using the nadir images for
both stereopairs and PDEM presenting the best accuracy and
consistency. Next, in order to assess the geometric registration
of PRISM orthoimages, 33 validation points and their

corresponding points were selected from road intersection
from both topographic maps and orthoimages (Fig. 3). Later,
the differences between X and Y values from the validation
point; with their known locations, and those defined by the
PRISM orthoimages were calculated in order to get the shift
(error) for a given validation point with orthoimages. Based
on those differences, the RMSExy and NSSDA horizontal ac-
curacy were calculated to assess the accuracy of the generated
orthoimages.

Like PDEMs, the accuracy of PRISM orthoimages was
reported according to NSSDA horizontal accuracy which uses
RMSExy (RMSE in x- and y- component) to estimate horizon-
tal positional accuracy at the 95% confidence level. The
reporting standard in the horizontal component is the radius
of circle of uncertainty, such that the true or theoretical loca-
tion of the point falls within that circle 95% of the time
(Federal Geographic Data Committee 1998) .

The RMSExy can be divided into two accuracies compo-
nents, in x- component positional RMSEx and y- component
positional RMSEy, with the following formulas:

RMSEx ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

I−1
xdata I−xcheck Ið Þ2

n

vuut
ð3Þ

RMSEy ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

I−1
ydata I−ycheck Ið Þ2

n

vuut
ð4Þ

xdataI and xdata I are the horizontal coordinates of
the Ithcheckpoint in the dataset

Table 2 Summary of
residuals and errors for GCPs and
CPs

No. CPs 6

No. TPs 202

No. GCPs 15 10 6 3 0

GCPs RMSE Ground X Meters 2.838 2.368 3.156 1.092 ---

Ground Y 3.082 2.951 7.695 2.903 ---

Ground Z 2.852 2.110 1.365 1.423 ---

Image X Pixels 1.170 1.023 1.022 0.627 ---

Image Y 1.221 1.181 2.341 0.8310 ---

CPs RMSE Ground X Meters 3.804 3.989 4.323 4.035 128.620

Ground Y 3.699 2.695 9.607 7.370 107.629

Ground Z 3.070 3.653 5.931 4.429 199.401

Image X Pixels 1.379 1.396 0.810 1.108 34.685

Image Y 1.390 1.207 3.645 2.745 39.621

Total RMSE Pixels 0.047 0.035 0.041 0.031 ---
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ycheck Iand ycheck I is the horizontal coordinates of
the Ithcheckpoint in the independent
source of higher accuracy

n is the number of checkpoints tested
I is an integer ranging from 1 to n

The horizontal error at point I is defined as:

Error I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xdata I−xcheck Ið Þ2 þ ydata I−ycheck Ið Þ2

q
ð5Þ

Then, horizontal RMSExy is given as below:

RMSExy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

I−1 xdata I−xcheck Ið Þ2 þ ydata I−ycheck Ið Þ2
n

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RMSE2

x þ RMSE2
y

� �r
ð6Þ

The NSSDA standards assume that systematic errors have
been eliminated as best as possible. In addition, if horizontal
errors are normally distributed and independently in each of
the x- and y- component, the factor 2.4477 is applied to
compute horizontal accuracy at the 95% confidence lev-
el. When the preceding conditions apply, the horizontal
accuracy, accuracyxy, shall be computed as follows (Federal
Geographic Data Committee 1998):

Accuracyxy ¼
2:4477*RMSExy

2
ð7Þ

Therefore, this standard implements two formulas to report
the total horizontal accuracy, accuracyxy, at 95 confidence level.

Fig. 5 Histograms of error
distribution frequencies of
differences between VCPs and
generated PDEMs (ND represents
the normal distribution)

Table 3 Descriptive statistics of VCPs and generated DEMs

Min
(m)

Max
(m)

Mean
(m)

Median
(m)

SD
(m)

VCPs (143) 2.00 176.00 98.31 99.00 45.37

PDEM3T -5.89 175.25 97.33 98.80 45.94

PDEM6T -5.72 174.81 97.68 99.42 45.80

PDEM10T -4.78 173.34 97.40 99.94 45.61

PDEM15T -4.29 172.17 98.09 100.32 44.17
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– Case1:

If RMSEx = RMSEy, the horizontal accuracy can be com-
puted by the following formula:

RMSExy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2*RMSEx

2
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2*RMSEy

2
q

¼ 1:4142*RMSEx ¼ 1:4142*RMSEy ð8Þ

Accuracyxy ¼
2:4477*RMSExy

1:4142
¼ 1:7308*RMSExy ð9Þ

– Case2 (results similar to Case1):

If RMSEx#RMSEy, (the ratio between the largest RMSE
and the smallest one is between 0.6 and 1.0), then the
accuracy can be computed by the following formula:

Accuracyxy ¼
2:4477* RMSEx þ RMSEy

� �
2

¼ 1:22385* RMSEx þ RMSEy
� � ð10Þ

Where:

Accuracyxy is the horizontal (radial) accuracy at the
95% confidence interval

Results and discussion

Different experiments of triangulation were performed using
3, 6, 10, and 15 GCPs collected from topographic maps.
Furthermore, an automatic TPs generation was performed,
where a total of 202 points was generated. The results were
compared with 6 well-defined accurate CPs.

Once the triangulation was performed and EOPs were
solved, ground coordinates and image coordinates of GCPs,
CPs, and TPs are computed with their corresponding accuracy

and are displayed in the triangulation report in the form of
residuals (Table 2). The CPs errors are computed from the
subtraction of the computed coordinates from the original in-
put coordinates. Since the CPs are not used to build the sensor
model, therefore, the model is considered well built, more the
errors of the CPs are less significant.

Observing Table 2, when only ephemeris and attitude data
were used (0 GCPs), it is seen that the errors of CPs ground
coordinates are very large especially for Z. However, when few
GCPs were added the six parameters of exterior orientation were
corrected and the accuracy of the model can be significantly
improved. The overall accuracy of triangulation with 3, 6, 10,
and 15 GCPs performs similarly. CPs image coordinates errors
are in general within 1 to 3 pixels. Nevertheless, we have to be
careful when looking at the errors of CPs. They are not as good as
theGCPs since the best points are firstly implemented to improve
the sensor model. The residuals of GCPs are much better than
CPs, which for image coordinates is mostly within 1 to 2 pixels.

It can be observed that the insertion of just three GCPs can
reduce the amount of CPs errors by more than 90% for both
image coordinates and ground coordinates. More GCPs can
lead to better improvements. In the case of using 10 GCPs, a
remarkable enhancement can be observed. Adding more
GCPs can improve the model, but with no significant en-
hancement because the model starts to be saturated. It should
be noted that the uncertainty of GCPs and CPs is quite high,
but it was the best height control points available at the time.

Table 4 Statistical parameters
between VCPs and PDEMs Min

(m)
Max
(m)

Mean
(m)

Median
(m)

SD
(m)

MAE
(m)

RMSEZ
(m)

ACCZ 95
(m)

VCPs - SRTMGL1 -8.00 5.00 0.08 0.00 2.36 1.83 2.29 4.48

VCPs - PDEM3T -2.73 9.28 0.98 0.85 1.85 1.52 2.09 4.09

VCPs - PDEM6T -3.25 8.90 0.63 0.67 1.74 1.28 1.84 3.61

VCPs - PDEM10T -4.02 8.53 0.91 0.75 1.76 1.46 1.98 3.88

VCPs - PDEM15T -6.45 6.29 0.22 0.42 2.25 1.81 2.25 4.41

Table 5 Correlation and regression coefficients between VCPs and
generated PDEMs

r R2 Regression line y = ax + b

Slope (a) Intercept (b)

PDEM3T 0.99925 0.99851 1.0117 -2.1306

PDEM6T 0.99932 0.99864 1.0086 -1.4766

PDEM10T 0.99926 0.99853 1.0046 -1.3626

PDEM15T 0.99910 0.99820 0.9726 -2.4764

r: Correlation Coefficient
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As seen above, it is hard to tell which model is better. For
that reason, it was decided to generate DEMs using the differ-
ent variations of GCPs described above. Four different abso-
lute DEMs were extracted and called PDEM3T, PDEM6T,

PDEM10T, and PDEM15T, for 3 GCPs, 6 GCPs, 10 GCPs,
and 15 GCPs respectively.

The generated DEMs were first evaluated using 143 well
defined vertical checkpoints (VCPs) extracted from 1:25,000
topographic maps (Fig. 3). First the descriptive statistics of
both, VCPs and generated PDEMs were calculated
(Table 3). From the statistics given in this table, it is perceived
that all generated PDEMs are slightly close to VCPs in popu-
lation measures (mean, median, and standard deviation (SD)),
making difficult to state which PDEM is closest to VCPs.

Then, a comparison of the generated PDEMs with VCPs
was performed by calculating the difference between VCPs
and their corresponding points in the produced PDEMs, which
denoted as VCPs – PDEMx. A statistical analysis of errors
was achieved by calculating the MAE (Mean Absolute Error),
RMSEz and NSSDAvertical accuracy at 95 confidence inter-
val among other parameters such as Min, Max, Mean,
Median, and SD. Figure 5 shows the histograms of errors
distribution frequencies of difference between VCPs and gen-
erated PDEMs, while Table 4 summarizes the statistical pa-
rameters between VCPs and PDEMs.

Examination of these results shows that all generated
PDEMs present a good agreement with VCPs and the overall
range of the errors distribution is quite small, and fit in a
remarkable way the normal distribution, where the frequency
of positive errors is slightly greater than negative errors, which
indicates a small positive bias. Looking at the statistics, even if

Fig. 7 Elevation difference maps between SRTMGL1 and PDEM6T/PDEM10T

Fig. 6 Correlation plots between elevation values (meters) of VCPs and
generated PDEMs
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that all generated PDEMs shows a relatively small and accept-
able statistic accuracy estimator, PDEM6T and PDEM10T
gain immediately our attention since they have the lowest
values and a very consistent behavior for the MAE, RMSEz
and NSSDA vertical accuracy.

In order to have a better understanding of the relationship
between VCPs and PDEMs, spatial correlation and linear re-
gression analysis were calculated (Table 5 and Fig. 6). It
is seen that all generated PDEMs have a strong positive
correlation exceeding 99% with a very high determina-
tion coefficient (R2), which reveals that the VCPs and
the generated PDEMs using TPs are highly correlated to
each other.

Consequently, based on the comparison of error difference
statistics between VCPs and generated PDEMs, it is found
that PDEM6T and PDEM10T had, relatively, the highest ver-
tical accuracy. Also, PDEM6T and PDEM10T present, rela-
tively, the highest correlation with VCPs and they have the
smallest linear offset (it is considered that the linear offset is
stored in the intercept of the regression equation). Therefore,
PDEM6T and PDEM10T are kept for further evaluation with
SRTMGL1.

Even if the correlation analysis presents a good correlation
between VCPs and both PDEM6T and PDEM10T, this meth-
od is limited because it cannot give precise information about

the spatial distribution of elevation errors. To overcome this
problem, it was decided to use the image differencing ap-
proach which leads to have a clear idea of the spatial distribu-
tion of errors between a reference DEM (SRTMGL1 in our
case) and generated DEM (PDEM6T and PDEM10T), by
generating a difference image (error image) through a subtrac-
tion technique, where both the amounts and locations of errors
are stored as error images.

Direct subtraction of generated PDEMs from SRTMGL1 is
problematic because of the difference in spatial resolution be-
tween them. To overcome this problem, SRTMGL1 was
resampled to the generated PDEMs resolution, and then a
difference image (Fig. 7) showing the spatial distribution of
the errors was made by subtracting PDEM6T and PDEM10T
from SRTMGL1. A statistical analysis of difference maps was
made using all overlaid pixels (Table 6). To quantify the dom-
inance of errors, histograms of both difference maps were
made (Fig. 8). Then, error pixels were classified using classes
with a range of 5 and 10 m, where the number of contained
error pixels was calculated and then converted to an error
percentage (Table 7).

The difference errors between SRTMGL1 and
PDEM6T/PDEM10T follows a normal distribution, with
a smaller errors range in the case of the PDEM10T, es-
pecially on the negative side. Investigation of difference
images statistics shows that both generated PDEMs have
a very good error distribution, with a relatively small
mean in the case of PDEM6T around 0.64 m, which
indicates that the elevation values of PDEM6T are quite
higher with around a half of meter than SRTMGL1.
While the SD of PDEM10T is smaller than PDEM6T;
which indicates how the model is computed differs from
the reference, shows that the overall difference between
SRTMGL1 and PDEM10T is smaller than the difference
between SRTMGL1 and PDEM6T.

Fig. 8 Histograms of errors
between SRTMGL1 and
PDEM6T/PDEM10T (x-axis:
errors in meters) (y-axis: number
of pixels)

Table 6 Statistical summary of errors between SRTMGL1 and
PDEM6T/PDEM10T

Min
(m)

Max
(m)

Mean
(m)

Median
(m)

SD
(m)

CI (95%)
(m)

SRTMGL1 - PDEM6T -6.19 7.86 0.64 0.56 2.67 0.45

SRTMGL1 - PDEM10T -5.50 7.25 0.92 0.62 2.45 0.42
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Observing both difference maps, it is observed that most of
the areas are colored in medium yellow since the difference
errors are largely ranged between −10 and 10 m. The most
dominance (majority dominance) class is (−5) – 5 m, which
represents 72.80% and 75.66% for PDEM6T and PDEM10T
respectively, while the class (−10) – 10 m represents an over-
whelming dominance with 95.62% and 96.78% for PDEM6T
and PDEM10T respectively. The extreme outliers are obvious
where there are red and blue with extreme errors. These are
located at the boundaries of the generated PDEMs, over steep
slopes (cliff, depressions), areas with poor matching (the left
lower part of PDEMs). Also, these differential images show a

pattern in flight direction (Y direction of ALOS-PRISM im-
ages), which can be probably caused by the sensor model, i.e.
IOPs. These errors don’t exceed +20 m and represent just
3.49% and 2.83% for PDEM6T and PDEM10T respectively.

Comparing PDEM6T and PDEM10T, it is seen that the
amount of elevation errors decreases in the case of
PDEM10T, where the major improvement was observed in
the lower left corner due to image matching correlation issue,
which turns from blue (−30 m) to medium yellow (±10 m). It
is also seen that the percentage of error distribution is better in
the case of PDEM10T, where 75.66% of the errors is in ±5 m
range and 96.78% in ±10 m range.

Fig. 9 The situation of elevation
profiles A1A2 (solid line) and
B1B2 (dashed line)

Table 7 Elevation errors difference expressed in term of percentage per class

Δh (m) -30 < Δh < −20 -20 < Δh < −10 -10 < Δh < −5 -5 < Δh < 5 5 < Δh < 10 10 < Δh < 20 20 < Δh < 30

SRTMGL1 - PDEM6T 0.14% 0.66% 4.77% 72.80% 18.05% 3.49% 0.08%

SRTMGL1 - PDEM10T 0.01% 0.29% 3.47% 75.66% 17.65% 2.84% 0.08%
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Until now, the used accuracy assessment techniques are
giving an idea just about the vertical accuracy without any
information about the planimetric accuracy of the generated
PDEMs. To overcome this issue, a qualitative assessment of
the planimetric accuracy was performed by comparing the
elevation profiles of PDEM6T, PDEM10T, SRTMGL1, and
VCPs. Two profiles were chosen based on the area covering
all geomorphological units such as Wetlands (Oulja), cliffs,
dunes of the Sahel, and the plain of Doukkala, with both
low and high gradients. These profiles called Profile A1A2

and Profile B1B2 are oriented in NW-SE and NNE-SSW re-
spectively (Fig. 9).

PDEM6T, PDEM10T, and SRTMGL1 are illustrated as
elevation curves in blue, red, and orange respectively, accord-
ing to profile’s directions, while VCPs are superposed on them
with black dots (Fig. 10).

In ProfileA1A2, the three curves can be divided into two parts.
In the first part which represents a hilly region (with the presence
of wetlands, such as Sidi Moussa Lagoon, and Dunes of the
Sahel), SRTMGL1 is higher than PDEM6T and PDEM10T,

Fig. 10 Elevation profiles comparison between PDEM6T, PDEM10T, SRTMGL1 and VCPs

Fig. 11 Example of noise
affecting PDEM6T curve and
staircase pattern presenting in
SRTMGL1 curve
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but it is observed that SRTMGL1 takes the same shape as
PDEM6T and PDEM10T in steep slopes. While in the second
part, it is observed that SRTMGL1 fluctuate along PDEM6T
and PDEM10T, and in some sections, located in the plain of
Doukkala (flat area), SRTMGL1 becomes lower than PDEM6T
and PDEM10T. In profile B1B2, the difference is less marked
and SRTMGL1 is neighboring to PDEM6Tand PDEM10T, but
the overall shape presents the same aspect as the profile A1A2.

Due to its low spatial resolution, SRTMGL1 fails in
representing local topographic variations, and therefore, a gen-
eral shape of the topographic surface is considered. Moreover,
the SRTMGL1 landform curves are shown in a staircase pattern
with a lot of noise, unlike PDEM6T and PDEM10T curves
which show a smoother shape with less noise (Fig. 11).

In the absence of an accurate reference DEM, it is difficult
to decide between the exactness of SRTMGL1 and PDEM6T/
PDEM10T. To solve this problem, VCPs (as they are the most
accurate data we were able to get) were introduced and
intersecting with the transect line into DEMs curves in profiles
A1A2 and B1B2. Observing the DEMs curves and the location
of VCPs, these show the best fit with PDEM6T and
PDEM10T, which indicates that PDEM6T and PDEM10T
are more accurate and closest to bare earth than SRTMGL1.

In order to check the accuracy between SRTMGL1 and
PDEM6T/PDEM10T and try to find which of them is more
accurate according to VCPs, a statistical analysis of errors
between VCPs, SRTMGL1, PDEM6T, and PDEM10T
(Table 8) was performed, where VCPs were considered as
reference elevation data. From these statistics, it was observed
that SRTMGL1 has a lower vertical accuracy compared to
PDEM6T and PDEM10T, which means that PDEM6T and
PDEM10T are more accurate than SRTMGL1.

The assessment methods used above gives us information
about the vertical accuracy and distribution of errors through a

statistical analysis over the whole PDEM without taking any
consideration of topographic influence on error propagation.
Considering that errors are probably associated with topo-
graphic features, some topographic parameters were analyzed
in order to evaluate the effect of topographic features on DEM
errors distribution.

Slope and aspect; among other topographic features are
two of the most important features that can influence and
affect the morphological and hydrological pattern of DEM.
For this purpose, they represent the recommended variables
to analyze the distribution and concentration of certain spatial
objects (Blaschke and Strobl 2003; Pulighe and Fava 2013).

Slope and aspect maps for PDEM6T and PDEM10T were
generated, and then slope and aspect values at VCPs were
extracted from each PDEM. Later, a statistical analysis
of PDEM6T and PDEM10T errors were performed for
slope classes and aspect directions (Tables 9 and 10
respectively).

The cumulative percentage distribution of slopes shows
that more than 95% of the study area has a slope less than 4
degrees. On the basis of this, a value of 4 degrees was chosen
as threshold for classifying slope terrain. From Figure 12, it is
seen that terrain slope has a significant impact on the vertical
accuracy of both PDEMs. In general, elevation error increases
with the increase of terrain slope. In the case of PDEM6T, it is
observed that the increase of elevation error is approximately
twice for terrain with slope greater than 4 degrees compared to
terrain with slope less than 4 degrees. On the other hand,
PDEM10T present a minimal variation on the vertical accura-
cy than PDEM6T, with a remarkable enhancement for terrain
slopes exceeding 4 degrees. Based on these results, it can be
supposed that there is a correlation between the elevation error
and terrain slope, which have a significant impact on the ver-
tical accuracy of PDEM6T and PDEM10T.

Table 8 Statistical parameters
between VCPs, PDEM6T,
PDEM10T, and SRTM

Min
(m)

Max
(m)

Mean
(m)

Median
(m)

SD
(m)

MAE
(m)

RMSEZ
(m)

ACCz 95
(m)

Meters

VCPs – SRTMGL1 -8.000 5.000 0.081 0.000 2.360 1.825 2.286 4.481

VCPs - PDEM6T -3.246 8.896 0.629 0.671 1.736 1.281 1.841 3.608

VCPs - PDEM10T -4.021 8.525 0.912 0.750 1.762 1.462 1.978 3.877

Table 9 Summary statistics of errors between VCPs and PDEM6T/PDEM10T for different slope classes

Slope(°) Min(m) Max(m) Mean(m) Median(m) SD(m) MAE(m) RMSEZ (m)z ACCz 95(m)

VCPs – PDEM6T <4 -3.246 8.896 0.610 0.672 1.679 1.251 1.781 3.490

>4 -1.863 6.457 1.155 0.666 3.173 2.109 3.064 6.006

VCPs – PDEM10T <4 -4.021 8.525 0.869 0.697 1.762 1.442 1.959 3.840

>4 0.376 4.791 1.905 1.663 1.547 1.905 2.372 4.649
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Similarly, the analysis of elevation errors according to ter-
rain aspect leads to similar results, where terrain aspect has a
relative impact on the amount of elevation error (Fig. 13). It
was found that PDEM6Tand PDEM10Tslightly differ in term
of the amount, and PDEM10T has relatively a higher amount
of elevation error, but; unlike PDEM6T, it keeps the same
shape for all accuracy estimators such as SD, MAE, RMSEZ
and ACCz95. Contrasting to PDEM10T, where the highest
amount of elevation error was perceived on slopes facing
NE, SE, S, W and NW, PDEM6T shows an irregular shape
of elevation error over the four accuracy estimators (SD,
MAE, RMSEZ, ACCz95), with the biggest error was located
on slopes facing NE, SE, SW, Wand NW. From above, it can
be concluded that terrain aspect has an influence on the verti-
cal accuracy of PRISM DEMs. Furthermore, even if
PDEM10T has a slightly high amount of elevation error com-
pared to PDEM6T, it shows a stable shape which indicates its
good consistency.

It can be observed from accuracy results investigated
above, that both PDEM6T and PDEM10T have a relatively
good accuracy and share similar characteristics. Descriptive
statistics and differential errors statistics with VCPs show that
PDEM6T is closest to VCPs and has a smallest RMSEz and
ACCz95 compared to PDEM10T. These results were

Table 10 Summary statistics of residuals between VCPs and PDEM6T/PDEM10T for different aspects directions

Aspect Nbr.
VCPs

Min
(m)

Max
(m)

Mean
(m)

Median
(m)

SD
(m)

MAE
(m)

RMSEZ

(m)z
ACCz 95
(m)

PDEM6T N 15 -1.419 2.182 0.560 0.373 0.961 0.813 1.082 2.121

NE 17 -4.021 3.084 0.404 0.713 1.931 1.641 1.916 3.755

E 19 -2.378 6.049 0.757 0.629 1.655 1.274 1.788 3.504

SE 26 -2.585 8.525 1.468 1.316 2.159 1.867 2.568 5.033

S 11 -2.560 2.866 0.663 0.804 1.346 0.696 0.941 1.844

SW 7 -2.560 2.866 0.663 0.804 1.346 1.220 1.463 2.867

W 18 -1.073 2.752 1.050 1.263 1.155 1.289 0.902 1.768

NW 30 -2.264 6.776 1.478 0.688 2.178 0.381 0.573 1.123

PDEM10T N 15 -0.187 4.663 1.117 0.924 1.237 1.163 1.636 3.207

NE 17 -4.021 6.049 1.177 0.892 2.402 1.935 2.610 5.116

E 19 -2.378 2.670 0.220 0.137 1.523 1.306 1.498 2.936

SE 26 -2.585 8.525 1.230 1.223 2.040 1.689 2.348 4.602

S 11 -2.560 3.107 0.210 0.216 1.730 1.410 1.663 3.259

SW 7 -1.499 1.705 0.508 0.801 1.071 0.987 1.114 2.183

W 18 -1.073 3.710 1.175 1.100 1.258 1.427 1.696 3.324

NW 30 -2.264 6.776 1.018 0.491 1.816 1.395 2.055 4.028

Fig. 12 Influence of slope on the accuracy of PDEM6T and PDEM10T Fig. 13 Relationship between aspect and elevation errors
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confirmed by spatial correlation and regression analysis,
which present the highest correlation and determination coef-
ficients in the case of PDEM6T. In contrast to this, image
differencing, profiling, and topographic analysis show that
PDEM10T presents a better error distribution and it is more
consistent and more stable than PDEM6T, which indicates the
success of the image matching signifying that artifacts such
spikes and outliers in the PDEM10Twere minimal.

Based on this, and given the good vertical accuracy which
is less than 4 m at 95% confidence level, and also the good
consistency of PDEM10T, it was decided to choose it as base
DEM for further process.

According to the accuracy guidelines given by the new
ASPRS 2014 standard (ASPRS 2015), the reached
PDEM10T meets ASPRS Positional Accuracy Standards for
Digital Geospatial Data (2014) for a 3.33 m RMSEz Vertical
Accuracy Class, which represents the approximate accuracy
of elevation datasets produced from satellite-based sensors.

Concerning the horizontal accuracy of PDEM10T, it equates
to the horizontal accuracy class that would apply to planimetric
data or digital orthoimagery produced from the same source
imagery, using the same orientation solution (ASPRS 2015). In
other words, it will be equal to the horizontal accuracy of PRISM
orthoimages generated using PDEM10T, which will be defined
after the accuracy assessment of PRISM orthoimages.

Later, orthoimages were made for both stereopairs. Using
these orthoimages, validation points on them were compared
to validation points located on topographic maps. For each
location, the difference in X (Easting component) and Y
(Northing component) were calculated. Based on these differ-
ences, descriptive statistics were calculated such as Min, Max,
Mean, and SD (Table 11). From these computations, NSSDA
statistics were made, including RMSExy and NSSDA horizon-
tal accuracy at 95% confidence level (Table 12). Since the

horizontal errors are quite similar and independent in each of
the x- and y- component (Fig. 14), with an RMSEx # RMSEy,
the horizontal accuracy was calculated using the second case
using formula (Eq. 10). Table 12 shows the horizontal errors
(shifts) in these locations, while Fig. 15 shows the major di-
rections of these errors and the variability distribution and
magnitude of the horizontal errors of validation points.

From these statistics, it can be seen that orthoimages gen-
erated using PDEM10T have horizontal RMSExy of ap-
proximately 6.73 m (about 3 pixels) which is equivalent
to a horizontal accuracy of 11.60 m (about 5 pixels) at
95% confidence level. Out of 33 validation points, only
two points exceed this value. Figure 15 shows the variabil-
ity distribution and magnitude of the horizontal errors of
validation points.

Given these results, and following the NSSDA standards,
the obtained accuracy (11.60 m) has to be considered as good,
bad, acceptable, or unacceptable, which is a subjective judg-
ment and depends on end users intended applications.
Considering the quality of validation points, we think that an
accuracy of 11.60 m (5 pixels) is reasonable. According to
new ASPRS 2014 standards, the accuracy of these PRISM
orthoimages is classified in 5 m RMSEx/RMSEy Horizontal
Accuracy Class, which means that the results of the horizontal
accuracy can be defined in map scale of 1:20,000. In carto-
graphic terms, the generated PRISM orthoimages can be used
in mapping at 1:25,000 scale.

In summary, a DEM with an RMSEz of less than 2 m and
4 m vertical accuracy at 95% confidence level was obtained.
The horizontal accuracy was achieved from the accuracy as-
sessment of orthoimages which is about 11.6 m at 95% con-
fidence level, with an RMSExy of about 6.7 m. Those results
are consistent with existing studies available in the scientific
literature about PRISM derived DEM and orthoimages
(Tadono et al. 2007; Bignone and Umakawa 2008; Imai
et al. 2008; Maruya and Ohyama 2008; Takaku et al. 2008;
Müller et al. 2009; Trisakti et al. 2009).

Table 11 Summary statistics of horizontal errors of PRISM
orthoimages

Min
(m)

Max
(m)

Mean
(m)

Median
(m)

SD
(m)

Diff. in X (ΔX) -8.40 8.47 -0.07 -0.30 4.34

Diff. in Y (ΔY) -10.49 13.69 0.13 -0.77 5.28

Magnitude of Hz diff. 0.94 15.80 5.87 5.54 3.34

Table 12 Accuracy
statistics of PRISM
orthoimages

Value (m)

RMSEx 4.27

RMSEy 3.65

RMSExy 6.73

Accuracyxy (NSSDA95) 11.60 Fig. 14 Spatial distribution of errors of PRIM orhtoimages in X
and Y direction
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Conclusion

The idea behind this study was to explore the ability of ALOS-
PRISM images in high-resolution DEM generation over the
Sahel-Doukkala, as an alternative of available global DEMs
such as SRTMGL1 and ASTER GDEM V2, or DEMs gener-
ated from digitizing existing topographic maps. Also, the
question of the number of required GCPs to improve the ac-
curacy of the model and the generated DEMs was also
discussed. In addition, PRISM orthoimages from PRISM
DEMs were generated and assessed.

During this work, DEMs covering Sahel-Doukkala
were extracted from two sets of ALOS-PRISM images,
at 5 m resolution, using zero, 3, 6, 10, and 15 GCPs,
obtained from topographic maps at scale 1:25,000. The
accuracy assessment was carried out by comparison
with 143 well-defined vertical checkpoints and SRTMGL1
using different accuracy assessment techniques. Then,
PRISM orthoimages were generated using the extracted
PRISM-DEM, and its accuracy was performed in com-
parison with 33 validation points. The accuracy of

generated DEMs and orthoimages was given according
to FGDC NSSDA standards.

The obtained results show that a minimum of three GCPs is
required in order to adjust the model and to achieve a good
vertical and horizontal accuracy of PRISM DEMs over Sahel
Doukkala. In contrast to this, increasing the number to ten can
stabilize the model which gives a more consistent DEM.
Adding more GCPs can improve the model, but with no big
difference as it starts to be saturated.

Using ten GCPs, DEM with 3.88 m vertical accuracy at
95% confidence level was obtained. The horizontal accuracy
was achieved from the accuracy assessment of orthoimages
which is 11.60 m at 95% confidence level. Following the
accuracy guidelines of the new ASPRS 2014 standards, these
results show that the horizontal accuracy of PRISM-DEM and
PRISM orthoimages can be used for mapping at a scale of
1:20,000. The accuracy of obtained DEM and orthoimages
remains the best in our study area and is satisfactory for terrain
visualization, digital terrain modeling, mapping purposes,
spatial analysis, and so on. However, one must be careful
because the obtained PDEM still incorporating some points

Fig. 15 PRISM orthoimages and
directions of the relative
magnitude of horizontal error
vector (black arrows) of
validation points (points were
enlarged by a factor of 5)
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that do not belong to the bare earth. Therefore, the PDEM
should be filtered in order to remove all off-terrain points such
as trees and buildings, to finally create an accurate DTM,
before any terrain modeling and analysis which required bare
earth (terrain surface).

In the future, post-processing will be applied on PRISM-
DEM so as to derive a DTM for the investigated area. This
DTM will be used for further terrain classification and model-
ing. Also, it will be used for tectono-geomorphological anal-
ysis in order to extract lineaments in different distinct land-
scape and topography, and trying to complete a previous study
regarding lineaments extraction and analysis over the study
area using multispectral images (Habib et al. 2013).

Results will be extended by using images ALOS-PRISM
L1B1 Triplet Mode and try to exploit the respective strengths
of each mode, in an attempt to enhance the quality of PRISM-
DEM. Furthermore, considering that the uncertainty of refer-
ence points is quite high, a DGPS derived points are preferable
and would be very useful to improve the overall quality of the
DEM generation. Also, independent validation points from
DGPS survey will increase the accuracy assessment of the
DEM and orthoimages. For this purpose, DGPS surveys field-
work over Sahel-Doukkala will be planned - if technically
possible - in the near future to collect accurate reference
points.
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