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Abstract

Daylighting is the immediate exploitation of solar energy in the form of nat-
ural lighting and plays an integral role in minimizing the energy footprint
of a building. Smart daylighting enables us to design buildings that provide
comfort and energy savings.

This work proposes a dynamic facade system for buildings which aims to
maximize user comfort while simultaneously maximizing energy savings by
harvesting solar energy optimally. The solar panels on the facade can har-
vest the highest amount of energy when it is positioned perpendicular to the
suns rays. However, this may result in unsatisfactory lighting conditions in-
side the room and the problem is approached as a bi-objective optimization
problem. This work is a preliminary exploration of the concept of smart
skins for buildings that autonomously regulates light while harvesting solar
energy, contributing to the creation of the future of sustainable buildings.
The primary focus of this research work revolves around building a con-
ceptual model, formulating an optimization problem, developing a control
algorithm, iFOS, and then evaluating it. Data was simulated using advanced
simulations to evaluate the dynamics of light indoors.

Two benchmarks were created to evaluate the algorithm against, one where
the system works towards maximizing user comfort indoors, and the other,
where the system works to maximize the energy harvested by the facade.
Upto 8% increase in the energy harvested was achieved with minimal loss in
user comfort in the use case evaluated. The average energy figure for The
Netherlands in the summer months is about 5 kWh/m2/day, which makes
the total energy that can be captured at 20% efficiency to be about 750
kWh per day. The algorithm is found to work the best when the desired
light level to be maintained indoors lies in the range [400,600] lux.
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Chapter 1

Introduction

HUMAN beings began building with simple forms of construction to
shelter themselves from the sun, wind and rain. Since the ancient times,
settlements in temperate climates have preferred massive wall structures
that protected the inhabitants from the harsh sun during the day and cold
winds during the night. However, around the turn of the 20th century, these
massive walls gave way to lighter structures made of cast iron and steel, thus
introducing the world to curtain-wall facades. During this developmental
phase of modern buildings, engineers and architects were more interested in
the aesthetics and the formal aspects of this new architecture rather than
in its energy performance. As a result of this, most of the buildings built
during this era had unacceptable indoor comfort conditions, poor natural
ventilation, and exorbitant energy consumption. High-rise buildings were
the epitome of these developmental strides in architecture. A serious con-
cern among these developments was the inadequate ability to control the
indoor environment because of their high exposure to the sun [1].

The concept of energy efficient lighting aims at decreasing the energy sig-
nature of the built environment while striving to maintain or improve the
existing illumination quality. This concept of quality however includes mul-
tiple aspects and there are no set of concepts to make an overall judgement of
what is called lighting quality. For us humans, our visual sense has developed
over millions of years under the influence of daylight and even now with the
advent of artificial lighting, we perceive and experience daylight as ‘natural’.
Daylight differs immensely from the light given out by artificial light sources
as it has a continuous spectrum, contrary to most artificial lighting sources
available today. It also has a constantly varying intensity and wavelength
composition, which has been proved to have biological, visual, and emotional
aspects. These aspects include health, diurnal rhythm, visual comfort, task
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performance, and perception of colours and space [2]. Therefore, daylighting
is considered an established part in the integral design process of a modern
building. It strives to optimize the availability of glare-free, natural daylight
into the interior of the building. The term ‘daylighting’ is predominantly
used in the context of commercial buildings in which the hours of daylight
availability and building occupation largely overlap [3].

Energy from the sun is by far the largest source of energy on Earth, around
3.9x1024J of solar energy reaching our surface annually. In perspective, this
is about 10,000 times the global energy demand [4]. Environmental concerns
are ever more important now than ever in the history of mankind. Presently,
the world is consuming fossil fuels at an alarmingly high rate. The figures
of emissions from the industrial world for 2015 was a whopping 36.2 billion
tonnes of carbon dioxide along with the fact that 2015 was the hottest year
since 1880 [5].

Solar energy is an important source of energy with the potential to sat-
isfy many challenges today’s world faces. In 2015, solar energy was the
fastest growing energy sector with a 33% rise, with the environmental ad-
vantages being the main driver in this growth [6]. Solar energy is a safe
alternate which can replace current fossil fuels like coal and gas for electri-
city generation that produce air, land and water pollution. There has been
convincing evidence from the scientific community that the phenomenon of
climate change is very much real. Solar energy can restrict climate as it pro-
duces no carbon emissions. The greatest attraction of this renewable source
of energy is that it can be produced on a small-scale directly by the end
consumers in contrast to large, centralized conventional energy sources con-
trolled by huge corporations. However, the main concern over solar power is
the initial investment of purchasing and installing the panels. This cost will
only come down once the technology becomes widespread and the volumes
are high. Yet, the cost savings over time and the positive impact on the en-
vironment make it an increasingly attractive alternative for residential and
commercial buildings alike.
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Figure 1.1: A typical example of BIPVs.

BIPVs1are photovoltaic materials that are used in place of conventional
building components like windows or facades and are usually integrated into
the buildings to harvest energy as well [7]. An application of the concept is
shown in Figure 1.1. Adding dynamic parts that move along the day, fol-
lowing the sun can increase the energy harvesting potential as it optimizes
the angle of incidence of the incoming rays of the Sun with the solar panels.

1.1 Problem Statement

High-rise buildings experience direct sunlight causing sub-optimal lighting
conditions to their indoor environments due to glares or excessive light. Tra-
ditionally, blinds or facades are used to solve this problem but they require
manual adjustments throughout the course of the day. The dependency on
artificial lighting is also increased as the natural light is not put to optimal
use. Lighting accounts for nearly 43% of the energy expenditure in office
buildings [8] and this figure can be decreased with energy-efficient designs
of buildings, where the next generation facades play a pivotal role by max-
imizing the usage of daylight.

High-rise buildings also have a small roof area compared to their floor area.
Often, the roof houses ventilation ducts and cooling towers, further decreas-
ing the usable area for harvesting solar energy. A solution to this challenge is
to integrate solar energy harvesting components into the sides of the build-
ing. Without dynamic elements adjusting tilt angles of these solar cells to
the sun’s incident rays, the efficiency would be low. Although this depends

1Building integrated photovoltaics
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on seasons and location, a dynamic system can increase efficiencies signi-
ficantly. Further, rapid changes to the position of the facade to control
daylight has been shown to cause irritation to the users [9] and thus it has
to be designed in a way that causes minimal discomfort to the user.

Yun et al. proposed an index, effectiveness of a PV Facade (PVEF), that has
been developed to evaluate the overall energy performance of a PV facade
with regard to the proportion of useful daylight that may displace the use
of electric lighting, and the electricity generated by the PV modules to the
heating and cooling energy consumption within a building [10]. Although
factors such as ventilation and thermal effects were evaluated, the possibility
of the performance changing with varying tilt angle of the solar panel along
the course of the day was not studied.

Following the invention of large area glass, architects have increasingly em-
ployed the material in facades to achieve transparency, for daylight access
and views to the exterior. Ever since, numerous technologies have been im-
plemented to achieve better lighting in high-rise buildings. However, state-
of-the-art technologies remain limited in their comprehensive treatment of
various concerns like visual and thermal comfort, energy signature, extent
of view preservation and architectural design implications. Electrochromic
technology has gathered a huge success over recent years, but it suffers from
material dependent limitations, like slow switching times, sometimes as high
as 80 minutes under low temperatures [11]. Due to this, their application
has mostly been limited to warm climates, where they have been predom-
inantly tested. Even under optimal conditions, electrochromics still require
about 5 minutes to change states. This exceeds the occupants’ expectations
for response times, thereby preventing most levels of interactivity with the
system.

Following the above mentioned motivation and the limitations in the ex-
isting work, this thesis targets at solving the following research problem:

To design a modular facade and develop a smart control al-

gorithm that maximizes both the user’s comfort level and the

facade’s energy harvesting capabilities, ensuring user interactiv-

ity.
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1.2 Approach

The facade optimizes light intensity for users by controlling the daylight
entering the room while lowering the dependency on artificial lighting and
optimizes the energy harvested by tilting itself along with the embedded
solar cells as close as possible to the perpendicular rays of the sun. The
algorithm controlling the facade has to predict the solar energy generating
capabilities of the facade. The proposed system ensures even distribution
of daylight in office spaces and uses artificial illumination by incorporating
light fixtures into it so that the desired light level is adequate at all times of
the day, adjusting for weather and seasons. This is achieved while also max-
imizing the energy that is harvested from the sides of high-rise buildings,
which is almost absent in today’s world. The proposed algorithm gets the
user-in-the-loop by incorporating parameters that the user inputs, giving
the user a sense of control. If multiple users are present in the room, the
algorithm works in such a way that all the users are content with the way
the system works.

However, critical issues like rapid changes in the daylight levels caused due
to cloud movements and the extent to which shading affects the efficiency
of solar cells remain unaddressed in this research work.

1.3 Contributions

This thesis presents the concept of FOS2, which is an energy harvesting
facade optimization system for built environments and, iFOS, which is the
algorithm that optimizes the movement of the facade, enabling optimized
user comfort and maximizing the energy harvested while doing so. The
author’s contribution can be divided into the following:

� An algorithm called iFOS is proposed, which controls the movement of
the facade, optimizing user comfort and maximizing energy harvested
simultaneously.

� Proposed algorithm, iFOS, was analyzed and evaluated against two
benchmarks: one where the system focuses solely on maximizing user
comfort and the other where it solely focuses on maximizing energy
harvested.

2Facade Optimization System. In Greek, fos(phos) means ”Light”.
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� A simulated testbed was created to analyze the dynamics of light in
the room and study light behaviour at any time of the year, for various
sky conditions.

� A small-scale testbed was created from scratch to validate the reliab-
ility of the simulation.

� Measurements were performed to observe illuminance in the room for
various tilt angles of the facade and differing sky conditions for selected
days of the year.

1.4 Organization

This research work is divided into seven chapters. The next chapter, Chapter
2, lays some basic groundwork, helping the reader understand some key
concepts used in this work, with the works related to each topic also ana-
lyzed. The system design and key points about the concept are explained in
Chapter 3. Chapter 4 discusses the simulation setups and the various plug-
ins used. A mathematical formulation of the conceptual facade is modelled
in Chapter 5, followed which the optimization algorithm, iFOS is proposed.
Chapter 6 discusses the data from the simulations and evaluates the pro-
posed algorithm iFOS against two benchmarks. Chapter 7 discusses some
important conclusions and lays the ground for future work.
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Chapter 2

Background

This chapter presents some background knowledge on facades and their
design elements. It also discusses some existing daylight harvesting models
and their working principles. Further, insights into efficient solar energy
harvesting are presented along with some key concepts and terms.

2.1 Facades

The problem of engineering present day facades is one that is taken up with
utmost importance in the construction industry. Over the last few years, an
increasing number of buildings have been incorporating facades into their
designs. Although they look aesthetically more pleasing than the concrete
jungles that came with the industrial revolution, facades serve a far more
important purpose than just covering the beams beneath. A smartly de-
signed facade can help reduce the energy footprint, improve daylighting and
pave way for better airflow in buildings, thus serving more than just pleasing
the eye. Research suggests that facades can add up 10% to 35% of the total
cost of buildings [13]. However, this cost is deemed worthwhile as over time
the costs balance out with savings from energy costs, thus addressing the
cause of sustainability.

By definition, a modern facade, also called a building envelope, is an in-
dependent frame assembly with self-sufficient components that do not brace
the building structure [14]. The building envelope is the first line of defense
against environmental and physical exposure based on its intrinsic design
and location. Figure 2.1 illustrates the design requirements of modern-day
facades.
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Figure 2.1: Conditions and requirements of a facade as illustrated by Arch.
G. Paoletti [12].

Given its unique location, there is high expectation of performance for this
building element. It’s primary goal is to act as the first line of defense
against environmental threats to the building as well as play a vital role
in the transmittance of light into the interior of the building. Figure 2.2
shows an architect’s vision for the future of facades and their holistic design
methodologies in treating facades as an integral, connected part of future
buildings. The scope of this thesis work is to explore the possibility to
autonomously control and maximize the daylight entering buildings.

The latent potential of climate adaptive building shell (CABS) was explored
and quantified by the authors in [15]. They state that the role of optimiza-
tion in CABS is underexplored and therefore the true value and potential of
such a system can only be guessed. Also, in the use case presented, it was
shown through simulations that an energy reduction of about a factor of two
wasachieved, compared to the best performing static building shell design
while maintaining equivalent comfort conditions. The study was concerned
with thermal comfort indoors but the authors conclude by saying that in
real-life scenarios, the performance of such a shell will be determined by
more aspects and they considered the extension towards daylighting viable.

Cole et al. created a framework which contrasts the merits and consequences
of automated and human control strategies [16]. It is stated that an uninten-
ded economic consequence of relying on human intelligence is a higher level
of worker retention. This is due to an increased inhabitant connection with
the exterior environment, a heightened sense of responsibility and greater
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Figure 2.2: An architect’s rendition of facades in the future.

comfort levels indoors. They conclude by stating that it is important to
introduce technology that promotes interactions among humans rather than
interactions with computing technologies, ignoring the user in the process.

S. Kang et al. analyzed the electric energy harvesting efficiency of vene-
tian blinds according to their design parameters using photovoltaic modules
in [17]. Through their study, they were able to prove that the variables for
estimating the energy harvested by the blinds were solar azimuth, inclined
angle of the blind, area of photovoltaic material and distance of the blind
from the outer window. They also proved that the inclination angle and the
distance from the window had the most significant influence in the shading
phenomena. Although their analysis is primarily concerned with the effect
of ventilation indoors on the efficiency of energy harvested, this work gives
important insights into energy harvesting structures for buildings.

From the research documented, it is clear that there is a substantial poten-
tial in harvesting energy from facades. However, there are very few research
works looking to optimize the problem of comfort versus energy efficiency,
which this research works aims at addressing.
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2.2 Daylight Harvesting

Daylight harvesting is the term used to describe methods of maximizing
the amount of natural sunlight entering a building. The value of daylight
harvesting is simple: as daylight levels increase, artificial light levels can
be decreased to maintain the desired amount of light indoors, thus saving
a vast amount of energy. Daylight harvesting systems strive to automate
this process and remove the element of manual control. Sensors constantly
measure the indoor and outdoor lighting conditions and adjust lights ac-
cording to the situation and the predefined relationship between the two
positions. The control of daylight harvesting systems can be classified into
two categories of systems:

1. Open-loop

Open-loop systems only measure the daylight and do not consider
the artificial light contributions. The sensors are not exposed to any
artificial lighting and usually reads out illuminance values outdoors or
on a window facing outwards. It is called so since there is no feedback
from artificial lighting indoors and hence is an open loop.

2. Closed-loop

Closed-loop systems measure the combined contribution of daylight
and electric lighting in indoor spaces. The sensors pick up the contri-
butions of artificial and daylight and hence a change in any of them is
fed back into the system, creating a closed loop. With this, real-time
measurements of light levels becomes possible and this technique is
considered to be more accurate than an open loop. Typically, a space
is divided into zones, each with a sensor, and are controlled together in
a particular configuration. This is very helpful for applications where
a specific target light level is to be maintained.

For daylighting systems, a target illuminance level has to be set along with
a set of criteria defining how the system responds to maintain the desired
configuration. To enable this, typically the additional parameters that have
to be set are:

� Deadband- The extent of change from the target level of illuminance
that the system tolerates. This essentially creates a range around the
target level that is acceptable. It is usually set in terms of a particular
lux value or as a percentage of the target level.
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� Delay Time- The amount of time the system waits to adjust the
light levels when the light falls out of the deadband. This is to prevent
the system from adjusting light levels due to short-term events like a
passing cloud or any other short-term environmental cause.

� Fade Time- The amount of time the system takes to adjust the light
levels once a change is initiated. This is included in the design to cause
minimum disturbance to the users.

J. Lu et al. presented a concept of smart daylight harvesting that senses
incoming daylight in a building in order to achieve stable task lighting in-
tensity despite the unstable natural light source [18]. Their system used a
combination of automatic modelling and daylight prediction techniques to
predictively control the window transparency. An ingenious method of de-
tecting sky cloudiness was also proposed. However, there was no connection
of the daylight levels with other parameters of comfort like thermal or visual
comfort and the system solely worked to keep the lighting condition close to
a defined level.

R. Kumar proposed an algorithm for daylight harvesting in a private of-
fice in [19]. The problem of daylight harvesting was studied in an office
space with adjustable electric lights and blinds. Data fusion algorithms
were proposed that employ machine learning to compute electric light and
daylight component of the total illuminance indoor. The experiments have
a drawback as they were performed in a highly constrained environment
and this may cause the algorithm to malfunction in a normal environment.
Thus, it is learned that during the learning phase, all experiments are to be
conducted in a normal environment.

Y. Wang et al. presented an adaptive lighting control system that can auto-
mate a building without the need for any custom designing [20]. They prove
that the lighting control problem built using non-linear integer program-
ming is NP-hard and propose a heuristic algorithm to solve the problem to
compute approximate optimal solutions. The system was found to be still
in its nascent stages and relies heavily on databases of data learnt over time.
Hence, for the system to be robust, it would need to learn more and store
them in datasets.

Y .Yoon et al. developed an annual daylight simulation algorithm for pre-
diction of indoor daylight illuminance.[21].
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Figure 2.3: Conventions of the solar angles [22].

2.3 Sun Position

The modelling of the performance characteristics of the photovoltaic com-
ponents involves accurate knowledge of the relative position of the Sun with
respect to the system. The position of the Sun in the sky is a function of
both time and the geographical location of the user on the surface of the
Earth. With this knowledge, it is possible to define a few conventions that
will be used. The conventions commonly used to describe the solar positions
are:

� Zenith angle (θZ)

� Azimuth angle (θA)

� Elevation angle (θel)

Figure 2.3 describes these conventions and it is to be noted that θel is 90°-
θZ . In order to calculate their values, the declination angle θd is to be
computed [22]. The declination angle θd is the angle between the Earth’s
axis of rotation and the plane normal to a line connecting the centers of the
Earth and Sun. The value is defined as 0° by convention at solar noon when

the sun is at its highest point in the sky. A simple approximation of this in
degrees is given by:

θd =
23.45π

180
× sin

(

2π
(284 + n)

365

)

(2.1)

where n is the day of year.
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Now, the values for zenith and azimuth angles are computed using the Solar
Position Algorithm [23]. The user needs to specify the date of the compu-
tation and this is converted to the corresponding Julian Day. The method
is purely mathematical and due to the complexity of the calculations, the
algorithm is explained step-by-step.

1: Input: Date, Time, Latitude, Longitude.

2: Calculate the Julian and Julian Ephemeris Day, Century and
Millenium.

3: Calculate the Earth heliocentric latitude (B), longitude (L) and radius
vector (R).

4: Calculate the geocentric latitude and longitude.

5: Calculate the nutation in longitude and obliquity. Then compute the
true obliquity of the ecliptic.

6: Calculate the geocentric sun right ascension and sun declination.

7: Calculate the observer local hour angle H.

8: Output: Zenith angle, Azimuth angle.

Algorithm 1: Solar Position Algorithm (SPA)

2.4 Solar Irradiance

To model photovoltaic performance models, weather and irradiance data
are used as input. These data can be directly measured or simulated us-
ing stochastic models. Irradiance is an instantaneous measurement of solar
power over some area and its unit is watts per square meter (W/m2). For
practical purposes, irradiance is expressed in different components. For each
measurement, there has to be a collection plane that is defined. The collec-
tion plane may be oriented in any direction to the sun. If extraterrestrial,
all irradiances are direct due to lack of an atmosphere to cause scattering.
The following are the main components of the irradiance measurements:

2.4.1 Direct Normal Irradiance

Direct Normal Irradiance (DNI) is defined as the amount of solar radiation
received per unit area by a surface that is always held normal to the incoming
rays from the sun’s position in the sky. It is usually measured directly with
an absolute cavity radiometer and is considered the most accurate method
to measure it. But since these instruments are not designed for continuous
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Figure 2.4: Direct.

outdoor use, the primary method of measurement of DNI is with an instru-
ment called pyrheliometer. They use thermopile sensors at the base of a
light-collimating tube which allows a field of view. If direct measurements
are not available, DNI can be calculated via co-planar measurements of the
diffuse and total radiation. There also exists models that can estimate DNI
values from environmental factors, some of which are DISC and DIRINT
models respectively.

2.4.2 Diffuse Horizontal Irradiance

Diffuse Horizontal Irradiance (DHI) is defined as the amount of solar radi-
ation received per unit area by a surface that does not arrive on a direct path
from the sun, but scattered by particles in the atmosphere of the Earth. It is
measured with means of a pyranometer. DHI values can either be measured
directly or indirectly using global and direct irradiance.

2.4.3 Global Horizontal Irradiance

Global Horizontal Irradiance (GHI) is defined as the total amount of solar
radiation received per unit area by a surface. This metric is of particular
interest to photovoltaic installations and it includes both DNI and DHI. It
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is represented mathematically as:

GHI = DHI +DNI.cos(θZ) (2.2)

Data used for computations are from the publicly uploaded datasets of
Koninklijk Nederlands Meteorologisch Instituut (KNMI). The data set con-
sists of GHI, DNI and DHI values recorded every hour.

2.5 Plane of Array Irradiance

A fundamental step in calculating the irradiance is to transpose the irradi-
ance onto the plane of the array (POA) of solar cells. This step is critical
for modelling the performance of a photovoltaic system. The steps in this
direction include defining the orientation of the array, which can be fixed or
dynamic and estimating the contributions of the direct beams and diffuse
irradiance components. The POA irradiance is dependent on several factors
including sun position, array orientation, irradiance components, Ground
Surface Reflectivity (albedo) and shading.

Mathematically, POA irradiance, denoted as EPOA is defined as,

EPOA = Eb + Eg + Ed (2.3)

where Eb is the direct beam component, Eg is the ground-reflected compon-
ent and Ed is the sky-diffuse component.

Before discussing the above components in detail, it is important to look
at the definition of another critical term, angle of incidence (AOI). It is
defined as the angle between the sun’s rays and the photovoltaic array at
any particular instant of time and can be determined by the formula:

AOI = cos−1

[

cos(θZ)cos(θT ) + sin(θZ)sin(θT )cos(θA − θA,array)
]

(2.4)

where θZ and θA are the solar zenith and azimuth angles respectively, θT
and θA,array are the tilt and azimuth angles of the array respectively. Azi-
muth angle follows the convention of the value in angles east of north, e.g.
North=0°, East=90°, West=270°. Array azimuth angle follows a similar
convention and an array of solar cells pointing South has an array azimuth
of 180°.

The direct beam component of irradiance Eb is calculated by adjusting the
DNI with the AOI, i.e

Eb = DNI × cos(AOI) (2.5)
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The ground-reflected component Eg is the radiation that reaches a surface
on being reflected from the ground. It is calculated as a function of the
reflectivity of the ground surface, known as albedo and the angle of tilt of
the surface, which in this case is θfos, the tilt angle of the facade. This is
determined by the formula:

Eg = GHI × albedo×

(

1− cos(θfos)

2

)

(2.6)

The sky-diffuse componentEd is typically divided into many sub-components.
These include:

� isotropic component, representing the uniform irradiance.

� circumsolar diffuse component, representing the forward scattering of
radiation in the area around the sun.

� horizon brightening component.

A majority of the published models use various semi-empirical approaches
for estimating the combination of these components. Since this research
work will not have to estimate this value and rely on data from KNMI, only
the isotropic sky-diffuse model needs to be understood. This is the simplest
of the POA sky-diffuse models and forms a strong foundation upon which
other models are built. The model assumes that the diffuse radiation from
the sky dome is uniform across the sky. The sky-diffuse irradiance Ed is
calculated as a fraction of the measured DHI as:

Ed = DHI ×

(

1 + cos(θfos)

2

)

(2.7)

where θfos is the tilt angle of the facade.
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Chapter 3

System Overview

The previous chapter discussed the most important concepts that defines
this research work. Through this chapter, we present and discuss the system
model of FOS. Furthermore, the architectural details are presented in order
to give the reader a holistic view of the work. Advantages and limitations
of design choices are also discussed. First, we look at the structural design
of the system.

3.1 Structural Design

The conceptual model of FOS consists of multiple flaps connected to a frame
that is fixed outside the windows of high-rise buildings. The flaps are capable
of folding themselves, leaving spaces for light to enter the building. This is
controlled by a servo motor that is connected to the flaps through a rack
and pinion mechanism. The flaps open and close in an umbrella-like motion
and a stepper motor controls the angle through a connected gear system.

(a) Fully closed (b) Fully open

Figure 3.1: Renders of the conceptual FOS.
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For better interpretation and understanding of the system, a block of the
system is considered. A block consists of 15 flaps moved together by a servo
motor. Figure 3.1 shows the two extreme orientations of a block of FOS,
one fully closed and the other fully open when placed outside the windows.
The variable that is controlled to enable a change in the orientation of the
flaps is the tilt angle of the system θfos.

Figure 3.2: Lateral view of a flap describing the tilt angle θfos.

Constrained by the design, the tilt angle of θfos varies from 75° when fully
closed to 5° when fully open. Figure 3.2 shows the representation of the
tilt angle θfos. This range was chosen after research suggested that the op-
timum tilt angle for solar panels for Delft, The Netherlands across the year
fell within this range. The initial version, as shown in Figure 3.3, had a
range of tilt angles from 0° to 45°. MATLAB simulations across the year
suggested that increasing the range of tilt angles will also increase the effi-
ciency of harvesting energy.

Figure 3.3: Initial design of FOS when fully open and closed respectively.
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The nature of the design also meant that in a single block, half the flaps
had a particular azimuth angle in addition to the tilt angle and the other
half had another azimuth angle. However, this was not seen as a flaw in the
design but rather the design was iterated to make all the solar panels have
identical tilt angles for simplicity in modelling the system.

Figure 3.4: Position of the solar cells on the facade.

The solar cells are embedded on two surfaces of the facade as shown in Fig-
ure 3.4. Each side of this equilateral triangle is 35 cm long, making the total
area of both the surfaces on a flap to be 0.106m2. This means that a single
block of the facade, which covers one window and consists of 15 flaps, will
have solar panels that cover in an area of 1.6m2. Putting this in perspective,
a building like EWI in the Delft University of Technology can accommodate
20 such blocks on one side of the building, on each floor. The building has
23 floors, which brings the total area covered by solar cells on one side of
the building to nearly 750m2.
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3.2 Conceptual Model Overview

The system consists of various components, both hardware and software as
illustrated in Figure 3.5. Sensors on the facade read out illuminance val-
ues periodically. Based on the sensor readings, an algorithm computes the
energy the solar panels are receiving. A certain optimized value of the tilt
angle θfos is computed using user preferences and a servo motor moves the
block to that particular value of tilt. In case of sudden disruptions in light
levels indoors that maybe caused due to cloud movements, the algorithm
checks the values of deadband and delay time, as mentioned in the previous
chapter and increases the levels of indoor lighting accordingly. The harves-
ted energy is stored in a battery pack to enable the servo motors to run
independently. All the excess energy is fed back into the grid with a meter
keeping track of the energy surplus.

Figure 3.5: Block diagram of the conceptual FOS.

The vision of the concept includes not just the optimization of user comfort
and energy, but also the simultaneous optimization of various parameters
like thermal comfort, ventilation, humidity, etc., as shown in Figure 3.5 with
dotted lines. Therefore, the optimization that the algorithm has to perform
is a multi-objective optimization, which simultaneously optimizes multiple
parameters. However, this work will only address the bi-objective optimiz-
ation of user comfort and energy harvested.
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3.3 High-level Workflow

Once the model overview was envisioned, the next step was to define a high-
level working specification of the system. Figure 3.6 shows this workflow
step-by-step. The system contains three models: Daylight, Solar Energy
and User Comfort. The concept can have more models, depending on the
number of parameters it aims to optimize. The models are pre-defined and
calculate the various parameters defined within them, with the exception of
the User Comfort Model. The Daylight Model contains the specifications on
how the facade behaves with the particular indoor space with time and with
varying weather conditions. The Solar Energy model calculates the energy
that can be harvested from the facade at various tilt angles during the day.
The User Comfort Model contains specifications with which the other two
models function, in other words, it acts as a constraint on the working of
the other two models.

Daylight 

Model

User 

Comfort 

Model

Solar 

Energy 

Model

Multi-Objective

Optimization

Pareto front

Multi Criteria 

Decision Making

Solution

Figure 3.6: Flow diagram with high-level workflow of FOS.

These models acts as inputs to a multi-objective optimization problem,
which is an optimization problem that requires more than one objective
function to be optimized simultaneously. In such a scenario, there exists
no single solution that simultaneously optimizes each objective. Hence, the
objective functions are classified as conflicting, and there exists an infinite
number of Pareto optimal solutions. The set of all Pareto optimal solutions
is termed as the Pareto front. The goal in a majority of such optimization
problems is to get as close as possible to this Pareto front.
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Multi-objective optimization problems have been studied for a long time
using diverse techniques, depending on the nature of the underlying optimiz-
ation problem. One approach for solving a one-dimensional function consists
of taking weighted sum of each of the variables. Each set of these coefficients
will lead to an optimal solution, depending on the weights. There are also
other popular techniques like those based on a heuristic search, mostly in-
volving genetic algorithms [24].

Translating these concepts to our problem, at every instant, the system
looks to find an optimized tilt angle. Supposing this tilt angle determines
the amount of light, air circulation and temperature inside the building, and
the amount of energy harvesting from the facade, the tilt angle has to be
chosen in a way that it satisfies the requirements of the user in all these
parameters. In fact, it should not just satisfy the user, it has to optimize
them all simultaneously. On performing design space exploration, all the re-
quirements can be translated as functions. The graph of the feasible region
for the constraints is called the design space for the problem. Evaluating the
corner points of all the objectives gives rise to many line segments between
the optimal points, representing possible solutions. The design space can
then be translated into criterion space, which is achieved by converting the
axes from variables to the objective functions. Upon analysis, an edge of the
criterion space can be identified, on which each of the points represent an
optimal solution. This is called the pareto front. Supposing both the axes
were functions of energy and comfort, by moving along this pareto front,
you could maximize energy at the cost of comfort or maximize comfort at
the cost of energy, but you can’t improve both at once.

There are also a number of multi-criteria decision making methods that
could be applied to a Pareto front to find a solution. Methods such as
weighted sum model, goal attainment, etc. exist but has to be chosen care-
fully according to the problem being solved. For the implementation of
iFOS, we will not be using any multi-objective optimization as it is trans-
lated into a simple optimization problem. But these concepts are explained
because the conceptual system would need a framework to identify the op-
timal solution.
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Chapter 4

Discovering Light Dynamics

and Energy Characteristics

The interaction between light and the environment is fundamental to any
system that looks to optimize lighting conditions. Light is a form of electro-
magnetic radiation, with the visible light constituting only a small fraction
of the electromagnetic spectrum. Understanding the dynamics of light in
the presence of a facade requires exhaustive learning of how light behaves
around the specific geometry, also taking into consideration the geographical
location, orientation and behaviour over time of the facade.

Illuminance level over a period of time at different tilt angles of the facade
would help formulate a mathematical model capturing how the facade dis-
tributes this light inside the room. When extended to different times of the
year and sky conditions, a database can be formulated that can show the
behaviour of a facade. To test the facade and log data to accurately model
the system, real world data is the best option. For the proposed location,
a facade system designed and laser cut with high-grade cardboard would
provide sufficient structural strength and aesthetic appeal to hold solar cells
and control light entering the room. Servo motors attached to a gear system
would control the flaps of the facade. A budget was made and it was deemed
to be too expensive to be fabricated at such an early period of this research
work. So, a small-scale model with simple hand controlled flaps was built.
This model enabled the logging of light levels indoor for varying angles of
tilt of the flaps. Since such a model would not capture the behaviour of a
facade covering the entire window, it was decided that advanced simulations
using ray-trace methods would be used to gather illuminance data.
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This research work relies on data recorded from advanced simulations to
model the proposed facade optimization system. The goal of this learning
process is to understand how light varies as the day progresses under varying
levels of tilt of the facade. This can also be extended to various times of
the year to see how it varies as the Earth is tilted on its axis and hence the
path the sun takes in the sky varies through the year. It is critical to learn
the characteristics of the facade as it helps bring out trends in the way the
facade behaves, enabling a better modelling of the system.

4.1 Facade Test-Bed

To understand the correlation between the data generated by the simula-
tions and the real-world scenario, a small, minimal test-bed was setup in
an office space in the Faculty of Electrical Engineering, Mathematics and
Computer Science at the Delft University of Technology with dimensions of
5.9m×3.7m×3.2m. A window is present in the room, measuring 3.6m×2.4m

Figure 4.1: Small-scale test facade prototype.

at a height of 0.8m from the floor. A facade system was made to cover a
quarter of this window with a wooden frame and cardboard cut outs as flaps
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as shown in Figure 4.1. The system consisted of four flaps whose tilt angle
could be adjusted from 0° to 70° with respect to the ground. Three sensing
locations were identified to log illuminance values: a sensor on the window,
facing outwards to measure the light levels outside, denoted as Sout; a sensor,
facing the ceiling at a distance of 2m from the window and a height of 0.8m
from the ground denoted as S2m; and a another sensor at a distance of 3m
from the window with the exact same specifications as the previous sensor,
denoted as S3m. Every 30 minutes, illuminances values were collected from
these three sensors for tilt angles varying in steps of 10° from 0°, which is
fully open to 70°, which is closed. Also, two sets of data were collected: one
with only daylight and another with daylight and artificial lights turned on.

The goal of this experiment was to observe the behaviour of light and un-
derstand how factors like distance from the window and presence of artificial
lighting affect the distribution of light indoors in the presence of a facade.
To fully understand the behaviour, a full-scale facade, designed and engin-
eered to maximize the energy gains and optimally control the light entering
the room would have to be fabricated and installed.

4.2 Simulating the Environment

In order to simulate the environment, an environment is to be defined first.
For this purpose, a computer-aided design (CAD) application software called
Rhinoceros (abbreviated as Rhino) is used. The version used is the latest
stable version, Rhinoceros 5 [25]. It’s geometry is based on the mathem-
atically oriented NURBS (Non-uniform Rational Basis Spline) model that
focuses on producing precise representation of curves and free-form surfaces.

To accurately build the environment, a room in Faculty of Electrical En-
gineering, Mathematics and Computer Science at the Delft University of
Technology was measured out. The dimensions of the room were the same
as explained in the previous subsection. A facade structure covering the en-
tire window was built and the surface geometries were made dynamic with
the help of a Rhinoceros plugin called Grasshopper [26]. Grasshopper is a
visual programming language that runs within Rhino and is primarily used
to build generative algorithms or create 3D geometry. It is used to give
dynamics to the facade that enable it to fold into various angles and enable
structures that can be used to analyze various physical parameters. Figure
4.2 shows a screenshot from the initial development of the simulation. The
room was drawn out and the facade along with its dynamic components in
Grasshopper was added.
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Figure 4.2: Test bed environment simulated in Rhinoceros 5.

Figure 4.3: Material definition block in Grasshopper.

Surfaces defined on Rhino are assigned geometries, which can then be as-
signed aMaterial ID in Grasshopper. The options for this range from generic
material types of various reflectances and glazing levels which can be chosen
by the user. Figure 4.3 illustrates the block in Grasshopper that defines sur-
faces their materials with a drop-down menuM. This step is crucial in the
lighting analysis as it enables the simulations to be as accurate as possible.

Figure 4.4 shows the Grasshopper definition of various surfaces in the simu-
lation. Each of the surface blocks have three inputs: list (L), index (i) and
wrap (W). The surface assigned a material serves as the input list L and is
given a unique index i. Wrap is used to wrap index to list bounds. Since
we assign a unique index for every surface, this option is left blank. The
resulting items are then clustered and serve as object input surfaces to the
daylighting analysis. So far, the room and the facade have been simulated
and the final, crucial element to be simulated is the Sun.
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Figure 4.4: Indexing and clustering of different surfaces.

Figure 4.5: Sun Path component in Grasshopper.

As the Earth rotates around the Sun on its annual cycle, it is tilted at
an angle on its vertical axis. This has a direct impact on how the sun’s
rays strike different locations on Earth. Depending on the time of the year,
the sun’s path in the sky in relation to the horizon varies from low to high.
However, this variation is highly predictable and the concept of passive solar
design uses these predictable movements of the sun to best utilize its energy
within the building’s design. In Rhino, the sun can be simulated using a
component in Grasshopper called Sun Path. This component creates a 3D
sun-path and also outputs sun vectors that can be used for sunlight analysis
or other shading analysis. A component diagram is shown in Figure 4.5,
clearly showing the inputs to a Sun Path block. The month, day and hour
can be defined to plot an hourly sun-path diagram. The location of the
simulation is to be defined through the Loc drop-down list, which primarily
requires TMY (Typical Meteorological Year) files to be loaded. In this case,
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Amsterdam, The Netherlands was the best match geographically and was
used as the location for the simulations. The important output here is the
solar vector V which tells us the location of the Sun in a 3D plane, as shown
in Figure 4.6. The orientation was set to South to be able to catch a 180
degree field of view as the sun moves across the sky. If the location was
in the southern hemisphere, then it had to be set to North to be able to
catch this 180 degree field of view. This is done in order to understand the
dynamics of the facade from all possible incidence angles of the sun’s rays.

Figure 4.6: The simulated path of the Sun across the facade using Sun Path.
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4.3 Daylighting Analysis

The next major step in the learning process was to perform daylighting
analysis on the simulated test bed. For this, a specialized, highly optimized
daylighting and energy modelling plug-in for Rhino called DIVA was used.
The plug-in was initially developed at Harvard University and is now de-
veloped and distributed by Solemma LLC [27]. Within the DIVA framework,
the type of simulations used are called Climate-Based Metrics and Daylight
Illumination. It uses recorded climate data to simulate the sun and sky
conditions for various types of simulations like Daylight Autonomy, Daylight
Availability and Useful Daylight Illuminance. It is also important to note
that these simulations are annual calculations and can calculate values for
any day of the year. They use calculations engines like RADIANCE [28]
and DaySim [29] for metrics and use techniques like ray tracing to perform
all the lighting calculations.

The room in the simulation is divided into defined grids and lighting in-
side is calculated for each of these grids. The simulation allows the user to
set pre-defined locations where the illuminance is to be measured by setting
up nodes. Figure 4.7 shows the location of the sensor nodes in the simulation
by highlighting them. Three equidistant sensors, namely S1, S2 and S3 are
placed 0.8m from the ground and one sensor is placed right on the window,
behind the facade, termed as Swin.

Figure 4.7: Illustration of the positioning of sensors in the simulation..
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Figure 4.8: Data points on the surface of the facade.

The amount of illumination on the surface of the facade, termed as Sout

is measured by calculating the average value of light falling on multiple
points on the facade, as illustrated in Figure 4.8. The simulations works by
calculating the irradiance values on the surfaces defined by dividing them
into grids of user-defined sizes as illustrated in Figure 4.9. It shows the
grids with their individual illuminance values, to be seen as a top-view of
the ceiling. The reflectance of the surfaces are taken into account and the
software then uses ray tracing methods to calculate the illuminance values
at the sensor nodes.

Figure 4.9: View of the grids computed inside the room on running Day-
lighting Analysis.
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The simulations were performed from 09:00 hrs in the morning till 17:00
hrs in the evening to maintain uniformity as the simulations don’t work
the moment the sun goes below the horizon. Hence, we have 100 illumin-
ance values over the course of the day, roughly one sensor reading every 5
minutes. The simulations were also performed for three different sky condi-
tions: Clear Sky, Intermediate Sky and Overcast Sky. For a particular sky
condition, the simulation over the course of the defined time takes roughly
2 hours to complete. This meant that a brute-force approach to compute
for the entire year would be highly time-consuming.

Figure 4.10: Illustration of the equinoxes and solstices [30].

The Earth’s axis of rotation is tilted from its orbital plane around the sun, as
a result of which the orientation of the Earth’s axis to the Sun is constantly
changing as it revolves around the Sun. Along with this change in the ori-
entation, the amount of sunlight falling on its surface also changes, causing a
seasonal variation in the amount of sunlight received, varying with latitude
also. This gives rise to many extreme days of the year, with the maximum
amount of sunlight and minimum amount of sunlight received. Hence, it
was concluded that to understand the dynamics of how the varying position
of the sun in the sky through the year affects lighting conditions indoor,
the four corner days of the year would be simulated, namely the equinoxes
and the solstices as illustrated in Figure 4.10. Each of these days would
be simulated with the three different sky conditions enabling a dataset that
contains five sensor readings, three different sky conditions and eight differ-
ent orientations of the facade, from 5°, which is fully open to 75°, which is
fully closed. This results in 480 sets of illuminance data of 100 values each.
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To perform an energy optimization simultaneously, the corresponding solar
energy data also had to be computed and this brought us to the next step
in the process.

4.4 Solar Energy Calculations

The characteristics of the solar cells embedded on the facade had to be
studied and this was possible through purpose-built MATLAB functions.
The position of the sun can be found by using the Solar Postion Algorithm
[23], as explained in Chapter 2. Following this, we use the purpose-built
MATLAB function to calculate the amount of energy falling on the facade.
The steps taken to calculate this value is explained below:

1: Input: Surface Tilt, Surface Azimuth, Solar Zenith, Solar Elevation,
Solar Azimuth, Direct Irradiance, Diffuse Irradiance.

2: Calculate the Direct Normal Irradiance (DNI) by dividing the direct
irradiance by sin(Solar Elevation).

3: Calculate Global Horizontal Irradiance (GHI) by adding Direct
Irradiance and Diffuse Irradiance.

4: Calculate the angle of incidence (AOI) for every tilt angle of the facade
from the set of possible tilt angles using the MATLAB function getaoi.

5: Calculate the total energy harvested with the MATLAB function
irr-poa.

6: Output: Energy harvested (W/m2)

Algorithm 2: Solar Energy Calculator

The dataset containing the direct and diffuse components of solar radi-
ation were obtained from the Koninklijk Nederlands Meteorologisch In-
stituut (KNMI) [31]. Historical data was also extensively used from the
PANGAEA database of KNMI [32]. In The Netherlands, KNMI has numer-
ous weather stations but only one of them, Cabauw, measures the different
components like direct and diffuse radiation. The others only measure the
global radiation and hence all the data of solar radiation in its components
come from Cabauw. It is located about 60 kilometers east of Delft, in the
province of Utrecht. Therefore, the values used for calculations may or may
not be representative of the sky conditions in Delft. KNMI datasets contain
hourly-averaged values of the diffuse and direct irradiances.
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The facade test-bed was also used to log data at various tilt angles with
a solar panel measuring 10cm × 8cm with about 15% conversion efficiency.
Measurements were taken after the solar cell was mounted onto the facade
and the tilt angle was varied in steps of 10° from 0° to 70°. The correspond-
ing values of voltages generated by the solar cells were measured with the
help of a multimeter.

To calculate the total amount of electricity generated by a photovoltaic
system, the following formula can be used:

E = A× r ×H × PR (4.1)

where,
E is the amount of electricity generated in kWh.
A is the total area of solar panels in m2.
r is the solar panel efficiency.
H is the average annual solar radiation on the panel, not considering shad-
ing effects.
PR is the performance ratio, varying between 0.5 to 0.9, depending on vari-
ous factors.
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Chapter 5

Optimization Formulation

and Algorithm

This chapter firstly introduces the concept of multi-objective optimization.
The first one deals with formulating the optimization problem. The case
will be looked first as a problem for a single block and then generalized into
the case for a whole building. Following this, arguments are made for the
optimization formulation and an algorithm is proposed that best suits the
arguments.

5.1 Problem Definition

The goal of the optimization problem at hand is to maximize user com-
fort in indoor spaces while simultaneously optimizing energy harvested from
solar panels embedded on the facade. User comfort can be translated into
many different parameters, some of which are thermal comfort, visual com-
fort, acoustic comfort and air quality. There have been numerous stud-
ies that developed methods to optimize these parameters either separately
[33, 34, 35, 36] or simultaneously [37, 38, 39]. The scope of this research
work will be to propose an optimization between visual user comfort and
energy harvested. Hence, user comfort will be translated into amicable light-
ing conditions indoor.

Sarkar et al. devised a method to collect and interpret information regarding
how occupants preferred various lighting levels [40]. They represented the
lighting preference as a beta function after a study that involved multiple
users. This study took place in the same geographical location of Delft, The
Netherlands as this work and hence is considered an important set point in
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this optimization. As defined by their work, illuminance levels ranging from
300 lux to 700 lux was within a range they called preferable. A light level
of 500 lux formed the peak of this beta curve and was hence found to be
the most desirable light level. It was also found that the best way to make
changes in illuminance levels was in steps of 25 lux.

Based on these above mentioned findings, the preferred light level to be
maintained indoors is set in the range [300,700] lux with 500 lux being the
best illuminance level. Since our goal is to maximize user comfort, we further
define a three-level user comfort setting:

� High: [450,550] lux

� Medium: [400,600] lux

� Low: [300,700] lux

� No Occupancy: 1 lux, i.e. zero weight to comfort.

The level of comfort will be set by the user with the knowledge that a lesser
user comfort may translate into higher energy gains. If the system detects
that the user is not present in the room, then it automatically turns itself
into the low comfort mode after waiting for a certain buffer time.

5.2 Problem Formulation

The goal of the optimization problem is to maximize user comfort c while
maximizing energy harvested, denoted by the plane of array irradiance
EPOA, which is the total irradiance on the facade. Thus the problem can
be formulated as:

Maximize

{

c = f(θfos)

etotal = g(θfos)

both of which are functions of the tilt angle θfos,
subject to the constraints,

5° < θfos < 75°

Chapter 3 explained that FOS will consist of a block for every room, con-
sisting of 15 flaps each that will be controlled as one entity.

For generalizing and formulating this, we assume that every flap is cap-
able of setting its own tilt angle. Let us assume that there are n flaps in
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Figure 5.1: Illustration of individually moving flaps.

a block sitting on a window, denoted as wi for the ith flap as illustrated in
Figure 5.1 and each of them is capable of having their own tilt angle θifos.
The sensors just outside and inside the flap wi are represented as Si

out and
Si
in respectively. A relation has to be devised between these two sensors that

take into account the dynamics of the behaviour of the flaps. Their values
can be related using the equation:

Si
in = aiS

i
out

(

θifos
θmax

)

+ bi (5.1)

where θifos is the tilt angle of the flap wi, θmax is the maximum tilt angle,
which in this case is set by design choices at 75°, ai and bi are the regression
parameters that need to be learned from the model. For every flap, this
can either be the same value or different, depending on the mode of data
collection.

Now, for any location j inside the room, the total illuminance at that point
Sj
in is represented as:

Sj
in =

n
∑

i=1

(

cijS
i
in + dij

)

(5.2)

where cij and dij are parameters that need to be learnt.
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A few key challenges in learning that arise out of this definition are:

� Given that there are n flaps and m values of tilt angle θifos, there
could be n×m combinations for the configuration of the flaps in a
block. However, this can be simplified if all the ai’s and bi’s take the
same value, i.e. each block is guided by the same parameter values.

� Given that there z locations inside the room where the illuminance is
to be maintained, n×z variables, i.e. values of cij ’s and dij ’s need to
be learnt assuming that the values of ai and bi is the same for all the
flaps.

Now, further defining the optimization problem, our goal is to maximize the
user comfort while maximizing the energy harvested from the solar cells on
the facade. The user comfort is translated into a variable c which is defined
in terms of the light levels indoors. We had previously explained that a light
level of 500 lux was found to provide user’s maximum comfort. Hence, we
define lopt as the value of light that gives maximum user comfort.

We also define a value of the lighting condition indoor lin, which is the
daylight entering the room through the facade, as a function of f(θfos). The
energy harvested by the solar cells depend on the sun’s location and the tilt
angle of the facade θfos. The individual contribution of every flap is added
together to find the total energy harvested by the facade. Hence, this can be
represented as a function of the sun’s location and the tilt angle of the facade.

The problem is then formulated as:

Maximize























c =
lopt

|lopt − lin|

etotal =
n
∑

i=1

ei
(

θA, θZ , θ
i
fos

)

where,
lopt = 500

lin = f(θfos)

5° < θfos < 75°

θA which is the solar azimuth and θZ , the solar zenith together represent
the sun’s location. θifos is the tilt angle of the ith flap of the facade.
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Our goal is to maintain the light levels indoor as close as possible to this
optimal level that ensures maximum comfort. But doing so results in lower
levels of energy harvested from the solar cells. Here, we use the previously
defined concept of having three levels of comfort to be chosen by the user,
which further defines the range within which Lin will optimize the illumin-
ance levels.

Suppose we have n flaps in the facade of a building, each with y possible tilt
angles, this makes our search space atleast of the magnitude of n × y. There-
fore, finding a solution to the optimization problem is not trivial. Hence, an
algorithm is defined in the following subsection that finds a solution to the
optimization problem.

5.3 FOS Controller

The goal of the facade controller is to ensure that the tilt angle is set to
the optimized angle, taking into consideration the amount of light let in
and the energy harvested from the solar cells embedded on it. In case the
daylight is insufficient to light up the work plane, it also sends the values
of corresponding artificial lighting levels to the lights in the room. This is
achieved because of the theory of radiosity, wherein if we know the light
falling on the work plane lw and the user-defined preference level lu, then
the light deficiency ld is,

ld = lu − lw (5.3)

First, the algorithm computes the position of the sun in the sky by taking
into account the time and day of the year. With this information, it is able
to compute the amount of energy the solar cells can harvest. It also has
information of the user preferences based on who the present occupants of
the room are and it decides a common set-point of light level by taking the
maximum of all the occupants’ comfort values. Then, with all this available
data, it derives a set of solutions of light levels and amount of energy har-
vested.

Following this, weights are iteratively added to both the objectives. From
this derived set of solutions, the algorithm minimizes the light level within
that particular comfort setting, i.e. if user chooses High comfort, it minim-
izes the light level in the set [450,550] lux and chooses the value of θfos that
satisfies the condition. Finally, the changes to the facade angle are brought
about in small steps so that the user does not notice a sudden change in
light levels or the movement of the facade. This step-by-step movement
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stops when the facade reaches its target tilt angle and this time period is
termed as fade time. Another term is also designed into the algorithm called
delay time. This is the amount of time the system waits before it acts on
changing the light level or the tilt angle of the facade. Events such as mov-
ing clouds are identified by reading out the indoor sensors and looking for
changes greater than 100 lux within 5 seconds or more. This is solved by
increasing the indoor light in steps of 25 lux, which has been shown in [40]
to be an optimal level of change.

Run Algorithm 1
Run Algorithm 2
Input: e(θfos), Illuminance indoor (lin), where lin = f(θfos).

Output: Tilt angle (θoptimal

fos )

θfos ǫ [5, 75];
if (occupants == present) then

lin = 400;
else

lin = 1;
end

end

for (occupants = n) do

lopt = max(l1opt + l2opt + ...lnopt);

end

c =
lopt

|lopt − lin|
;

for (θfos = 5 : 75) do

for (c(θfos) > c) do

e(θoptimal

fos )= max(e(θfos);

end

end

return θoptimal

fos ;

Algorithm 3: The proposed algorithm iFOS.
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Chapter 6

Evaluation

In the previous section, we explain the formulation of the optimization prob-
lem in detail, and an algorithm is proposed to solve the problem. Before we
evaluate the proposed algorithm, a number of other evaluations and results
are discussed as well. These are the outcome of a number of experiments
performed and evaluation of the simulations over the course of this research
work.

6.1 Facade Test-Bed

In section 4, it is explained that a scale model of the facade is made to study
the dynamics of light in the room. Since building a bigger facade model is
not feasible, this work relied on advanced simulations to gather data in order
to build the model.

Figure 6.1: Simulated facade test-bed in Rhinoceros.
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However, it is indeed critical to evaluate the accuracy of the simulations
to the real-world data. Hence, the facade test-bed is evaluated with the
help of its corresponding simulation in Rhinoceros with DIVA plugin. This
simulated environment is different from the one created for the conceptual
facade. Figure 6.1 shows the test-bed environment simulated in Rhinoceros,
where the facade can be tilted in angles varying from 0° to 70°, measured
from a horizontal plane. Two sensors were placed at a distance of 2 m and
3 m from the facade, at a height of 0.8 m from the ground. The path of the
sun was simulated and a daylighting analysis was performed on the room.
For this, various generic reflectance values were assigned to different sur-
faces like ceiling, floor, etc. for accurate results. Figure 6.2 illustrates the
grid-view of the test-bed, clearly showing how the light reflects off surfaces.

Figure 6.2: Grid-view of the simulated test-bed.

Results

Measurements are taken at intervals of 15 minutes, first at the window, fol-
lowed by two locations at 2m and 3m from the facade. The experiment is
carried out from 11AM till 5PM on the 10th October, 2017. The tilt angle
of the facade is incremented in steps of 10°, starting from 0°, which is fully
open till 70°. The illuminance values are measured with the help of a lux
meter, with the sensor facing the ceiling. This is done in order to capture
the incoming illuminance onto the work plane.
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Figure 6.3: Comparison of the box plot of illuminance data for the sensor
at 2m.

Figure 6.3 shows a box plot comparing the illuminance data from the test-
bed to that of the simulated test-bed. It can be seen that both the plots
have a similar pattern in variation of illuminance levels with varying tilt
angle along the day. It can also be inferred that the maximum and min-
imum illuminance values for various tilt angles are also almost identical.

The correlation between the real and simulated data is also computed with
the MATLAB function fitlm in linear mode. An average R-squared value
of 0.802 shows how closely the two sets of data are related in magnitude.
Similar analysis is also carried for the sensor located at 3m from the facade,
as illustrated in Figure 6.4. An average R-squared value of 0.754 is observed
for the two sets of data.
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Figure 6.4: Comparison of the box plot of illuminance data for the sensor
at 3m.

From these results, it can be concluded that the simulations performed with
Rhinoceros and DIVA plugin offer a high level of accuracy to real-world
scenarios and hence can be used to model an entire conceptual facade.
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6.2 Simulations of the conceptual facade

The previous section provides substantial evidence towards the accuracy
of the simulations performed with Rhinoceros and DIVA in comparison to
real-world scenarios. Hence, a large-scale system,for an entire window is
modelled in Rhinoceros and this section evaluates the data from these sim-
ulations. For such a system, the best reference database is one which is
simulated by brute-force for all possible days of the year with varying sky
conditions. Since this is resource intensive, we could not perform these sim-
ulations for an entire year. However, it is clear from the data that it is
possible to preserve the characteristics in the dynamics of light throughout
the year by simulating the four extreme days of the year, both the equinoxes
and the solstices. Hence, the simulated days are: 23rd June, 23rd Septem-
ber, 22nd December and 21st March.
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Figure 6.5: Illustration of how the received daylight varies through the year
for various tilt angles.

The variation of the daylight received at a point in the center of the room,
where FOS is installed, is illustrated in Figure 6.5. As previously explained
in Section 4.3, this variation occurs due to the fact that the Earth is tilted
on its rotational axis with respect to the orbital plane around the Sun. It
also changes significantly with the latitude on the Earth’s surface. These
phenomena put together result in the behaviour as illustrated in the figure
above. These bands of illuminance values for every season can in the future
help the algorithm predict what an optimal amount of daylight that can be
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harvested. This ensures a way to pre-define the deficiency in light that has
to be compensated with artificial lighting.

We use linear regression to model the variation of illuminance throughout
the room, at intended locations, from sensor measurements. This enables
the system to classify the type of sky condition. It was mentioned in Chapter
5 while formulating the problem that this needs to be performed in an ex-
haustive fashion, where the system knows the case for every combination of
tilt angle and sky condition, for each day of the year.
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Figure 6.6: Regressional relation between Sin and Sout for Intermediate Sky
on 23rd June at 5° tilt angle.

The plot shown in Figure 6.6 shows this relationship for a selected day with a
particular sky condition and tilt angle as mentioned. Sin is the sensor that
is placed right behind the facade, inside the room and Sout is the sensor
placed on the facade. By performing exhaustive modelling, a database of
these parameters can be formed, which the system can look up to ascertain
the sky condition.
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(a) Sensor 1, located at 1.475m from the facade.
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(b) Sensor 2, located at 2.95m from the facade.
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(c) Sensor 3, located at 4.425m from the facade.

Figure 6.7: Comparison of illuminance data from the equi-distant sensors
from the facade on a single day.

Figure 6.7 illustrates the distribution of light inside the simulated room from
three different sensors on 23rd September. The room in the simulation faces
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South, as mentioned in earlier sections, to catch the direct rays of the Sun for
the entire length of the day. This, along with the fact that the sky condition
chosen for this particular simulation is Clear Sky is the reason for very high
values of illuminance inside for lower tilt angles. The three sensor locations
inside the room are 1.475m, 2.95m and 4.425m away from the facade, in the
middle of the room respectively. The simulations are carried out for various
tilt angles over the course of an entire day.

The three graphs help paint a picture on how light dynamics vary with
different tilt angles of the facade and varying distances from the facade.
The first conclusion that can be drawn from these set of graphs is that the
geometric design of the facade creates pockets of high intensity within the
room, otherwise called pockets of glare. This happens because the sensor is
facing up, causing the direct beams of sunlight falling on it from the top,
causing momentary spikes in the illuminance values. It can be seen that
these spikes in iluminance values exists for certain durations of time and
then drops down, with the duration decreasing with increasing tilt angle.
This is caused as there is lesser gap between the flaps of the facade as the
tilt angle increases, causing the moving Sun in the sky to pass over the
facades. Another important conclusion that can be drawn regarding the
behaviour of light under the influence of a facade indoors is that the point
closest to the facade has lesser illuminance than the other two points. The
point in the middle of the room has higher illuminance for a longer part of
the day than the other two points. This happens as the sun is shining down
at different elevations throughout the day, the direct rays that pass through
the facade only reach till this point. All other points in the room are lit up
because of reflected rays from the direct rays shining on the room.

A possible solution for an optimization system to avoid these spikes and
direct rays of the Sun would be to mount the monitoring light sensors on
the ceiling so that it always measures a combination of the direct and re-
flected rays in the room. This sensor value can then be mapped onto a
workplane at any height from the ground using regression techniques.

Now that the light dynamics of the data from the simulations has been
evaluated, we look at the energy plot for the same day. The data required
is made available on special request through the PANGAEA database by
KNMI [41]. The database contains the values of various radiation paramet-
ers for the location of Cabauw, 20 kms SW of Utrecht, The Netherlands. The
values used for our calculations are Direct Horizontal Irradiance and Diffuse
Horizontal Irradiance over a 10-hour period. A purpose-written MATLAB
code computes the energy falling on the facade over the 10-hour period using
the formula explained in section 2.
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Figure 6.8: Available energy for harvesting at various angles of tilt.

The plot, illustrated in Figure 6.8, shows the radiation available to the solar
cells on the facade through the course of the day for various values of tilt
angle. From the plot, it can be inferred that the amount of energy available
on the facade increased steadily till about 12PM . It then drops suddenly to
a very low value, suggesting that it was cloudy, for about the next two hours.
The plot then shows that it was sunny for the next one hour, followed by a
small turbulence and gradually drops as the sun begins to set in the evening,
showcasing a perfect example of Dutch weather. At every measured instant,
the amount of energy available also varies with the tilt angle in an arc-like
fashion, suggesting that certain angles have the potential to harvest more
energy than others.

In order to correlate the illuminance data from the simulations and en-
ergy data from the KNMI database, a MATLAB code is necessary as the
frequency at which data was logged was different for both the datasets. Now
that we have evaluated the data from the simulations as well as the energy
available with the KNMI datasets, we look at the proposed algorithm iFOS
and some use cases.
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6.3 Proposed Algorithm: iFOS

This section aims to evaluate the proposed algorithm iFOS through mul-
tiple use cases. However, before iFOS is evaluated, we want to create two
corner cases, which would as benchmarks to compare iFOS against. The
comfort of the user and the amount of energy harvested are the paramet-
ers the system optimizes. Hence, we evaluate two benchmarks, one where
the system works to maximize comfort at all times and another where the
system works to maximize energy harvested at all times. This is equivalent
to adding a full weight to each of the parameters to be optimized. We then
study how the system works with the proposed iFOS algorithm and compare
its performance with the two benchmarks. We also evaluate the variation in
performance of the iFOS algorithm at various levels of constraints. The day
chosen for these evaluations is March 21st with Intermediate Sky condition.
The energy data for the same day is downloaded from the KNMI database.
Both the datasets are also adjusted and correlated in time as they have dif-
ferent frequencies. All the evaluations are performed for the comfort set at
medium level, as explained in the previous chapter. This means that the
illuminance is maintained in the range of [400,600] lux. Comparisons for the
performance of the algorithm at the other comfort levels are provided in the
appendix.

6.3.1 Benchmark 1: Maximum Comfort

One of the main functions of FOS is to ensure high levels of comfort for the
inhabitants of the building. As seen in the formulation in Section 5, the
comfort is defined by a metric “c”, called the Comfort Number, defined by:

c =
lopt

|lopt − lin|
(6.1)

where, lopt is set to 500, as research suggested.

We set lin to be in between [400, 600]. This means that in the equation,
c takes a minimum value of 5. Hence,

c ≥ 5 (6.2)

At every instant, the algorithm simply picks the tilt angle that gives the
maximum comfort within the defined range. The energy harvested is what
is available at that tilt angle ensuring maximum comfort, i.e. we maximize
comfort number. There may arise a case that the lin is 500, where the com-
fort becomes ∞. Here, we simply assume the comfort number to take 500
as its value.
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Results

Figure 6.9 illustrates the behaviour of the system in Maximum Comfort
mode. As the graph suggests, the comfort is always maintained at the
maximum possible level, with the second graph showing the corresponding
energy available to be harvested. The third plot shows the number of times
the facade has to change the current tilt angle in order to maintain max-
imum comfort at all times. This can be thought of as context switching,
which consumes energy as the motors controlling the facade need to be run.
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Figure 6.9: Plot of Comfort Number, Energy Harvested and Tilt angle over
the entire day in Maximum Comfort mode.
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6.3.2 Benchmark 2: Maximum Energy Harvested

The second benchmark is the case when the system works to maximize the
energy harvested by the solar cells on the facade. In optimization terms, the
energy takes one full weight in this setting. Here, the algorithm computes
the energy harvesting potential for each tilt angle of the facade. Then, the
tilt angle that has the potential to harvest maximum energy is chosen and
the user only receives the corresponding comfort level.

Results

The behaviour of the system when set to Maximum Energy mode is illus-
trated in Figure 6.10. The Comfort Number is almost always at the lowest
possible value, around 5. The energy plot has the same pattern as the previ-
ous case but the magnitude at every instant is higher, suggesting that more
energy is harvested through the day. The tilt angle plot shows fewer vari-
ations, suggesting that to maintain the system in Maximum Energy mode,
lesser number of changes are required to be made through the course of the
day.
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Figure 6.10: Plot of Comfort Number, Energy Harvested and Tilt angle over
the entire day in Maximum Energy mode.
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6.3.3 iFOS Optimized

The extent to which the proposed algorithm optimizes the comfort and
energy harvesting of the facade depends on the range in which the indoor
illuminance lin is to be maintained. Since both the previous benchmarks are
set for lin ∈ [400, 600], we will evaluate the algorithm also for the same re-
quirements indoors. iFOS optimizes the problem by first taking the Comfort
Number above the set threshold and then maximizing the energy harvesting
potential from the set of available Comfort Numbers.

Results

The behaviour of the system in iFOS Optimized mode is illustrated in Figure
6.11. The Comfort Number plot shows a considerable amount of comfort
through the day while the differences in energy harvested are better than the
ones in Maximum Comfort at some points through the day, varying between
4% to 66% instantaneously. The tilt angle, changing 21 times during the
course of the day, has lesser variation than Maximum Comfort, which varies
26 times but more than Maximum Energy, which varies just 8 times.
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Figure 6.11: Plot of Comfort Number, Energy Harvested and Tilt angle over
the entire day in iFOS Optimized mode.

53



09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00

Time (hrs)

0

100

200

300

400

500

C
o
m

fo
rt

 N
u
m

b
e
r

Comfort Comparison

C
Maximum Comfort

C
Maximum Energy

C
iFOS Optimized

Figure 6.12: Comparing the Comfort Number of the two benchmarks with
iFOS.

To get a better view of the iFOS Optimized improvements, we plotted them
together. Figure 6.12 shows the comparison of the Comfort Number of both
the benchmarks and the iFOS optimized system. For most parts of the day,
the iFOS optimized system maintains as much comfort as the Maximum
Comfort system. At all times, it maintains higher comfort than the Max-
imum Energy system.

Figure 6.13 compares the potential energy that can be harvested for the
two benchmarks and the iFOS system. For most parts of the day, the iFOS
system has a superior energy harvesting potential that the Maximum Com-
fort system. Two instants in particular are marked, Instant1 and Instant2,
at different times of the day. Instant1 has a 4% increase in energy harvest-
ing potential over the Maximum Comfort system with a 34 lux drop in the
illuminance indoor. Instant2 offers an 8% increase in the energy harvesting
potential over the Maximum Comfort with a 41 lux drop in the illumin-
ance indoor. The actual impact of this increase in the potential to harvest
energy is discussed in the following subsection. By taking the area under
the curves, for an entire day, the iFOS optimized algorithm provides 3.2%
increase in the energy harvested over the Maximum Comfort benchmark,
while ensuring similar comfort 60% of the time. The comparisons for other
values of “c” are provided in the Appendix.
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Figure 6.13: Comparing the energy harvesting potential of the two bench-
marks with iFOS.
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Figure 6.14: Comparing the switching of tilt angles of the two benchmarks
with iFOS.

It is discussed previously that the number of times the system changes the
tilt angle in a day can have an impact on its energy signature as energy is
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spent in running the motors to make the adjustments, also causing incon-
veniences to the user. In this direction, it is critical to analyze the number of
times each system makes a switch. Figure 6.14 shows the extent of switching
of the tilt angle for both the benchmarks and iFOS. From the plot, it can
be concluded that the highest energy expenditure occurs for the Maximum
Comfort mode, as it switches the tilt angle more frequently in comparison
to the other two. The Maximum Energy system switches the least and iFOS
switches the tilt angle more frequently that Maximum Energy but less fre-
quently than Maximum Comfort. Further analysis beyond the scope of this
research work needs to be done to ascertain the exact amount of energy
expenditure in these scenarios as the switching occurs from various angles.
In some cases, the switching that needs to occur is about 50°, which may
consume more power than a switch of 10°.

Now that we have evaluated the behaviour of these systems, the next sub-
section aims to put things into perspective with numbers and how much of
an impact iFOS actually makes in comparison.

6.3.4 Impact of iFOS

To fully comprehend the effects of the increase in energy harvesting with
iFOS, the concept needs to be looked at as a scaled-up system. For this, first
we convert the W/m2 values into the more standard kWh/m2. 1 kWh/m2

is the amount of energy harvested in 1 hour from a solar cell of area 1m2.
As shown in Section 3.1, the total area covered by solar cells on a facade
outside a single window is 1.6 m2 and one whole side of the building is 750
m2.

The total amount of energy harvested for the evaluated day is calculated
by taking the area under the energy curve. For iFOS optimized algorithm,
the figure was 75.0017 W/m2, which is about 1.8 kWh/m2/day. With a
20% efficiency in conversion, the whole one side of the building captures
about 270 kWh of solar radiation on that day. This is enough energy to run
about 2700 LEDs rated at 10W for 10 hours or fully charge 5 electric cars,
each with a 50 kWh battery, at the end of the day.

The average energy figure for The Netherlands in the summer months is
about 5 kWh/m2/day, which makes the total energy that can be captured
at 20% efficiency to be about 750 kWh per day.
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The iFOS optimized algorithm has the potential to harvest about 5W/m2

more energy that the Maximum Comfort algorithm on the measured day.
This translates to nearly 18 kWh more energy at the end of the day than
the Maximum Comfort algorithm. When there are no occupants detected
in the room, the system switches itself to the Maximum Energy mode, dur-
ing which, it gives one full weight to energy harvesting in the optimization
problem.
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Chapter 7

Conclusion and Future Work

A considerable amount of energy can be harvested from the sides of high-rise
buildings while ensuring sufficient comfort levels for its inhabitants. This
thesis presents a concept called “FOS”, that optimizes the user comfort while
maximizing energy harvested from the sides of high-rise buildings. The sys-
tem is conceptualized and designed using a software called Rhinoceros, with
other plug-ins.

A simulated test bed is used to gather data for various days across the
year and under varying sky conditions. A small-scale test bed was built
from scratch in an identical room to gather real-world data and compare it
to the simulated data. An average R-squared value of 0.802 was achieved
between real and simulated data, proving the validity of the simulations.
Data is logged to understand the dynamics of light indoors, at different
tilt angles of the facade. A purpose-written MATLAB code computes the
potential energy that could be harvested through the day at different tilt
angles. An optimization problem is formulated for simultaneously optimiz-
ing the user comfort and maximizing energy harvested from the facade. A
metric called “Comfort Number” is defined as a measure of how close the
indoor illuminance level is to the optimal illuminance level. An optimiza-
tion algorithm called “iFOS” is proposed, that controls the movement of the
facade, optimizing user comfort and maximizing energy harvested. It was
evaluated against two benchmarks: one optimizing for Maximum Comfort
and the other for Maximum Energy. The algorithm shows instantaneous
improvements in the energy harvested, varying from 4% to 66% while the
providing lesser comfort. Evaluations also suggest that the algorithm per-
forms the best when working within the range of [400,600] lux.
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Figures suggest that for The Netherlands, such a conceptual system, with
about 20% conversion efficiency of the solar cells, can harvest about 750kWh
from a 750m2 area of solar cells. Although the figures of energy suggest
significant figures, an implementation of this system to scale would cost a
substantial amount of investment as solar cells are still on the expensive
side. Such a system would then transfer the energy harvested back into
the grid, and this requires power analysis and other computations, taking
into account conversion efficiency of these processes. The authors are quite
convinced that energy-harvesting skins for buildings have a great potential
in building self-sustaining urban centers of the future. That said, it is along
way ahead before these concepts become a reality.

As mentioned earlier, this work is a preliminary exploration into the concept
and there is still a lot that is unknown, a lot of assumptions that were con-
sidered and a few parameters that were not taken into account. These could
possibly be starting points for anyone looking to further explore this concept.
Prediction of cloud movements can help the system optimize its movements,
saving energy in the process. The facades were placed facing South for the
entire duration of the simulation. Other orientations could be tested to give
an overview of which orientations are feasible for the system. The effect of
shading can be considerable, when a layer of the facade casts a shadow on
the lower layers. This possibility was not taken into account in the compu-
tations and can give a more accurate insight into the figures for energy.

The ideal test bed to learn about the system would be a full-scale room with
a facade fixed outside the window. This enables a dataset that gives illumin-
ance values and their corresponding solar radiation components, which can
provide a better understanding on the intricate relationship between light
and energy. This was not possible through simulated data. Concluding,
this concept proves to have immense potential in unlocking the power of
the Sun and can boost the possibilities of off-grid energy solutions in the
ever-growing urban centers of the world.
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Appendix A

Comparison plots for c=10
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Figure A.1: Comparing the energy harvesting potential of the two bench-
marks with iFOS.

Over the course of the day, the iFOS optimized algorithm harvest 0.63%
more energy than the maximum comfort algorithm while ensuring similar
comfort 90% of the time.
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Figure A.2: Comparing the Comfort Number of the two benchmarks with
iFOS.
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Figure A.3: Comparing the switching of the tilt angle of the two benchmarks
with iFOS.
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Appendix B

Comparison plots for c=2.5
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Figure B.1: Comparing the energy harvesting potential of the two bench-
marks with iFOS.

Over the course of the day, the iFOS optimized algorithm harvest 9% more
energy than the maximum comfort algorithm while ensuring similar comfort
10% of the time.
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Figure B.2: Comparing the Comfort Number of the two benchmarks with
iFOS.
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Figure B.3: Comparing the switching of the tilt angle of the two benchmarks
with iFOS.
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