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Abstract Neonates can show sudden rapid body movements 
when they are in pain, need care, or need to be fed. They can 
also be very quiet and immovable or move very slowly when they 

temperature for a long time provides physicians and nurses 
valuable information about the health condition of the baby.
Thermographic technology is a remote and very safe way to 

to monitor 
his/her vital signs. However, the tracking of an elastic 
thermographic profile of a subject with a random and erratic 
movement in the short- and long-term is a challenging task. The 
combination of the real-time thermographic detection and 
tracking system provides a safe and more robust non-invasive 
method to measure the vital signs and monitor the physiological 
changes of the neonates over time. However, this method can 
also be used for other target age groups.

Keywords Thermographic object tracking; thermography 
technology; premature babies, incubator; infrared thermal 
imaging; neonates; tracking body temperature; temperature 
measurement.

I. INTRODUCTION

Neonates who are born before 37 weeks have 
underdeveloped organs like the skin, lungs, and a weak
immune system, etc. making them weak and susceptible to 
diseases. For these reasons, premature babies do not have 
mechanisms to control their body temperature. Thus, they 
must be safeguarded in a conditioned and controlled 
environment against hypothermia or hyperthermia like an 
incubator. 
During the first weeks and months after birth, the 
skin is quite fragile and needs time to develop until it reaches 
maturity [1]. By measuring and monitoring the vital signs and 
in particular the body temperature of a neonate for a long time, 
valuable information about the 
provided to the physicians and nurses. Using a traditional
method like temperature sensors attached to a is
not ideal or without risks if a 
needs to be measured and monitored many times. It could 
cause distress, irritation of the skin, and even result in an 
infection or hygienic concern for the baby [2],[3].
A remote real-time tracking and monitoring system like a 
thermal camera together with an embedded Single Board 
Computer (SBC) for the number crunching and pattern 
recognition provides a harmless and non-invasive solution. It 
can measure the global and local temperature of a Region of
Interest (ROI) in the short- and long-term to have a better and 
more reliable non-invasive monitoring mechanism of the vital 
signs and physiological changes of the neonates.
Although real-time thermographic profile tracking is a 
challenging task [4], by monitoring the vital signs and 
following the variations and trends of the Thermal Profile 
Region (TPR), one can extract valuable physiological features 

and patterns with techniques like Artificial Intelligence, 
Machine Learning, or Deep Learning.
This paper discusses a real-time novel technique to (re-)track 
a single TPR for short- and long-term using a dedicated 
embedded system and software that provides non-invasive 
and more accurate information about a 
conditions for the carers.

II. MEASUREMENT SETUP

The measurement setup consists of a thermal camera, a 
Single Board Computer (SBC), Linux operating system 
Lubuntu 20.04, and dedicated software running on the SBC
for the pre- and post-processing of the thermal images.

A. Hardware and Software

In this research, a FLIR SC305 infrared camera connected 
to a Pine RockPro64 (SBC) has been used, see Fig. 1. The 
SBC specs are a Rockchip RK3399 Hexa-core System on 
Chip (SOC) as well as a quad-core Mali-T860MP4 with 4GB 
of dual-channel LPDDR4 system memory. The thermal 
measurements are done with a 9 Hz frame rate and a resolution 
of 320x240 pixels.

Fig. 1. FLIR SC305 infrared camera (left picture), Pine RockPro 64 (SBC) 
(right picture).

The infrared camera is connected via an ethernet cable to 
the SBC on which dedicated software is running to capture 
thermal images. In turn, these images are pre-processed to 
provide a thermal video stream in real-time. On each frame,
each pixel is number crunched individually through the 
software with parameter settings such as temperature, 
humidity, emissivity, etc. to calculate the radiant energy 
emitted from the object in the form of the infrared wave. By 
compensating for the environmental variables and capturing
infrared waves in the Field of View (FOV) of the thermal 
camera a very accurate temperature is calculated [5]. 

B. Measurement Setup

The environmental measurement for the thermal imaging 
can be modelled as depicted in Fig. 2. The temperature 
measurement can be done when the baby is outside an
incubator (left picture) or when the baby is inside the 
incubator and the thermal camera is directed toward an open 
porthole (right picture). 
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In both cases, the radiation sources and thermal noise that can 
affect the temperature measurements are being compensated
[5].

Fig. 2. Thermographic measurement model: The baby is out of the incubator
(left picture), The baby is inside the incubator (right picture). 

C. Temperature Measurement

For measuring the temperature in both thermographic 
models depicted in Fig. 2, the camera is positioned at some 
distance from the incubator so that it does not get in the way 
or interfere with daily work. The lens of the Infrared 
camera is directed toward the ne
that the ROI in the FOV is within a 55o angle. This guarantees 
a constant directional emittance and reflectance during the 
temperature measurement [6]. Although, placing the camera 
in front of the opening (porthole) of the incubator satisfies this 
requirement because of the relatively small size of the 
porthole. In other words, in both thermographic measurement 
models depicted in Fig. 2, the FOV path of the infrared camera 
should completely be clear. It is because the
Plexiglas hood is completely opaque to Infrared (IR).

III. GLOBAL AND LOCAL ROI TRACKING AND USED 

TECHNIQUES

This section provides a global overview of a real-time
TPR detection and tracking system and sketches a fairly 
description of each step in the filter chain in Fig. 3.

A. Thermal Imaging and Temperature Measurement

From the pre-processed image frames captured by the 
thermal camera and after accurate temperature measurement, 
the global and local ROI is determined in real-time. 

B. Virtual Field of View Cropping

Global ROI is the baby inside a user-
defined frame called Virtual FOV, which is an enclosed 
bounding box. The local ROI is the TPR area with the highest 
body temperature of the baby in the Virtual FOV.

Tracking of a Thermal Profile Region (TPR) is achieved by 
tracking of local Region of Interest (ROI) supported by the 
global ROI considered as fine and coarse localization and 
tracking method, respectively. The local tracking is used for 
very small movements using a reference frame supported by 
the Optical Flow (OF). However, the latter is not able to 

or rapid movement because of the limitations of the OF 
techniques. The lost ROI results in discarding the related 
consecutive frames. To solve this problem, long-term object 
tracking helps to redetect the lost TPR when it reappears in the 
thermal camera FOV, see Fig. 4. 

Fig. 4. TPR is visible and (re)detected at the left side of the neck which is in 

(right picture).

The feature tracking and triangulation techniques will help to 
predict the new location of the local ROI and recreate it by 
overlapping the new ROI with the ROI of the reference frame.
If the overlapped region is more than 50% match with the 
original ROI, it is considered to be the valid recovered local 
ROI. Otherwise, the lost TPR is not retrievable, and an alarm 
will be sent to the nurse or physician providing care at that 
moment. 

C. Adaptive Thresholding

Adaptive thresholding calculates the threshold value for 
each region in the frame [7]. This method can isolate distinct 
objects using different grey-scale values scattered across the 
frame even if they are contrasting with the local background, 
see Fig. 5. 

Fig. 5. Adaptive thresholding and feature point matching between 2 frames.
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Fig. 3. Detecting and tracking filter chain of a Thermographic Profile Region.
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This is useful to create landmarks and reduce the effect of 
speckle-noise for more robust feature detection and matching
to find a fast with low computational expensive landmarks in 
the frame, which in turn depends on the orientation and the 
temperature profile of the baby.

D. Feature Point Detection and Matching

To classify and compare similarities between multiple 
thermal images, isolation of a set of distinct features between 
the images is required, e.g., edges, corners, or smooth regions
with similar features like blobs and ridges.
Two category features can be extracted from an image, as 
mentioned in [8]:

Global Features: The extracted features describe an image 
in such a way that images of similar nature can be detected. 
This is achieved by the classification of the properties of all 
the pixels in the image e.g., texture, colour histogram, etc. 
that are converted into a one multi-dimensional feature 
vector. However, the extracted features are not able to make 
a distinction between background and foreground.

Local Features: The image is also represented based on its 
local structures and some of its salient features. These 
features include a set of local feature descriptors/vectors that 
are affine and scale-invariant. They are better suited for 
finding other occurrences of similar objects or regions of 
pixels in the images.

E. Contouring With Isotherms

The main process for tracking the ROI is contouring with
isotherms. That is a normalized temperature-based 
segmentation of a frame into groups. The number of contour 
levels determines the threshold values for the grouping which 
results in polygons at each contour level. The encapsulated 
areas by the polygons in the frame represent the temperature 
values within the group level boundary. Considering the ROI 
related to an object (the baby) with the highest polygon 
temperature profile with the biggest area in the image is being 
selected to monitor the temperature. 

F. Tracking the Detected Countour With Optical Flow

Douglas-Peucker (DP) algorithm [9] is used to reduce and 
simplify the number of connected data points during the 
creation of the Isotherm polygon. This Isotherm (ROI) is 
subjected to a tracking algorithm based on the Optical Flow 
(OF) algorithm. The reduced connected data points result in 
less number crunching and a faster tracking mechanism of the 
detected contour Fig. 6. H
described by fewer data points becomes less accurate. 

Fig. 6. (a) Detected original ROI (b) Same ROI using DP-algorithm. The 
calculated ROI areas (highlighted yellow color) in both (a) & (b) are equal.

Although, there is an optimum trade-off between the 
number of points describing the polygon and the polygon
deformation.

Experiments show that the number of data points describing 
the ROI can be reduced by around 90% whilst the area of the 
polygon can vary by less than 10%. 

G. Controur Level Noise Compensation (Region of Interest
Deformation)

The tracking algorithm of isotherm contours could be 
unstable due to existing IR-camera thermal noise. A data 
normalization step can help to reduce this instability. 
Although, fluctuations in temperature readings and the 

deform the ROI 
shape considerably, which in turn influences the tracking 
process. The reason is that the ROI temperature values could 
show values below the contour level especially when these 
values are close to each other. As a result, the contouring 
algorithm will follow the next biggest sub-area of the ROI.
The influence of this error is solved by reducing the amount 
of noise in the contouring level threshold. For example, if the
contouring level is set to be 10, the normalized data of the 
whole frame will be divided equally by 11 threshold points 
(0, 0.1, 0.2, ..., 0.9, 1). The highest threshold group with 
values 0.9 and 1 will be used to search for the ROI in the 
highest group. Consequently, the lower threshold of this 
group will be influenced and lowered by the value of the 
noise so that the new ranges become 0.9 mines noise to 1.
Lowering the threshold may result in adding new areas which 
were not part of the initial detected ROI. But an overlapping 
step in the process will eliminate these areas.
Moreover, the calculated noise values are based on 3 of the 
thermal noise of the IR-camera, that is 50mK as reported in 
[10]. The contour noise level compensation is thus 
normalized by the maximum and minimum from the data 
normalization which shows a very stable and accurate ROI 
area tracking.

H. External Disturbance Detection on Virtual Field of View

Tracking of the ROI always takes place inside the virtual 
FOV. In a parallel process, the next step of the tracking 
algorithm monitors disturbances along the boundaries of the 
virtual FOV. 
It is possible that an external intervention like the hands of 
the care providers, other objects like blankets, or movements 
of the baby masquerade the FOV of the IR camera or that the 
ROI moves out of the virtual FOV (see Fig. 4). This is 
because there is always a distance between the IR camera and 
the ROI of the object shown as two possible scenarios of
thermographic measurement models depicted in Fig. 2. 
By defining the virtual FOV in the reference frame, a set of 
data points defines the green boundary as depicted in Fig. 4
(left). After receiving new frames from the IR camera, the 
algorithm creates a new virtual FOV on each frame and
performs OF on the reference frame, and checks for 
disruptions in the frame. 
Consequently, on receiving new frames from the IR camera 
the algorithm creates new virtual FOVs on each frame and 
it performs OF between the reference frame and new frame 
to check for any external intervention (disturbances) and 
compare them only for disruption along the boundary of the 
virtual FOV. 
If there is any boundary disruption, the points in the boundary 
will be pushed outside the virtual FOV; as shown in Fig. 4
(right). 
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If the number of valid boundary points in the new frame is
less than 80% of the reference boundary points, that particular 
frame is being discarded because there is a significant 
disturbance along the boundary of the virtual FOV. If no 
boundary disturbances are detected, then the algorithm
continues with the tracking of the ROI.

IV. CONCLUSIONS 

Our approach is a model-based, real-time algorithm that 
can detect and track a single thermographic profile in
neonates, see Fig. 7. The algorithm can redetect partial of a 
reference TPR distorted by external interventions like hands 
of the care providers in the FOV or rapid movements of the 
neonates. This method is a robust and reliable technique for 
tracking the global and local ROI for short- and long-term 
(real-time up to 15 seconds, respectively). Moreover, 
simulations showed that reducing the number of frames per 
second (fps) from 9 to 1 fps will lower the number crunching 
but does not affect the TPR tracking.

Fig. 7. Real-time thermographic tracking of RIO (yellow labelled area on the 
).
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