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INTRODUCTION

1.1 WHY QUANTUM COMPUTING

Lassical computing power has exploded in the last decades, enabled by tremendous
C advancements in silicon processing technology. For a large part of this time, the
number of transistors that could viably be integrated per chip has doubled every two
years [1]. To a certain degree, these improvements continue today [2]. However, further
advancements in processing technology are increasingly technologically challenging and
expensive due to approaching physical limits. Given the slowing growth, a number of
complex computational problems of great practical interest are expected to continue to
evade our classical computational abilities. For a subset of these challenging problems,
quantum computers are expected to provide significant benefits [3].

One such application where employing quantum computers could lead to a large
speedup compared to the use of classical computing hardware is performing quantum
simulations [4, 5]. In quantum simulations, a well-controlled quantum system, like for
example a quantum computer, is used to explore the properties of another, less accessible,
system. Concretely, this could be e.g. applied to simulations of chemical reactions [6].

Benefits of quantum computers are also expected in running certain specialized algo-
rithms known as quantum algorithms. Notable examples of such algorithms include Shor’s
algorithm for prime factorization [7] and Grover’s algorithm for unstructured database
search [8]. These algorithms offer an almost exponential and quadratic speedup compared
to their classical counterparts, respectively. The faster execution is a result of the use of
quantum entanglement and quantum superposition to operate in parallel on an input state
- leading to large speed gains if combined with algorithms that harness this parallelism
effectively [3]. The operations in quantum computers are performed on quantum bits,
commonly known as qubits.

Currently, however, these expected benefits of quantum computers can not be accessed
given the lack of two main attributes of present-day machines: limited accuracy in the
operations performed on the qubits and limited numbers of qubits. The accuracy of qubit
operations, like gates and readout, is generally referred to as fidelity. For example, the
best-achieved control fidelities for spin-qubits today are on the order of 99.9% [9], not
sufficient to allow for reliable direct execution of algorithms. The reasons for the limited
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Figure 1.1: a) Schematic of traditional quantum computing setup, b) with a cryogenic electrical interface, c) with
co-integration of the cryogenic interface. Ncp, Ncr, and Ny are the number of direct control lines, number of
lines to the interface, and number of qubits, respectively.

fidelity can be found in noise and interference corrupting the fragile quantum information
stored in the qubit. To address the problem of limited fidelity, quantum error correction
schemes, such as surface codes [10], have been proposed. In these error correction schemes,
however, multiple physical qubits encode a single logical qubit. As operations can only
be performed with the logical qubits, this results in much greater demands on the total
number of qubits with certain classes of problems possibly needing millions of physical
qubits [11], while the state-of-the-art is currently mere hundreds [12].

1.2 AN ELECTRICAL INTERFACE FOR QUANTUM COMPUTERS

Due to the fragile nature of the qubits, many of the proposed qubit platforms require
operation at deep cryogenic, often below 100 mK, temperatures. Reaching these very low
temperatures is possible with dilution refrigerators, such as, for example, [13]. The cooling
power currently available at these very low temperatures is typically in the order of mW.
This forces the interfacing electronic instrumentation to be operated at room temperature
(RT) where cooling power is abundant, see figure 1.1 a). The electronics used in today’s
experimental setups are often general-purpose instruments, but an increasing number of
RT interfaces targeted at the qubits specifically are available [14, 15].

In scaling these systems to higher qubit numbers, however, a wiring and complexity
bottleneck exists due to the interconnect [16]: if requiring one or even multiple control
lines per qubit, the total number of direct control lines (Ncp) scales with the number of
qubits (Np) as Nep = O(Np). This corresponds to millions of control lines for a fully scaled
quantum computer. These lines have to span orders of magnitude in temperature, be
several meters long to integrate with the dilution refrigerator and carry highly sensitive
signals. This is expected to lead to severe wiring problems, affecting system reliability,
which is already commonplace in today’s much smaller qubit systems.

To address these issues, cryogenic electronic interfaces for quantum computers have
been proposed, e.g., in [17, 18]. As the cooling power at deep-cryogenic temperatures is
severely limited, most of these interfaces operate between 1K and 4.2 K. At these elevated
temperatures, a cooling power of on the order of a few watt is available in common dilution
refrigerators. This leads to the situation in figure 1.1b), with potentially much reduced
wiring from RT, but the same number of wires still interfacing the quantum chip from
the intermediate cryogenic interface. So while these intermediate cryogenic interfaces
address part of the problem, a difficult part of the bottleneck still exists in the interface
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Figure 1.2: a) double quantum dot layout sketch showing the quantum dots (Qx), the reservoirs (S, D, Res) as well
as the controlling plunger and barrier gates (Px and By), b) schematic representation, highlighting the signal
current Is as well as the coupling between the quantum dots.
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Figure 1.3: Sketch of electron movement for a) energy-selective readout (figure adopted from [27]), b) Pauli-spin-
blockade readout. Show on the side for each case is the corresponding sensor response, which is smaller in case
b) due to the dipole nature of the signal.

from cryogenic to deep-cryogenic temperature.

One of the most promising suggested solutions to this problem is to operate the qubits
at an elevated temperature between 100 mK and 4.2 K and integrate the control electronics
alongside it [19], shown in figure 1.1 ¢). The qubits continue to require the same number
of control lines, but these are now much easier to realize: they span no (or only a minor)
temperature gradient, and their length may be on the order of cm to pm for co-packaging
or integration on the same die, respectively. To achieve this co-integration, semiconductor-
based spin-qubits are uniquely positioned. This is due to their demonstrated capability of
operating at elevated temperatures [20-22] and their compatibility with industrial CMOS
manufacturing [23]. While current state-of-the-art setups for spin qubits are comparatively
small arrays [24], numerous proposals have been made on how a scaled system of these
could be realized, e.g. [25, 26].

1.3 READOUT OF SPIN QUBITS

In figure 1.2 a), an example layout sketch of a typical double quantum spin qubit system is
shown. Two quantum dots (Q1/) are coupled to one sensor dot (Qs), with the dots confined
by the barrier voltages (By) and their occupation number controlled by the plungers
(Px). The quantum information is encoded in the spins of electrons captured in Qy/,. In
figure 1.2b), a schematic representation of the same configuration is shown. More in-depth
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information on quantum dots and spins in quantum dots can be found in [28, 29], and
additional information on quantum information processing in [3].

Given the minute signal size of the magnetic moment associated with the electron spin,
direct detection of the spins in Qy/; is infeasible. To resolve this problem, indirect schemes
have been devised to convert the spin information into the movement of charge for which
detection schemes exist. The most common strategies for performing this conversion can
be divided into two categories: energy-selective readout and Pauli-spin-blockade readout.
In tunnel-frequency selective readout [27], the spin is placed in a strong magnetic field,
resulting in an energy splitting. It is then pulsed relative to a reservoir such that one spin
state has a high tunnel-frequency to the reservoir and the other a low one. If now waiting
for an amount of time that makes the high-rate transition very likely to happen and the
low-rate transition very unlikely, the spin can be determined by detecting the electron
movement. The resulting vacancy is filled by an electron with low spin from the reservoir
tunneling back into the now unoccupied dot. The resulting temporal charge displacement
corresponds to a full electron charge, as depicted in figure 1.3 a). In Pauli-spin-blockade
[30, 31], again in a magnetic field, the Pauli-exclusion principle is used for determining
the spin information. If pulsing electrons from different dots together onto a single dot,
this transition is energetically disfavored if the spins are parallel. As a result, only if the
spins are in the anti-parallel state, there is a movement of charge, shown in figure 1.3b).
This movement generates a dipole-like signal, generally smaller than the full transition
observed in tunnel-frequency-based readout.

In either case, however, a minute charge movement needs recording. To pick up this
weak signal, highly sensitive sensors need to be used. Examples of such sensors include
quantum point contacts (QPC) as used in [27], and most commonly, single electron transis-
tors (SET) [32]. Both sensors convert changes in the surrounding charge configuration to a
change in resistance between a pair of terminals. The sensor dot in the example layout in
figure 1.2 is an example of an SET. A different detection scheme exists for energy-selective
readout by using gate-based sensors [33, 34]. In these, the change in impedance based
on an allowed or dis-allowed transition of the electron is recorded on the plunger gates.
Regardless of the scenario, a spin dependent impedance forms the interface to the classical
readout electronics. Two main approaches to implement the readout electronics can be
identified: RF-readout and DC-readout. The subsequent section describes the electronics
necessary for both of these interfaces.

1.4 READOUT ELECTRONICS FOR SPIN QUBITS

In figure 1.4, a proposed cryogenic drive and readout interface for a spin-qubit quantum
computer is shown, corresponding to a concrete realization of figure 1.1b) or, if assuming
same-temperature operation, c). The driver section comprises microwave signal generators
[35], pulse generators [18], and DC biasing [36]. In the following, an emphasis is placed on
the readout interface, specifically on the electronics needed for the two above-mentioned
main readout strategies, namely DC- and RF-readout.

In the DC-readout of an SET, the sensor is typically directly connected to the readout
amplifier, as depicted in the top part of figure 1.4. A commonly used circuit in this context is
the transimpedance amplifier (TIA) [37]. A TIA applies a voltage bias to the variable sensor
impedance and converts the resulting current into a voltage that can then be processed to
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Figure 1.4: Overview over the proposed cryogenic electronic interface for spin qubits, extended from [17]. Both
DC- and RF-readout are shown for demonstration. In practical systems, however, only one of them will need to
be implemented.

determine the qubit state. The advantages of DC-readout mostly stem from the relative
simplicity of the approach: only few components running at speeds not much higher than
the bit-rate are required. This results in, under circumstances discussed in chapter 6, very
low power consumption. Also, the components carry small layout footprints, making this
readout strategy especially relevant for an eventual co-integration. As a disadvantage of
DC-readout, one connection between electronics and qubits is needed for each sensor,
as shown in figure 1.4 with N qubits requiring N connections. In a two-chip solution,
this counter-balances the small layout footprint partially: the space requirements of one
chip pad per sensor make the DC-readout interface effectively much larger. It might be
possible to partially alleviate this by advanced packaging solutions like flip-chip assembly
on a silicon interposer. Also, the performance of DC-readout is very sensitive to parasitic
capacitance on the input node, placing tight constraints on the wiring. If the wiring needs
to span different temperatures, this results in a much-diminished speed of the readout.
RF-readout requires a more complex setup, see the middle of figure 1.4. For a typical
example of a reflectometry readout, e.g. [33], the sensor is placed in a matching network as
its impedance typically is far from the interconnecting cables. This network is then excited
from the readout circuit via a directional coupler, the reflection being received by a low
noise amplifier (LNA) [17, 38, 39]. The amplified signal is then either directly digitized or
first down-converted and then digitized as in [18]. The digitization is performed by an
analog-to-digital converter (ADC). Advantages of RF-readout include very high readout
speeds [40, 41] and the potential to use frequency-multiplexing, reducing the number
of connections to the qubit chip [42]. The potential for frequency multiplexing makes
RF-readout especially relevant in the medium-term, as fewer connections to deep-cryogenic
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temperatures ease the issues in the bottleneck described in figure 1.1b). This is depicted
in figure 1.4 by showing an example with M qubits being multiplexed on a single line,
now requiring only N/M connections for N qubits. Major disadvantages are the need
for numerous high-speed components, some of which, for example, the inductor in the
resonator tank, require significant chip area and are difficult to scale. The power efficiency of
the entire chain, limited by the necessary high-speed operations at much higher frequencies
than the bit-rate, can also be a challenge for RF-readout compared to DC-readout.

CMOS processes are especially promising for the implementation of interface electronics
at deep-cryogenic temperatures, which are termed cryo-CMOS in this context. This is
because of their superior transistor scaling, allowing for the implementation of power-
effective digital functionality, as well as options for eventual co-integration with qubits
[23]. CMOS performance is generally sustained at low temperatures, with both threshold
voltage and conductivity rising [43, 44]. Throughout this thesis the impact of the cryogenic
environment on circuit design is discussed, especially in chapter 2. Other technologies, like
for example SiGe bipolar transistors, offer great performance for certain analog functions,
for example in LNAs, and could be used alongside cryo-CMOS.

1.5 STATE-OF-THE-ART READOUT ELECTRONICS

Various suggestions for integrated DC-readout circuits have been reported in literature;
examples are: current comparators in [45, 46], a transimpedance amplifier in [37], and a
charge-sampling integrator in [47]. These designs are either slow compared to the speed
on the order of ps readout times achieved by RF readout, or in the case of [47], similarly
power-hungry. Alternative solutions using SiGe technology [48] or HBT-based designs
[49] have shown advantageous power consumption at high speed when compared to
CMOS realizations, but the designs showed little integration. To aid the development
of competitive integrated DC-readout systems, a systematic approach to optimize these
systems is delivered in chapter 6 in this thesis.

In RF-readout, much work has been reported on LNAs in CMOS [17, 38, 39] and in
SiGe [50], but the reports on suitable wide-band cryogenic ADCs have been scarce. The
7.5-bit cryo-CMOS SAR ADC within the 4 K cryo-CMOS SoC in [18] was tested at sampling
speeds up to 400 MS/s as part of a spin-qubit readout system but its power consumption
and design details have not been reported. In chapters 2 to 4, efficient high-speed ADC
designs specifically targeted for the RF-readout interface are presented.

Efficient solutions in the design of all parts in the cryogenic electronic interface, in-
cluding the readout circuits, rely heavily on a comprehensive understanding of the device
characteristics. The absence of good models necessitates additional design considerations
like wider tuning ranges - that require performance compromises - and increased risk for
design failures. The circuit designs in this thesis have been performed without access to
cryogenic simulation models. To improve the understanding of cryogenic device behavior,
DC [51], RF [52] and noise [53, 54] characterization and modeling have been performed.
In chapter 5, an extensive low-frequency noise characterization of a bulk-CMOS process is
contributed to this. This characterization is the first to include significant statistics and sys-
tematic area scaling considerations at cryogenic temperatures. Further, in chapter 3, noise
measurements on a comparator give additional evidence about the missing noise-scaling
of broad-band noise at cryogenic temperatures.
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1.6 OBJECTIVE AND SCOPE

The overarching objective of this thesis is to contribute to the development of a cryogenic
electronic readout interface for silicon spin-based quantum computers. With this context
in mind, answers to several questions are attempted in this thesis:

1. How can an efficient cryo-CMOS analog-to-digital converter for RF-readout be
realized?

2. Is it possible to preserve the efficiency of such a converter when combining it with a
driver?

3. How does the low-frequency noise behavior of CMOS devices evolve when cooling
from room temperature to cryogenic temperature?

4. What are the limits to which DC-readout of SET charge sensors can be pushed? And
how is it possible to approach these limits in practice?

1.7 ORGANIZATION OF THE DISSERTATION

To answer these distinct questions, the thesis is organized as follows. Chapters 2 to 4
present SAR ADC designs: starting with the first high-speed CMOS ADC operating at
cryogenic temperature in chapter 2, an analysis of the noise of comparators and ADC
efficiency improvements in chapter 3 and finally the inclusion of an efficient integrating
driver in chapter 4. Further, contributions to low-frequency noise characterization of
transistors at cryogenic temperature are found in chapter 5. Then, considerations about
DC-readout for spin qubits are presented in chapter 6. Finally, in chapter 7, the thesis
concludes with a summary and future directions.
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A 1-GS/s 6-8-B Cryo-CMOS SAR
ADC For QUuANTUM COMPUTING

This chapter presents a two-times interleaved, loop-unrolled SAR analog-to-digital converter
(ADC) operational from 300 down to 4.2 K. The 6-8-bit resolution and the sampling speed up to
1 GS/s are targeted at digitizing the multi-channel frequency-multiplexed input in a spin-qubit
reflectometry readout for quantum computing. To optimize the circuit for the altered device
behavior at cryogenic temperatures, a modified common-mode switching scheme is adopted
as well as a flexible calibration. The design is implemented in 40-nm CMOS technology
and achieves 36.2-dB signal to noise and distortion ratio (SNDR) for Nyquist input at 4.2 K
while maintaining a Walden figure of merit (FOMy) of 200 pJ/conv-step (for a 10.8-mW
power consumption), including the clock receiver, and 15 pJ/conv-step (for a 0.8-mW power
consumption) for just the core ADC. With these specifications, the ADC can support the
simultaneous readout of 20 qubit channels with a power consumption of 0.5 mW/qubit, thus
advancing toward the full integration of the cryogenic readout for future large-scale quantum
processors.

This chapter has been published as Gerd Kiene, Ramon WJ Overwater, Alessandro Catania, Aishwarya Gunaputi
Sreenivasulu, Paolo Bruschi, Edoardo Charbon, Masoud Babaie, Fabio Sebastiano, "A 1-GS/s 6-8-b Cryo-CMOS SAR
ADC for Quantum Computing." IEEE Journal of Solid-State Circuits (2023) [55].
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Figure 2.1: The proposed cryo-CMOS ADC within the RF-reflectometry readout for spin qubits.

2.1 INTRODUCTION

Hile RF-readout schemes for spin qubits have been described broadly in chapter 1,

here we delve deeper into it for details that are crucial for the ADC designs in this
and the following chapters. The task at hand is to read a quantum sensor, for instance the
capacitance of an electrode coupled to a quantum dot [33, 34] or the resistance of a single
electron transistor (SET) [41], as depicted in figure 2.1 b). For all sensor types, however,
a quantum-state-dependent impedance Zg is exposed by the sensor. In the RF-readout,
this impedance is matched to the 50 Q cable impedance by an LC network and is probed
by an RF excitation. This excitation can be applied via a directional coupler, see figure 2.1
a), or via a transmission measurement as in [34]. The reflected signal is subsequently
amplified by a LNA and then digitized by an ADC, either directly or after I/Q mixing.
The downsides of such an RF-readout, when compared to the DC-readout, are a higher
component count (matching network, directional coupler), and higher power consumption
for various sub-blocks, such as the LNA and the ADC. Those disadvantages can be partially
mitigated and counterbalanced by frequency multiplexing (figure 2.1 c)): here, not only one
but multiple matching networks are placed in parallel, thus allowing for sharing both the
RF components and a single cable over multiple qubits, consequently lowering the power
consumption per qubit. In the context of RF readout, moving the digitization to cryogenic
temperatures is crucial to enable a compact and reliable system: it avoids routing high-
frequency sensitive analog signals through the several stages of a cryogenic refrigerator,
and potentially allows closing the algorithm execution loop completely inside the cryostat,
see figure 2.1.

For the digitization of the input signal, a moderate resolution (< 8 bits) is sufficient (see
section 2.2), while the sampling speed must be maximized to allow for more frequency-
multiplexed qubit channels, thus lowering the readout power per qubit. Specifically, as the
system’s cooling power is on the order of several W, we require circuits to consume below
a few mW per qubit for a system with thousands of qubits.

Among possible candidates for a cryogenic ADC, superconducting ADCs [57, 58] are



2.1 INTRODUCTION 11

107
= 10° .
[} °
k7
> . .
S - * X
S 10% xx
= « VLSI 1997-2022
= o ISSCC 1997-2022
Q Lol ADC @ 4.2K
ADC < 77K
X this work (incl. clk) @ 4.2 K . ¢
® this work (only core) @ 4.2K
1071 y -
104 106 108 1010

fs[Hz]

Figure 2.2: Cryo-CMOS ADC survey on basis of [56], showing speed and efficiency of previous RT and cryogenic
ADCs.

inherently cryogenic and offer high speed at a low power consumption but are incompatible
with the integration in a cryo-CMOS SoC. A cryogenic FPGA-based ADC has demonstrated
a sampling rate of 1.2 GS/s and offers great flexibility [59], but its power efficiency is
much lower than RT CMOS ADCs, e.g., [60]. Previously reported cryo-CMOS ADCs tested
at liquid-helium temperature (4 K) [61-63] showed insufficient sampling speeds and low
power efficiency due to the adoption of mature technologies and different application
requirements. ADCs tested at liquid nitrogen temperature (77 K) [64-66] are not suitable
for below-1-K spin-qubit applications and reach a maximum speed of only 100 MS/s. The
7.5 bit cryo-CMOS SAR ADC within the 4K cryo-CMOS SoC in [18] was tested at sampling
speeds up to 400 MS/s as part of a spin-qubit readout system but its power consumption
and design details have not been reported.

To cover the unexplored area in the cryo-CMOS ADC design space shown in figure 2.2,
this chapter presents a 4.2 K 1-GS/s ADC with energy efficiency comparable to RT state-of-
the-art ADCs and with an expected power consumption of only 0.5 mW per qubit when
employed in spin-qubit readout. To achieve this performance, design techniques specifically
targeting cryogenic operation and optimization have been employed, including cryogenic-
aware comparator optimization and offset-calibration design, ad-hoc CDAC switching
scheme, and thick-oxide front-end and clocking, coupled with experimental techniques
optimized for cryogenic characterization.

The chapter is organized as follows. In section 2.2, we model the system to derive the
specifications for the ADC. The ADC circuit design is described in section 2.3, including
the design of peripheral blocks for testing and supply. The ADC testing with emphasis on
cryogenic testing is reported in section 2.4 and conclusions are drawn in section 2.5.
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The SNR at the ADC input signal is 13 dB.

2.2 SYSTEM MODELING AND SPECIFICATIONS

The use-case to derive the ADC specification is a receiver for the RF-readout scheme,
as shown in figure 2.3. Each of the quantum sensors is placed in a matching network
designed to match its nominal impedance, typically 0.1 MQ to 1 MQ for an SET, to the 50 Q
cable impedance. N, of these networks, each tuned to a different frequency, are placed
in parallel and excited at their resonance via a directional coupler. For the ’zero’ state of
the quantum-state-dependent impedance Zp, we assume a matching condition; for the
‘one’ state, we assume signal reflection, resulting in a change of amplitude and phase of
the signal at the LNA output. The modulation depth 04 of this amplitude-modulated
signal can be significantly affected by the spread of the component values in the matching
network (L, C) and the accuracy of the SET tuning. As those parameters vary between
different systems and the modulation depth impacts the receiver specifications, we will
derive the specifications taking into account a practical range of values for the modulation

depth.

As the magnitude of the excitation needs to be low not to disturb the quantum sample,
e.g., -110 dBm at the matching network input in [34], the input-referred noise power of the
LNA is typically dominating the system noise. Therefore, we assume white noise over the
signal bandwidth in the following. After the LNA, a VGA adjusts the amplitude to occupy
the full-scale of the following ADC.

As the model concentrates on the ADC, we abstract the signal chain preceding it as an
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ideal signal source producing N,j, frequency-multiplexed channels equally spaced over the
ADC bandwidth. Although both amplitude and phase information are typically used to
minimize the demodulation errors [39], the modulation parameters greatly vary for the
different applications. Thus, without loss of generality, we assume a purely amplitude-
modulated pulse data superimposed to a white-noise background dominated by the LNA.
The demodulation after the ADC is performed by a digital coherent receiver.

The main performance specification is the resulting bit error rate (BER), which, for
binary amplitude modulation, is given by

BER = Q( VSNR) (2.1)

where Q is the ’Q-function’. The SNR for each of the channels is then given by the ratio of
RMS signal power and the sum of the quantization-noise within the channel bandwidth
fen and the noise from the signal source, computed at the output of the digital demodulator
following the ADC, can be computed as:

Fongd
Noi

2
Hinod + Zf;'h
N2 SNRsource — 6f;22ENOB

SNR =

(2.2)

where ENOB is the effective number of bits of the ADC, we approximate the quantization
noise to be white, and SN Rsoyrce is the input-signal-limited SNR appearing in case of an
ideal ADC. As the readout error rate directly translates into a lower bound for the qubit
readout infidelity, a BER below 107> is expected not to limit the system’s performance in
typical error correction schemes [10]. Therefore, we assume an input SNR of 13 dB for
the ADC and compare the influence of the ADC ENOB on the attainable BER. The ADC
quantization noise should be designed to be negligible in the total receiver noise budget, as
a higher resolution is expected to be cheaper in terms of power consumption than a lower
LNA’s noise floor.

For a fixed energy per conversion in the ADC, the power consumption per qubit is
independent of the ADC sample rate, since the sample rate scales proportionally to the
number of qubit channels. However, a higher sample rate fitting more qubit channels is
preferred, as it would reduce the number of required receivers and optimize the compactness
of the whole quantum computer. A 1-GS/s ADC sampling rate is then chosen as this is
expected to allow for a highly power-efficient ADC in the target technology (40-nm CMOS)
[60, 67]. We assume a per-channel data rate of 1 MHz, a modulation depth of 0.5, a channel
count N = 20 and an input SNR of 13 dB unless otherwise noted. The channels are
assumed to be equally distributed from 100 MHz to 500 MHz, with the minimum frequency
being motivated by the size-requirements of the matching network. figure 2.4 shows the
simulation results for the above model for a range of channel counts and modulation
depth settings. Diminishing returns are reached for up to 40 channels for an ENOB above
6 bit, while 80 channels require up to 8 bit. When decreasing the modulation depth, the
requirements change significantly: a modulation depth of 0.1 requires a resolution of at
least 8 bit for 20 channels.

Based on these results, the target specifications are 6-8 bit ENOB at 1 GS/s. This would
allow 20 channels with a modulation depth above 0.2 without limiting the achievable BER.
If budgeting 0.5 mW per qubit, this requires a FoMyy better than 156 fJ/conv-step.
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2.3 ADC ARCHITECTURE AND COMPONENT DESIGN

We have chosen the SAR architecture for the ADC, as it combines two essential features
for our application: first, it offers good power efficiency, even for sampling speeds above
100 MS/s [60]; second, it is robust against the expected variations in device behavior at
cryogenic temperature thanks to its predominantly digital and capacitor-based operation.
An overview of the proposed SAR ADC is shown in figure 2.5. To minimize the time
for non-critical comparator decisions, the ADC core is asynchronous [68], and employs
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the loop-unrolled technique [67]. In such an architecture, each decision is performed
by a different comparator that directly drives the capacitive DAC (CDAC) control. This
minimizes the logic delay in the critical loop as the ready logic and DAC settling now run
in parallel, allowing for higher sampling speed. The final comparator used in 8-bit mode
is designed for lower thermal noise, as it carries the largest probability of noise-critical
decisions [69]. Two identical cores are time-interleaved for a further increase in speed. All
comparators are used for 8 bit conversions, while the LSB comparators are disabled for
lower-resolution settings, effectively ending the conversion earlier.

2.3.1 CYROGENIC CIRCUIT DESIGN

No cryogenic simulation models were available for the target process at the design time. To
achieve a robust design, we had to account for various changes in device behavior without
using an exact model.

The most consequential changes when operating at cryogenic temperature occur in the
transistor’s DC characteristics. Both threshold voltage and mobility increase significantly
at cryogenic temperatures [44]. The threshold voltage increases by about 120 mV in the
adopted technology, while g,, approximately doubles for the same drain current, see the
measurement of minimum length NMOS and PMOS devices in figure 2.6. We also observe a
significant > 2x increase in g, /I; when biasing in deep sub-threshold, but in a much lower
bias range, due to the much increased sub-threshold slope. To approximate this behavior
in circuit simulation, we simulated all circuits at —55 °C using the model provided by the
foundry. For additional functional verification we included voltage sources mimicking the
threshold voltage increase in series with crucial transistors, e.g., in the sampling front-end.
Additionally, degradation of transistor matching is reported in [70]. While the increase
in AV}, is small, the current gain mismatch Af increases by 20% and requires a slightly
widened range in the comparator offset calibration (see section IIL.B). A moderate increase
of about 10% is expected for the speed of digital circuits [71, 72]. This relatively minor
change is due to the counterbalancing effects of the increases in both threshold and mobility.
Although the absolute temperature decreases by 70x, the broadband noise of the active
devices is expected to reduce by only a much smaller factor, as the white noise is believed
to be caused by a mix of temperature-independent shot noise and thermal noise [73]. In
this design, we conservatively assumed no improvement in noise, as this did not affect the
design apart from a slightly enlarged comparator for the final decision.

Apart from the effects on the transistors, the change in temperature also influences the
used passive components. Most relevant for this design is the effect on metal-oxide-metal
capacitors, that have been characterized in [74]. While the absolute value of the capacitance
is almost unaffected, the quality factor increases by 5x thanks to the improvement in metal
conductivity and higher substrate resistance, which must be taken into account for the
decoupling capacitors. For implementation of all resistors on this work we used unsilicided
n-type polysilicon due to its stability at cryogenic temperatures. In [75] a change in
resistance of = 5% was measured between cryogenic and room temperature.

2.3.2 COMPARATOR
The Strong-Arm comparator [76], shown in figure 2.7, offers a good balance between power
efficiency and speed for moderate-resolution SAR designs [60]. In figure 2.8, the comparator
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Figure 2.8: Comparator delay (Tyjmp) and input referred noise (Vy,cmp) as a function of the comparator input
common-mode V.

simulated speed and noise performance is shown as function of the input common mode
Vem at RT and =55 °C. The common mode at the calibration pairs (N3-N6, see section 2.3.3)
was kept constant to 800 mV, while the differential input was 1 mV. With increasing Ve,
the input pairs overdrive voltage Vpp rises, initially resulting in increased speed due to
faster activation of the latch (N7, N8, P1, P2 in figure 2.7). This improvement levels off
with higher Veyy, due to reduction in input pair gain outweighing the improvement in
latch activation speed, creating an optimum range. At —55 °C, the comparator is overall
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slower, with a stronger onset of slow-down at decreased V¢y due to increased Vy;,. For
the noise, we observe a similar optimum at moderate Vcy. At low Veyy, the constant
calibration pair Vcp dominates the noise, while at high Vp the amplification of the input
pair drops and the latch noise becomes important. At cryogenic temperatures, we expect a
further shift of these curves towards higher Viy, due to further increase in V;;, but also
increased speed due to the higher mobility (see figure 2.6). Due to the uncertainty in the
device noise behavior at cryogenic temperatures, we designed the comparator to meet the
noise requirements even at room temperature, thus resulting in a moderate over-design at
cryogenic temperature.

After sampling, the ADC common mode is predominantly affected by the DAC switch-
ing scheme (see section 2.3.4) and the comparator kickback after the decision. Every time
one of the 8 comparators in the loop-unrolled ADC decides, the clock feed-through via
its NMOS input transistors (N1, N2 in figure 2.7) reduces the common-mode voltage. The
decreased V¢, for later decisions will cause an associated slow-down of the decisions. As
discussed above, this effect is significantly more pronounced at cryogenic temperatures
with its increased threshold voltage. Such a slow-down could be mitigated by increasing
the input common-mode voltage. This, however, comes at the cost of reduced available
swing at the ADC input due to headroom limitations in the ADC driver. To allow for a
around mid-rail common-mode input voltage and still alleviate the slow-down due to the
increased threshold, we adopted a variable common-mode switching scheme detailed in
the following section.

2.3.3 COMPARATOR CALIBRATION

Due to the loop-unrolled nature of the core ADC, individual comparator offsets cause
distortion [67], thus requiring calibration of the comparator offsets. As the circuit will be
operating in a highly temperature-controlled environment, we adopt a single foreground
calibration. The offset calibration is performed via additional coarse (N3,4, sized at 1/4
of N1,2) and fine calibration pairs (N5,6, sized 1/16 of N1,2) in parallel with the main
comparator pair, as shown in figure 2.7. Using two separate pairs relaxes the requirements
of the calibration DAC used to generate the controlling voltages Vi and Vi, . A
resistive-ladder calibration DAC is shared among all comparators and among both fine and
coarse calibration pairs, see figure 2.9. The voltages for each calibration pair are tapped
from the ladder by a separate set of switches. Sign reversal is possible via an additional
switch that swaps the positive and negative voltages. The nominal DAC resolution is 3b and
4b for the coarse and fine pair, respectively. Missing codes between coarse and fine ranges
are prevented by creating a 1b overlap. To avoid crosstalk between the calibration pairs
of different comparators, decoupling capacitors are added after the selection switch. The
resistive DAC ladder consumes up to 30 pA of static current, which is negligible in the total
ADC power budget. To account for the increased mismatch at cryogenic temperatures [70],
the calibration range needs to be widened by 20% compared to RT requirements, primarily
to account for the increase in  mismatch. To set the calibration range, 3b resistive DACs
defining the reference voltages V1 and Vp,—, labeled Rpac - and Rpac + in figure 2.9, are
added.

As mentioned above, the comparator common mode varies during the conversion. The
comparator offset is a function of the input common mode as this changes the relative weight
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Figure 2.10: a) Main C-DAC in reset, b) simulated common-mode transient during the conversion.

of the input-pair and latch mismatch. To calibrate the comparators at the correct common-
mode voltage, a switch shorting the CDAC top-plate (see figure 2.5, labeled Cal) is activated
and then normal conversions are performed. The differential input voltage generated by the
changing DAC codes during the conversion is now decaying to zero via the shorting switch,
while the common-mode voltage varies as described in section 2.3.4. To ensure sufficient
settling of the differential input voltage in between comparator decisions, the shorting
switch must have an on-resistance below 500 Q to settle the input error to less than 0.25
LSB according to simulations. For reliably achieving this low on-resistance at cryogenic
temperatures, the shorting switch is implemented using thick-oxide (2.5V) devices, as
standard-transistor resistance would be heavily affected by the increased threshold voltage
at mid-rail voltages. The comparator output is therefore determined by the sign of the
comparator offset voltage. As the individual decisions will be noisy, many conversions can
be averaged, and, based on this sign information, a linear search algorithm can find the
optimum calibration setting for all comparators in parallel.
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2.3.4 CDAC
The CDAC is implemented using a custom-designed capacitor array. The unit capacitors
are 500 aF in size and arranged in a common-centroid layout.

As discussed above, we want to implement a variable common mode in the DAC
switching to counteract the comparator slow-down for low common mode at cryogenic
temperatures. Variable common modes have been employed before in RT designs [77-
79]. To increase Ve during conversion, the MSB and MSB-1 bottom plates are reset to
ground during tracking while the rest of the bottom plates are reset to V,s, as shown in
figure 2.10 a). Upon the decision of the MSB comparator after the top-plate sampling, one
side of the DAC switches the MSB capacitor accordingly to V. ;. Thereby, the differential
input amplitude is decreased in accordance with the binary search algorithm, but also Ve
increases (figure 2.10 b). This increase in V¢ys allows for a higher conversion speed in the
MSB-1 decision. The same procedure is repeated for the MSB-1 capacitor. Afterwards,
all the remaining decisions are switch-down as the speed advantage deriving from the
increased V¢y becomes marginal and the NMOS used for switching down requires a lower
driver fan-out thanks to the smaller necessary transistor. It needs to be noted that this
variable Vcy is possible only due to the loop-unrolled architecture of the ADC core, as
otherwise the variable comparator offset would cause distortion.

Due to the uncertainty in the device models, there was a risk of incomplete DAC settling
in the case of higher speed-up in the ready logic at cryogenic temperatures than in the
settling. To avoid an over-design to mitigate this risk, an optional additional delay has
been implemented in the ready logic, but was kept deactivated during measurement. It has
been used in calibration mode to allow for additional settling time of the differential signal
across the input-shorting switch.

2.3.5 SAMPLING FRONT-END

Both the input and clock signals are terminated differentially on chip with 100 Q. At the
center tap of the input termination, a 1.5kQ resistor is added to absorb the common-mode
kickback from the track-and-hold switches in the ADC front-end.

The sampling front-end is implemented using thick-oxide NMOS transistors with an
additional half-size charge injection cancellation pair. The choice of thick-oxide transistors
for sampling rather than the usual pass-gate, which would be sufficient at RT for the
speed and linearity required here [60], is motivated by the increased threshold voltage
at cryogenic temperature. This increase leads to an estimated 100 mV dead zone around
mid-rail for pass-gates at cryogenic temperatures, which would require exponentially
larger transistors for sufficient settling. For design robustness and simplicity, we choose
the thick-oxide sampling switch over alternative solutions, such as bootstrapping.

2.3.6 CLOCK RECEIVER
The sampling switches are controlled by a thick-oxide-based clock receiver. The thick-
oxide nature of the front-end switches motivates implementing the clock receiver using
thick-oxide devices, as a supply domain crossing would necessitate significant power to
ensure low-enough jitter, as well as additional alignment calibration.

After the on-chip clock termination, pseudo-differential self-biased inverters followed
by a differential-to single-ended converter are used to generate a CMOS-level clock. The
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single-ended full-rate clock signal is subsequently divided by two and the resulting 180°-
phase-shifted clock phases are aligned by cross-coupled inverters, see figure 2.5. The
sampling pulses are then shaped to optimize sampling and conversion time. By default,
the ADC sampling pulse duration is shaped to be 650 ps for a 1 GHz input clock. To allow
for more time for the conversion for the low-resolution settings, the sampling time can be
shortened by up to 215 ps in steps of 80 ps by delaying the rising edge of the pulse while
leaving the falling (jitter sensitive) edge unaffected.

Due to interleaving, artifacts as analysed in [80] can occur. The two-times interleaving
employed here causes DC and F,/2 spurs due to offset, which are not detrimental for
our application, as well as a Fs/2-Fj, spur due to gain and timing mismatch. The timing
mismatch can be calibrated in the clock receiver by a variable capactive load per slice in
the fan-out towards the sampling switch. The timing calibration is simulated to have a
1.5 ps step and a maximum range of 45 ps. At cryogenic temperature, both the calibration
range and the step are expected to slightly decrease due to the increased carrier mobility
[44]. By design, the gain interleaving spur is below the noise floor, so no calibration is
included for it.

2.3.7 DIGITAL BACK-END

Due to the 3 m-long cables in the available cryogenic measurement setup, real-time stream-
ing of the ADC output is unfeasible. To evaluate the performance of the proposed ADC at
cryogenic temperatures, the data is stored in an on-chip memory and read out slowly in a
second step. As storage medium, we chose an on-chip 290-kb SRAM generated using a
compiler supplied by the foundry. The SRAMs specified speed at RT was not high enough
to store the samples at full speed, and an additional margin was necessary for eventual
speed degradation of the SRAM at cryogenic temperatures as these are outside the SRAM
specified operational range. For these reasons, we choose to operate the SRAM at Fs /8, with
an 8x wider parallel data interface. For the digital implementation flow, an additional safety
margin of 50 ps was used in the hold and setup constraints to ensure correct operation at
cryogenic temperatures, similar to the precautions taken in [35].

2.3.8 SUPPLY DECOUPLING

The ADC’s analog supplies as well as the digital supply are decoupled by on-chip capacitors.
As the chip is wire-bonded, these capacitors are prone to oscillation with the bondwire
inductance. As this effect is more pronounced at cryogenic temperatures due to the higher
quality factor of the metal MOM capacitors, all supplies are degenerated with a 10 Q resistor
in series with the bondwire. Also this low-value resistor is realized with unsilicided n-type
polysilicon for its temperature stability. To realize the low value and comply with the
current-density requirements, the degeneration resistors are implemented with a width of
200 pm. Furthermore, numerous bondwires are used in parallel for the ground connection
to reduce its inductance. The ground connection is not degenerated.
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Figure 2.11: Chip micrograph and layout details.
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2.4 MEASUREMENT RESULTS

The proposed ADC is manufactured in a 40 nm LP process, see micrograph and layout in
figure 2.11. The core ADC and the clock receiver occupy an area of 130 umx240 um and
100 umx80 pum, respectively. The chip is wire-bonded and tested in a dip-stick setup, shown
in figure 2.12. In the dip-stick, the components to be tested are inserted directly into liquid
helium to provide a 4.2 K environmental temperature. The offset-calibration algorithm is
implemented off-chip as part of the measurement routine. The 1.1V and 2.5V nominal
supply voltages are used for all measurements. The data underlying the plots shown here
can be found under [81].

The ADC has a differential interface for both input signal and clock. When generating
differential signals at RT and delivering them through the dipstick to cryogenic temperature,
a differential phase relationship between the signals can not be accurately ensured. To solve
this issue, we tested RT baluns and found the Marki BAL-3SMG works well at cryogenic
temperatures, see measurements in figure 2.12. The only limitation is a much increased
loss at cryogenic temperatures for signals below 50 MHz. This is acceptable as the target
signal and clock frequencies for our application lie above this limit.

INL and DNL measurements are shown in figure 2.13. Here we observe < 0.5 LSB
DNL / INL for the 6 bit case in a) and a significant degradation to < 1.5 LSB DNL / INL
for the 8 bit case b). This issue can be traced to the comparator schematic. The tail node
at the drain of N7 in figure 2.7 is not reset with the other nodes. This leads to the input
pair acting as a source follower, effectively implementing a 'max hold’ on the tail node.
Depending on the history of the DAC voltages, this tail node gives a different starting
condition to the comparator operation, resulting in offset and producing the linearity
limitations. To alleviate this, the tail of the comparator can be reset using a pull-up PMOS
in a future redesign. Due to this issue, the optimal calibration settings could not be found
in a straightforward binary search but needed manual fine-tuning. As predicted, the
calibration range needed to be enlarged (by 25%) at 4.2 K with respect to RT via Rpac + and
Rpac,--

In figure 2.14, we show a summary of dynamic measurements performed on the core.
In a), the output spectrum at Fs=1 GHz and T=4.2K in 6-bit mode is shown, resulting
in SNDR=35.2 dB. No spur is visible at the mirror of the input frequency, suggesting a
sufficiently accurate timing calibration. As SFDR = 46.9dB at 1 GS/s, the residual skew
between the two ADC slices after calibration is estimated to be at least below 3 ps. Therefore,
the ADC shows sufficient performance for our target application of frequency-multiplexing
20 qubit channels with a modulation depth of 0.5. For the 8 bit mode in b), at Fs=0.5 GHz
and T=4.2K, the SNDR is limited to 42.7dB due to the linearity limitation found in the
INL/DNL measurement. Still, the higher SNR allows the coverage of use-cases requiring
higher ENOB at a lower speed.

In c), we sweep the sampling frequency keeping the input frequency close to Nyquist
for different bit settings. For the 6-bit and 7-bit resolution settings, the sampling pulse was
shortened in the clock receiver configuration to allow for more time spent in the conversion.
Cryogenic and RT performance closely track each other up to moderate frequencies. At
high frequency, we observe a speed advantage when operating at cryogenic temperatures.
At cryogenic temperature, sampling rates as high as 1.1 GHz are possible but at a slightly
reduced SNDR of 35 dB. Also the flexibility of the ADC is shown: at reduced sampling
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Figure 2.14: Spectra (a, b), SNDR (c, d) and SFDR (e,f) over sampling frequency and input frequency.
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Figure 2.15: a) Two-tone measurement, b) multi-tone measurement, c) FOMy overview.

speed and higher resolution settings, an SNDR around 45 dB can be achieved. The RT
results closely follow the expectations derived from simulations. The speed advantage at
cryogenic temperatures can be explained by the increased performance of the logic and
the comparators. For the comparators, the threshold voltage increase does not hinder the
comparator speed thanks to the CDAC switching scheme while the mobility increases
significantly. This allows for a faster comparator decision. To investigate further, we sweep
the input frequency for a series of fixed sampling frequencies in d). The ADC’s performance
is largely constant with respect to the input frequency, indicating no drops in performance
for a particular input frequency.

We repeated the same analysis for the SFDR in e) and f), ignoring the DC and F spur
contributions. At moderate speed, little difference between RT and 4.2 K is observed, while
the same improvement as for the SNDR is observed towards high sampling speeds. We can
conclude that the front-end linearity is not majorly impacted by cooling the circuit due to
the choice of a thick-oxide front-end switch.

In figure 2.15 a), we perform a two-tone measurement showing a -51.4dB third-order
intermodulation spur. The dominating interleaving spurs at Nyquist and DC due to the
offset and offset mismatch between the slices is not important in our application. The
variation in the amplitude between the two tones is attributed to the imperfect calibration
of the long measurement cables.
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We also tested the multi-tone performance of the ADC in figure 2.15 b) where we
removed one peak out of a comb of frequencies generated by a VSG. We observe that no
significant tone is generated by intermodulation at the frequency of the missing tone. The
other spurious tones are similar in level to the previous test.

Finally, in figure 2.15 c), we plot the FOMyy of the ADC core excluding the clock receiver.
For sampling frequencies below 900 MHz, the ADC shows better than 10 fJ/conv-step.
performance both at cryogenic and RT. At cryogenic temperature, a FOMw of 15 fJ/conv-
step is achieved at 1GS/s. This is on-par with the performance of RT designs at similar
sampling speeds, as shown in table 2.1. When including the thick-oxide clock receiver, this
increases to 200 fJ/conv-step.

In figure 2.16, a breakdown of the ADC’s power consumption at a sampling speed of
1GS/s is given. Most of the power is dissipated in the thick-oxide clock receiver, which
was not the central focus of the design. Replacing it with a bootstrapped switch would
reduce this power drastically. In the ADC core, most of the power is dissipated in the
logic and the CDAC reference. The comparators contribute only 12% of the total power
dissipation, as the noise requirements for an 8 bit ADC allowed using small devices for
their implementation. In summary, this power consumption means that, for the case of 20
qubit channels, 0.5 mW is consumed per qubit.

One important consideration in the design of cryogenic chips, in general, is the on-chip
temperature, which might largely deviate from the environmental temperature of 4.2K, e.g.,
as shown in [35, 82]. As the measurements are performed in a dip-stick, the chip is fully
submerged in liquid helium. Although this results in an expected good thermal coupling, to
verify the absence of any local hot spots on the chip, an array of temperature-sensing diodes
is placed on the chip, distributed over the ADC core, clock receiver, digital and termination
resistors, as shown in figure 2.16 a). These P+/N-well diodes are multiplexed via thick-
oxide selection switches on the anode side and read via a sense-and-force connection by a
source measure unit (SMU) using a current of 1 pA. For calibration, the diode voltage was
recorded at a range of environmental temperatures, measured with an external temperature
sensor, with the ADC being inactive. Due to the loss of sensitivity in the diodes at lower
temperatures in the calibration curve shown in figure 2.16 b), temperatures below 6 K are
affected by a non-negligible error. In figure 2.16 c), we show the heat map when operating
the ADC with a clock of 1 GHz and Nyquist-rate input signal. Very little global self-heating
was observable. This is in line with the results in [82], where for a very small heater
dissipating 6.3 mW, a self-heating below 0.5 K was observed at a distance of just 20 pm,
which is the minimum distance of the on-chip sensing diodes from the power-dissipating
circuit elements. Also, the power consumption in this chip is spread over the area of the
clock receiver and ADC, rather than being concentrated in a single point, further decreasing
the effect. We can conclude that the global chip temperature was very close to 4.2K.

In table 2.1 we compare the presented ADC with prior works showing operation at
cryogenic and RT. Compared to other cryogenic designs, we have made significant advances
in efficiency and speed, while maintaining similar performance to RT state-of-the-art
designs in similar technologies.
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This work Okcan, Creten, Jiang, Kull, 1ISSCC | Kull, ISSCC

RS12010 | JSSC 2009 | JSSC 2012 2013 2017
Temperature [K] 300 [ 4.2 4.4 4.2 300 300 300
Architecture TISAR SAR Flash SAR SAR PP-SAR
Max sampling rate [MS/s] 900 ‘ 1000 0.05 0.0125 1250 1300 950
Resolution [bit] 6-8 12 8 6 8 10
Technology [nm] 40 350 700 40 32 14
Supplies [V] 1.1(core), 2.5(clock) 33 5.5 1.1 1 0.7
Input range [Vpp] 0.72 0.7¢ - - 0.5 0.5 0.5
SNDR@Nyquist [dB] 33.42 | 36.2! 48.7 R 27.7 39.3 50
SFDR [dB] 48.42 48.5! 57.9 - 39 49.6 58

0723 | 0.2
Power [mW] (1032 | 1060 | 0297 5.1 5.28 3.1 2.26
FoM, [f)/c.step] 2022 15%2 16100 | 1.6-106% 148 28 8.9
wi/estep (260%4) | (2001%) i i

Core area [mm?] 0.045 2.7° 40° 0.014 0.0015 0.0016

16b, 1GS/s 26b, 0.9GS/s 3ADC core “Core + clock receiver + sampling switch full chip *estimated from INL
1

Table 2.1: Comparison table

2.5 CONCLUSION

In this chapter, we demonstrated a loop-unrolled ADC operational at 4.2K. Using a
DAC switching scheme that increases the comparator input common mode for most
decisions, we reached higher speed at cryogenic temperatures. By providing an ENOB
of 5.7 b at 1 GS/s, the ADC is well suited for an RF reflectometry readout for spin qubits,
allowing for 20 frequency-multiplexed qubit channels while maintaining a power efficiency
of 0.5 mW/qubit. The ADC power efficiency can be further improved by including a
more efficient clock receiver, which is possible when replacing the thick-oxide front-end
sampling switches with bootstrapped switches. To the best of the authors’ knowledge, this
design is the fastest sampling cryo-CMOS ADC reported to date. With the demonstrated
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performance, the proposed ADC contributes to the progress towards the fully-integrated
cryo-CMOS readout required in future large-scale quantum computers.
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CRYOGENIC COMPARATOR
CHARACTERIZATION AND

MODELING FOR A CRYO-CMOS
SAR ADC

This chapter reports the experimental characterization and modelling of a stand-alone Strong ARM
comparator at both room temperature (RT) and cryogenic temperature (4.2 K). The observed
6-dB improvement in the comparator input noise at 4.2 K is attributed to the reduction of the
thermal noise and to the suppressed shot noise in the MOS transistors becoming dominant at
cryogenic temperature. The proposed model is employed in the design of a loop-unrolled 2x
time-interleaved 1-GSa/s 7b SAR ADC for spin-qubit readout. As predicted by the comparator
model, the ADC is noise-limited at RT to a SNDR of 38.2 dB at Nyquist input, while this
improves to 41.1 dB at 4.2 K, now limited by distortion, thus resulting in the state-of-the-art
FoMyy for cryo-CMOS ADC of 20.9 f}/conv-step.

This chapter has been published as Gerd Kiene, Aishwarya Gunaputi Sreenivasulu, Ramon W Overwater, Masoud
Babaie, Fabio Sebastiano, "Cryogenic Comparator Characterization and Modeling for a Cryo-CMOS 7b 1-GSa/s SAR
ADC." European Solid State Circuits Conference (ESSCIRC) (2022) [83].
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3.1 INTRODUCTION

oise performance of medium-resolution SAR ADCs, which are well-suited for the
RF-readout chain as argued previously in chapter 2, is typically dominated by the
comparator noise. This is because the capacitor size dictated by matching considerations is
typically already significantly larger than required for the respective kT/C noise level. Such
a comparator noise would be expected to drop by = 70x when reducing the temperature
from RT to 4.2K, if purely thermal in nature. However, the characterization of various
circuits at cryogenic temperatures suggests that this noise scaling can not be achieved in
practice. For example, the noise figure of the LNA in [39] showed only an improvement
from 2.5 dB to 0.6 dB, much less than predicted by assuming pure thermal noise. The
absence of a comprehensive noise model for cryo-CMOS devices and the lack of direct
noise measurements of dynamic latching circuits at cryogenic temperatures hinder the
design optimization of cryo-CMOS ADCs. To fill this gap, we report, for the first time, the
measurement and the analysis of the noise and offset of a latching comparator at cryogenic
temperatures. Based on those findings and improving on the design presented in chapter 2,
we optimized the design of a prototype 7b 1-GSa/s SAR ADC, thus verifying in a practical
application the validity of the comparator characterization and its modelling . The designed
ADC improves significantly in power efficiency compared to the design in chapter 2.
In the following, section 3.2 describes the proposed StrongARM comparator implemen-
tation, results and analysis. section 3.3 covers the circuit design of the prototype ADC chip,
concluding with its experimental validation.

3.2 DYNAMIC COMPARATOR

The StrongARM comparator is a common choice in medium-resolution ADCs for its high
speed, power efficiency and compactness. The proposed implementation (figure 3.1) com-
prises two additional coarse and fine calibration pairs to allow for an efficient foreground
calibration [84]. In the following, a model for this circuit’s noise and offset — relevant
comparator parameters for ADC design — are derived and compared with experimental
results. A specific focus is put on the behavior over input common-mode (CM), as this
changes significantly due to both threshold-voltage increase at cryogenic temperature and
CM variations on the capacitive DAC during a typical SAR conversion.

3.2.1 MEASUREMENTS
The stand-alone comparator in figure 3.1 has been fabricated in a 40-nm CMOS process
(figure 3.2b). All transistors are implemented as minimum length devices. On-chip input
capacitors of 200 fF have been used to minimize the kT/C noise present at the input. A
dip-stick setup employing liquid He (figure 3.2c) is used for cryogenic characterization,
adopting the fixture shown in figure 3.2a. AllDC input lines are filtered to reject interference
coupling to the long cables in the dip-stick and are driven by 18b battery-operated RT
DAC modules. We sweep the differential input voltage for a given CM and record the
comparator decision statistics, from which we extract input noise and offset (figure 3.3a).
On all sweeps, the CM voltage of the input and calibration pairs is the same.

When increasing the CM voltage at RT for four samples (figure 3.3b), we observe a
monotonic increase of noise that is captured by the room-temperature simulation. When
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Figure 3.2: Test-chip for comparator characterization: a) schematic, b) chip micrograph, c) measurement setup.

cooling down to 4.2 K, the transistor threshold voltage increases by about 80 mV, resulting
in a shift of the curve towards a higher common-mode voltage. Compared to RT, the input
noise voltage is about 2x lower and also significantly lower from simulations at —40 °C,
the edge of the validity of the foundry supplied model.

The offset voltage (figure 3.3c) also shows a strong dependence on input CM, but no
significant change is observed from RT to 4.2 K.

3.2.2 MODEL DERIVATION
Previous analytical derivations for the noise of regenerative comparators assuming thermal-
noise sources suggest that the input-referred noise power scales with absolute temperature
[85, 86]:

ol T (3.1)

However, the experimental characterization does not show the predicted large difference
in noise power between RT and 4.2 K. To address the mismatch between the experimental
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Figure 3.3: Comparator characterization: a) example measurement; b) noise voltage over input CM (V) for four
measured samples, simulations using the foundry device model, and the model in equation (3.5); ¢) measured
offset over V¢, for four samples. Symbols for each sample are the same in b) and c).

results and the commonly accepted theory, we derive the input-referred noise by assuming
the transistor noise to be a combination of thermal noise and suppressed shot noise [73].

First, we calculate the gain of the input pair during its amplification phase. This phase
lasts from the positive clock edge till the input and calibration pair transistors, N1-N6,
have discharged the parasitic capacitance C,, at their drains enough for the latch NMOS
transistors (N7 and N8 in figure 3.1) to turn on, initiating exponential latching. The
amplification time Ty, can be computed considering operation around common-mode as:

2Vth,NCp

(3.2)
gm,allVOd

amp =
where Vi, v is the NMOS device threshold voltage, gy, 41 is the combined transconductance
of the input and calibration pairs, V,y = Vg5 — Vi, v is the input-pair overdrive voltage, and
we assume strong-inversion operation for the input transistors. The gain of the input pair

can then be written as: WV
A= gﬁTamP _ inVth,N

Cp WanVod
where Wi, and Wy = Wi, + W, are the width of the input pair and the combined width
of input and calibration pairs, respectively. We neglect the MOS output impedance. The
power spectral density of the current noise in each half of the comparator is dominated by

thermal and suppressed shot noise and it is given by:

(3.3)

Sia = 2qFIcagan + 4kp Ty gmatl (3.4)

with g is the elementary charge, F the Fano factor, Icys 4y the combined common-mode
current, k; the Boltzmann constant and T the absolute temperature. The input-referred
noise in the amplification phase is then given by

w2 v? 4kT
O-izn — a112 od qF+ Y (35)
2C,WiVinN Vod

This expression clearly show the increase of the input-referred noise with the input
common-mode Ve, = V,q + Vi, v that we observe in the measurement.

According to our model, while thermal noise dominates at RT by contributing 84%
of the total noise for V,,;, = 650mV, it becomes negligible at cryogenic temperatures. At
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4.2K, the noise behavior is mainly determined by the shift in threshold voltage and the
temperature dependence of the Fano factor. The threshold voltage (extracted from DC
characterization of individual transistors) increases from 450 mV at RT to 530 mV at 4.2K,
decreasing the overdrive voltage and therefore also lowering the noise. In practice, the
Vin.n change results in a shift of the noise curve towards higher V,p,.

When assuming a mix of thermal noise with y = 1 and shot noise with F = 0.1 at RT, we
achieve in good fitting between the foundry device model and equation (3.4) in transistor
noise simulation. As shown in figure 3.3b, this also results in good match between the
proposed model and the experimental data. The region of validity of our model is bounded
by the subthreshold region towards lower V., and by the latch noise becoming relevant
for higher V., as the input-pair gain decreases, as predicted in equation (3.3).

Using the model we can achieve a good fit for the dependency of the noise on V,, even
at 4.2K. However, here the Fano factor must be increased to F = 0.25 (only at 4.2K) to
achieve an acceptable match with experimental data. Such an increase in the suppression
factor could be attributed to the device behaving closer to an ideal ballistic device at lower
temperatures, e.g., due to a decrease in carrier scattering in the channel. Although the
shot-noise in nanometer CMOS devices have been extensively studied at RT [87], no
comprehensive data on the behavior of F at cryogenic temperatures is available, thus
pointing to the need for further cryogenic device characterization and physical modelling.
As an outcome, the proposed model successfully captures the circuit noise behavior within
the CM region, which is mainly relevant for high-speed ADC design, shown in section 3.3.

The comparator offset due to the input and calibration pairs can be calculated:

Aﬁ Vod,in> 1+ Weal (3 6)

AVin,os = (AVth,in + ? 2 VV,
where f is the device current gain, AVy,;,, Af are the standard deviation of mismatch
in threshold voltage and current gain of the input pair respectively. As reported in [70],
the mismatch in threshold voltage shows a negligible variation at cryogenic temperature
while the mismatch in f is expected to increase by 25%, thus explaining the little observed
change in figure 3.3c.

3.3 CrYo-CMOS ADC

3.3.1 CIRCUIT DESIGN

We verify the StrongARM comparator model in a prototype ADC tested at both RT and
4.2K. The ADC architecture and most of the circuits are based on the design presented in
chapter 2. Here, we only briefly highlight the similarity and differences with respect to
that design and refer the reader to chapter 2 for more details. Similar to [84], the circuit
is a 2x time-interleaved loop-unrolled (LU) 7b SAR ADC. The 6b capacitive-DAC (CDAC)
employs top-plate sampling and is implemented using custom 0.5 fF unit cells. Since the
ADC is intended for integration with an input on-chip driver in the target qubit-readout
system, non-switched capacitors connected to ground are included in the CDAC to reduce
the input range of the ADC to 600 mVp,, thus easing the output swing specifications of the
input driver. To further facilitate the input driver, the ADC also implements a reset to V.,
before sampling, followed by a DAC switching similar to [84]. This provides higher V., for
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Figure 3.4: ADC protoype: a) block diagram; b) micrograph.
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the comparators after the MSB decision to compensate for the increased Vy, at cryogenic
temperature.

To improve power efficiency compared to [84], the entire sampling clock chain has
been implemented using thin-oxide devices. At the end of the clock chain, thin-oxide
NMOS switches with 2x boosted control voltage are used to sample the input signal. A
pulse shaper in the clock chain tunes the duty-cycle of the sampling clock to provide more
than 50% of the clock period for conversion. The 2x time-interleaved ADC suffers from
interleaving artifacts caused by timing mismatch. To calibrate these, a pair of digitally
controlled delay lines are designed to adjust the delay of the sampling clock provided to
each slice.

The StrongARM comparator measured and analyzed in section 3.2 is used in the LU-
SAR loop. The comparator design is optimized for speed and the ADC is targeted to
be comparator-noise limited at RT. Since the comparator offset causes distortion for LU-
SAR, the input voltages of the fine and coarse differential pair in figure 3.1 are generated
by a resistive DAC to calibrate the offset, similar to [84] but with an optimized scheme
with 5b (coarse) and 6b (fine) resolution. During foreground calibration, a switch with
boosted static gate voltage is activated to short V}, and V,, (figure 3.4a) to calibrate every
comparator at the correct Vcy level. Resetting the comparator tail node (drain node of
N7 in figure 3.1) eliminates any signal-dependant offset, which would otherwise limit the
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. Kull, 1SSCC | Kull, ISSCC

This work [4] 2013 2017
Temperature [K] 300 4.2 300 | 4.2 300 300
Architecture TI SAR TISAR SAR PP-SAR
Max f,[MS/s] 1000 900 | 1000 1300 950
Resolution [bit] 7 6-8 8 10
Technology [nm] 40 40 32 14
Supplies [V] 1.1 1.1(core), 2.5(clock) 1 0.7
Input range [Vpp] 0.6 0.7 0.7 0.5 0.5
SNDR@Nyquist [dB] | 38.22 | 41.12 334 36.2 39.3 50
SFDR [dB] >502 >502 48.4 48.5 49.6 58
Power [mW] 1.941 10.3! 10.6! 3.1 2.26
FoM, [f)/c.step] 29.212| 20912 2601 200! 28 8.9
Core area [mm?] 0.042* 0.0451 0.0015 0.0016

IFull ADC, including clock receiver 2typical sample

Table 3.1: Comparison table

achievable calibration accuracy, as was the case in [84].

3.3.2 MEASUREMENT

The chip is implemented in a 40-nm process, see the micrograph in figure 3.4b. Five sample
dies have been bonded to the test PCBs and characterized in the same dip-stick environment
as the comparator.

The comparator offset calibration based on binary search and the timing skew calibra-
tion are implemented off-chip. To optimize the linearity, manual calibration fine-tuning is
done besides binary search for samples 1 and 3.

In figure 3.5a, the static performance of the worst-case sample (sample 4) is reported.
Unlike [84], no signal-dependent residual offset appears and the maximum INL/DNL is
below 0.55 LSB for both RT and 4.2 K. The Nyquist-rate input measurement in figure 3.5b
shows an SNDR of 41.1dB. Combined with the 1.94 mW power drawn from the nominal
1.1-V supply, this results in a typical Walden FOMy; of 20.9 fJ/conv-step (including the
clock receiver), a 10x improvement compared to [84], see section 3.3.2. All tested samples
reach 1 GSa/s before dropping in SNDR value, see figure 3.5c. The dynamic performance
of sample 4 is limited by the accuracy of the offset calibration. The higher sampling rates
at 4.2K are attributed to the increased speed of the comparator and the digital circuitry in
the SAR loop.

Comparing the dynamic performance at RT and 4.2 K in figure 3.5d, reveals an improve-
ment of 2-dB SNDR at 4.2K. At 4.2K harmonic distortion is not limiting the performance
as indicated by the measured SFDR, and the SNDR is in line with the quantization-noise-
limited performance of an ADC with 0.5-LSB INL. Therefore, the 6-dB improvement in
comparator noise measurements at 4.2 K (figure 3.3b) makes the comparator noise negligible
at cryogenic temperature.
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3.4 CONCLUSION

We have reported the first direct noise and offset measurements and modelling on a
latching comparator at cryogenic temperatures. The gathered evidence points towards a
relatively small improvement in white noise at cryogenic temperature, due to the white
noise originating from a mix of thermal and shot noise. The proposed model has been
applied to the design of a high-speed cryo-CMOS SAR ADC for spin-qubit readout, resulting
in state-of-the-art performance compared to previously reported cryo-CMOS ADCs. In
particular, the presented prototype showed a significant improvement in power efficiency
with respect to the cryo-CMOS ADC presented in chapter 2.
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A FIA SAMPLING DRIVER
ENABLED BY CRYOGENIC-AWARE
Bobpy-BiAsING

This chapter presents a floating inverter amplifier (FIA) that performs high-linearity ampli-
fication and sampling while driving a 2x time-interleaved (TI) SAR ADC, operating from
room temperature (RT) down to 4.2K. The power-efficient FIA samples the continuous-time
input signal by windowed integration, thus avoiding the traditional sample-and-hold. Cascode
switching, a floating supply and accurate pulse-width timing calibration enable high-speed
operation and interleaving. In addition, by exploiting the behavior of CMOS devices at cryo-
genic temperatures, forward-body-biasing (FBB) is pushed well beyond what is possible at RT
to ensure performance down to 4.2K, and its impact on the performance of cryogenic circuits
is analyzed. The resulting ADC, implemented in 40-nm bulk CMOS and including the FIA
driver, achieves SNDR=38.7 dB (38.2 dB), SFDR>50 dB (>50 dB), and FOMy,=25.4 f}/conv-step
(31.3 fJ/conv-step) with Nyquist-rate input at 1.0 GS/s (0.9 GS/s) at 4.2K (RT), respectively.

This chapter has been published as Gerd Kiene, Ramon Overwater, Masoud Babaie and Fabio Sebastiano, A Cryo-
CMOS SAR ADC with FIA Sampling Driver enabled by Cryogenic-Aware Back-Biasing.
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4.1 INTRODUCTION

Ryogenic ADCs, as proposed in [18, 88] as well as in chapters 2 and 3, are required

for the RF readout of spin qubits. The converters are generally high-speed to provide
the wide bandwidth necessary for facilitating frequency-multiplexing and require medium
resolution, as discussed in chapter 2. The power dissipation of the circuitry in the RF-
readout frontend is strictly constrained by the limited cooling power available in deep-
cryogenic environments. This requires a significant focus on power efficiency in the
ADC design, leading to cryogenic converters with efficiencies similar to those at room
temperature. Nevertheless, these cryogenic converters also need an effective driving circuit,
which in prior works was either neglected or implemented with traditional power-hungry
settling drivers, e.g. in [18]. This is a substantial shortcoming as these settling drivers can
require a power budget even larger than the ADC itself [89]. In this chapter, we will address
the challenge of implementing a power-efficient driver for cryo-CMOS ADCs. While this is
already a relevant research topic for the field of data converters, it is crucial for the target
application of this thesis, as the ADCs presented in chapters 2 and 3 must be integrated
within the whole receiving chain presented in 1, and their driver must be integrated in the
same cryo-CMOS SoC between the RF frontend and the ADC itself.

As an alternative to settling amplifiers, open-loop dynamic amplifiers have been pro-
posed for their high efficiency combined with high linearity [90]. These dynamic amplifiers
have been used as sample-and-hold [91], drivers for ADCs [92-94], and as interstage
amplifiers in pipeline ADCs. For the latter, common-mode control has been eased by
adopting floating supplies, forming floating inverter amplifiers (FIA) [95, 96]. However,
employing dynamic amplifiers at cryogenic temperatures is a daunting task due to the lack
of reliable device models and the significant cryogenic increase in threshold voltage Vi
(0.1/0.18 V for NMOS/PMOS) [97], which prevents biasing power-efficient inverter-based
amplifiers in the high-linearity region. Although independently AC-coupling the PMOS
and the NMOS could alleviate this, it would limit the usable ADC bandwidth near DC. The
increased Vy, complicates even the adoption of standard techniques, such as pass gates
for switching mid-rail voltages [72]. Thus, clock boosting, bootstrapping or high-voltage
supply domains [83, 98] are necessary, deteriorating the power efficiency and increasing
the design complexity.

To address those issues, we propose the use of cryogenic-aware forward body-bias
(FBB). FBB has been used in FDSOI technology to mitigate the cryogenic increase in
threshold voltage by applying a large back-gate biasing voltage (up to —5.8 V for PMOS)
[71]. Although the control range for the body voltage in bulk technologies is severely limited
by the forward conduction of the bulk-source diode, the modeling and the characterization
in [99] suggest that a level of control comparable to FDSOI can also be achieved in bulk
CMOS, given the lowered forward bias diode leakage at cryogenic temperature [82]. In
this work, we employ, for the first time, cryogenic-aware FBB in bulk CMOS to control the
Vi, of individual transistors in a wide range of cryogenic analog circuits, thus enabling
the first dynamic ADC driver at cryogenic temperatures. The presented driver and ADC
combination achieves high linearity with more than 50 dB SFDR and also a competitive
FOMw=31.3/25.4fJ/conv-step with Nyquist-rate input at 0.9/1.0 GS/s at RT/4.2K. These
advances are enabled, in addition to the cryogenic-aware FBB, by the use of cascode
switching, the adoption of a floating supply, and the use of accurate pulse-width timing
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Figure 4.1: Sketch of NMOS in DNW with resistances and diodes considered here.

calibration.

The chapter is organized as follows: after a description of the impact of body-biasing
in analog design at cryogenic temperatures (Section II), we describe the amplifier design
(Section III), its experimental validation (Section IV), and draw the conclusions in Section
V.

4.2 FORWARD-BoDY-B1ASING (FBB) IN CRYOGENIC ANALOG

CIRCUIT DESIGN

FBB primarily affects the transistor’s Vi,. This effect can approximately be described by
the body factor ¢

_
(Vi) = Wiy (4.1)

where Vy, is the voltage applied via the body contact, as in figure 4.1. In the 40 nm bulk
process adopted here, { varies between = 0.1 to = 0.35 at 4.2 K when the body-bias is swept
from 0 to 1.1V with an average of = 0.25 V/V [99], which is higher than in common FDSOI
technologies with, for example, 0.085 V/V in [71].

While the body contact has been used at RT both as a tuning knob for mitigating
mismatch [100], or as additional input [101], the usable range for FBB is much wider at
cryogenic temperature thanks to the reduced forward-bias leakage of the bulk-source diode.
For 40-nm CMOS, a 5 pmx0.2 um P+/N-well diode conducts =1 nA when forward biased
with the full nominal supply voltage (1.1 V) at 4.2K [82], more than 5 orders of magnitude
less than at RT. For more sensitive applications, the diode leakage can be decreased by
applying a lower FBB, since the leakage decreases by = 10x for a 100 mV decrease in Vpp, as
estimated from figure 4.19. With a full FBB Vpg — Vs =V44=1.1V, the threshold voltage can
be shifted by >200mV in the adopted technology. Combined with the available threshold
flavors, this offers a wide range of viable threshold values.

In the following subsections, we analyze two examples of circuits enabled by cryogenic-
aware FBB and their limitations. For the analysis, we use data measured at RT and 4.2 K from
a characterization chip, as no accurate model for simulation was available for cryogenic
behavior of the adopted process at design time. Both circuits will be used in the driver
design described in section 4.3.
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Figure 4.2: a) Pass-gate, b) RT MC simulation of pass-gate resistance at Ve = 550mV, 10* samples, cryogenic
behavior only modeled by Vi, increase with an equivalent series voltage.

4.2.1 PASS-GATE FOR FAST SWITCHING OF MID-RAIL VOLTAGES

A pass gate (figure 4.2 a) can be easily designed to switch mid-rail voltages at room tem-
perature, as shown by the limited spread in the monte carlo (MC) simulation of its mid-
rail (550 mV) on-resistance (figure 4.2b). Considering the Vy, increase of 110/180 mV in
NMOS/PMOS measured at cryogenic temperatures in triode for 40 nm devices, and, for
simplicity, no further changes in device behavior, the standard deviation of the mid-rail re-
sistance spread increases dramatically by >4x. Assuming no change in the spread of model
parameters from RT to cryogenic temperatures may even underestimate the variation, as
variability, such as device mismatch [70], typically degrades at cryogenic temperatures.
To recover RT performance with traditional methods, the pass gate either needs to be
significantly enlarged to contain the spread, or be replaced by a boosted or bootstrapped
switch.

Alternatively, applying FBB can bring the Vy, back to its RT value, or even below, thus
reducing the on-resistance as shown in [99]. At mid-rail, the switch will also benefit from
the generally increased mobility at cryogenic temperatures [44], allowing for smaller sizing
than possible at RT. Although the increase in subthreshold leakage associated with a lower
threshold may be a concern. This effect is contained by the about 3x steeper subthreshold
slope at cryogenic temperature as reported in [44]. This allows to reduce the transistor
threshold voltage even below RT values without deteriorating leakage performance.

4.2.2 DC-COUPLED LINEAR INVERTER AMPLIFIER

The inverter amplifier, see figure 4.3 a), is a core building block of many efficient am-
plifier architectures, thanks to its power efficiency obtained by current reuse and the
beneficial scaling with technology. At RT, this amplifier is also moderately linear when
biased at mid-rail and used in a differential configuration. This is illustrated in figure 4.4,
where we show the inverter transconductance (gn = gmN + &m.p, With gn n/p the transcon-
ductane of the individual transistors) derived from measured I3 (V4=550 mV) of individ-
ual devices. A sizeable linear region can be observed in the differential transconduc-
tance gmdiff = (8mN.1(Vin) + gn.p1(Vin)) — (8mN2(=Vin) + gm.p2(=Vin)) of an inverter-based
pseudo-differential pair figure 4.4b) at the mid-rail point. This breaks down at cryogenic
temperatures, where, due to the increased threshold voltage, a significant dip in the gy,
is observed, corresponding to a limited linearity. To avoid this dip and recover the linear
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Figure 4.3: Inverter-amplifier a) DC-coupled, b) AC-coupled, ¢) DC-coupled with body-bias.

behavior, the 4.2K characteristic needs to be shifted by 100/140 mV for NMOS/PMOS, see
figure 4.4. We can now observe similar linearity if comparing the transconductance of
the differential pair in figure 4.4b). The mobility increase at lower temperatures does not
severely compromise the linearity in the nominal case, as shown in figure 4.4. Although
the linearity could degrade over different process corners, RT corner simulations showed
the linearity to be robust against process spread. Since no data about the process spread at
cryogenic temperature has been reported to the best of the author’s knowledge, we assume
that the linearity at cryogenic temperature would be comparable to the one predicted by
corner simulations at room temperature, as it happens for the particular case shown in Fig.
4.

For implementing this shift, we could use a bias-T as shown in figure 4.3 and applying
bias voltages Vy, 12, but the amplifier bandwidth would be reduced around DC by the bias-T
high-pass characteristic and the signal would suffer attenuation due to the parasitics of
the passive network. Alternatively, FBB can shift the transfer characteristics by shifting
Vi without significantly altering the transistor characteristics. This allows recovering
the linearity without introducing any additional components into the signal path and/or
limiting the input bandwidth.

4.2.3 LIMITATIONS OF CRYOGENIC-AWARE FBB

Applying FBB via the bulk contact may be potentially limited by the high substrate re-
sistance at cryogenic temperature, as indicated by typical N-well resistances up to a few
GQ/o at 4.2K [44, 75]. If such large bulk resistance (Rp in figure 4.1) would be effectively
present, the applied bias Vj;, would only set the DC operating point, around which capaci-
tively coupled excitations could alter the bulk potential, causing unexpected effects. For
instance, the capacitive coupling via the drain-bulk diode (Dp) could lower the output
resistance due to modulation of the bulk potential. If floating the bulk terminal, the size
of this effect is about 8% in RT simulation. The influence of the gate in this context is
largely reduced due to shielding by the channel. Luckily, the field-dependent ionization
might significantly reduce the effective resistance, as soon as potential differences in the
order of mV build up over the bulk resistance [102], which is in-line with the steep drop in
substrate resistance with increasing bulk current shown in [44]. To mitigate the effects of
the unknown substrate resistance, substrate contacts can be placed near the active devices
to ensure field-dependent ionization in case of potential differences. We have chosen a
contact distance in the order of 1 pm in this design, maximizing the field strength while
still allowing for a dense layout.
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Figure 4.4: a) Transconductance (g,) of an inverter amplifier and of its individual PMOS and NMOS the x-axis
corresponds to the inverter input voltage as shown in figure 4.3. The gy, is derived from measured I; of individual
NMOS/PMOS with L=100 nm, W=1.2/2.4 pm and 6 fingers. b) Transconductance of an inverter based differential
pair.

The application of body-bias is restricted by the available process. It is applicable
to planar bulk technologies with a triple-well option, as well as to FDSOI technologies.
Effective FBB is precluded in FInFET technologies, as these generally have a very low body
factor and are therefore ill-suited for adopting body-bias [103].

If circuits employing FBB must operate both at RT and cryogenic temperatures, mea-
sures must be taken to ensure correct operation, especially when using high FBB values.
For instance, to avoid excessive diode leakage at RT, the body potential must be switched
depending on the operating temperature, or DACs adjusting the body-bias are required.
This is not an issue for the target application in quantum-computer interfaces, which
always operate at cryogenic temperatures.

If using a triple-well layout for minimizing leakage paths when employing FBB, ad-
ditional area might be necessary due to the design rules of such processes, see, e.g., the
layout in figure 4.13 c). Especially the distance of a deep-N-well (DNW) to an N-well (NW)
of different potential typically carries a significant distance requirement. The additional
area may also cause increased parasitic capacitance due to necessary routing between now
spaced transistors, which may be critical for parasitic-sensitive scenarios like the input
of a latching comparator. To avoid this space constraint, the PMOS can be placed in the
DNW surrounding the NMOS P-well (PW). While reducing the required extra area to a
minimum, this leads to some additional leakage via the P-well/N-well diode if the PMOS
transistors inside the DNW are also using FBB. Additionally, this would also imply using
the same body-bias for all PMOS transistors sharing the DNW.

4.3 ARCHITECTURE AND CIRCUIT DESIGN

The acquisition front-end in figure 4.5 comprises the ADC core with its two time-interleaved
slices A, B driven by the FIA. All body biases used in the amplifier are static and generated
by the on-chip DAC. The FIA and ADC are clocked by the timing generator synthesizing
all necessary timing signals from a single full-rate clock signal. The front-end operates in
three phases on each slice in alternation, see figure 4.6: First, during Tg, the slice is reset
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Figure 4.5: Acquisition front-end block diagram.

and its input settled to Vcum. Second, during Ts, the differential input signal Vi, is amplified
via windowed integration on the top-plate of the ADC sampling capacitor, Vg +,-. Finally,
during T,,py, the amplified signal is converted by the slice to the output word. The slices are
7-bit SAR ADCs that are loop-unrolled for speed and equipped with foreground calibration
for the comparator offset. The slices’ design is identical to [83] except for changes in the
timing circuitry necessary to integrate the amplifier and a slightly increased capacitive DAC
(CDAC) to retain the input voltage range of 600 mVy,, 4 after adding the amplifier parasitics.
In an optional bypass-mode included to verify the ADC stand-alone performance, the
FIA is disabled and the input is directly sampled on the DAC top-plates by clock-boosted
sampling transistors W=1.5 pm to minimize feed-through), similar to [83].

Our target front-end specification required >50dB SFDR, >38dB SNDR when operating
at a conversion rate of >1GS/s, see chapter 2. As the ADC slices described in chapter 3
meet these specifications, the following sections focus on the driver design. Although the
target application requires only cryogenic operation, the chip was designed also for RT
operation to allow RT characterization, thus easing the chip testing, and also to showcase
the state-of-the-art RT performance of the proposed architecture, which can be employed
also in other non-cryogenic applications.

4.3.1 Core FIA

The core differential amplifier, see figure 4.7 for the schematic and table 4.1 for the device
sizes, uses the same set of amplifying inverters (M;-M,) for driving both ADC slices.
Instantiating a separate amplifier for each slice would not result in a direct power penalty
due to the fully dynamic operation but would require an extended amount of inter-slice
calibration. The inverters are designed to deliver an output current signal for windowed
integration, rather than settling to a voltage for the associated benefits in power efficiency
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Figure 4.7: Proposed floating inverter amplifier (FIA)

[90, 94]. Therefore M;-M, are chosen with a length of 100 nm to increase the intrinsic gain
of the amplifying transistors, approximating an integrating behavior.

Interleaving of the shared inverters is implemented by a separate set of cascodes
(Ms/6.a/B-M7/5.4/8) and pass-gate reset switches (SW,,. o/p) for each of the two slices (A,
B) [93]. First, during T, see figure 4.6, SW,,. a/s, controlled by R4/, reset the output
of the amplifier to Vcy. In case of a metastability event causing the previous ADC slice
conversion time (Tyony) to extend up to Tg, the data out bits are latched in their incomplete
state and the CDAC undergoes a forced reset to avoid propagating the error to the following
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Table 4.1: FIA core sizing

Device Wﬁnger [um] L [nm] Nﬁngers

My, 1.2 100 12
Ms/s 2.4 100 12
Ms/6.4/B 1.2 120 12
My/3.A/B 24 120 12
Msw.a/mp 3 40 8
Msw,aBN 3 40 8
Mo 1.2 40 12
Mo 2.4 40 12

conversion. Then, during Ts, the cascodes connecting to the target slice are turned on
using the S,/p signal and the input signal is integrated on the cap-DAC top-plate. This
windowed-integration operation during Ts dictates the circuit transfer function, which can
be approximated as [94]:

H(I = £ sinc( T ) «2)
DAC

where g, is the differential-inverter transconductance, and Cpac is the load capacitance.
In addition to the limited intrinsic gain of the devices, deviations from this sinc shape are
caused by the stray capacitance at the drain of the input transistors [94]. Both the cascodes
as well as the reset switches contribute charge to the output node due to charge injection
and clock feed-through. This charge signal is predominantly input signal independent
common-mode, with a minor differential contribution creating a slight increase in offset.
The duration of Rs/p and S4/p can be configured in the timing generator, see section 4.3.2.
Sa/ is shorter than 400 ps, leading to an output attenuation below 7% for a 0.5 GHz input
compared to the DC gain, which is acceptable in the scope of our application. At the end of
Ts, the slice conversion Ty, and supply reset supply-R are triggered. During supply-R, the
amplifier’s floating-supply capacitor Cgypply is reset via Mg/Mig to ground/Vq, respectively.
The process continues at the next clock edge with a reset on the other slice.

The choice of a floating supply allows for the stable definition of the output common
mode without using a power-hungry full-rate common-mode feedback circuit [95, 96].
Since Cgypply is disconnected from the ground/Vyq supply during Ts, it acts as a floating
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battery-like supply. As the current is now sourced from this floating supply, the amplifier
has (ideally) no common-mode drive capability, and can therefore not alter the output
common mode that was reset to Vcy during Tg. Both Veu and Vi, are nominally set to
550 mV, with the amplifier gain showing only minor variations withing a +25 mV common-
mode range in RT simulations. In practice, the amplifier is not fully floating due to the
parasitic capacitance of Cgypply and the core transistors towards the AC ground. The
amplifiers common-mode specifications are especially important for the loop-unrolled
ADC driven here, as the architecture has poor common-mode rejection caused by the
common-mode dependence of the comparator offset [83]. Also the floating supply reduces
the common mode gain to 0.5 in RT simulation for a small power overhead, while it
would equal the differential gain without any common-mode control. With a full-scale
differential output signal, the amplifier produces a 4 mV common-mode signal in extracted
RT simulations, resulting in negligible comparator offset variation. This common mode
signal is caused by second-order distortion in the signal inputs, that is canceled in the
differential signal domain. The Cgypply is designed to be large (1.3 pF), compared to the
load cap (113 fF), largely avoiding the degenerative effect of the floating supply to enable a
larger gain and sustained bandwidth during amplification. We did not target the narrow
high-linearity condition outlined in [95] in favor of robustness, as the achieved linearity
is sufficient for the application. The amplifier shows robust linearity performance over
corners and temperature within the validity of the RT device models. The amplifier shows
robust linearity performance over corners and temperature within the validity of the RT
device models. This robustness, in combination with the analysis in section 4.2.2 showing
how a linearity comparable to RT can be reached at cryogenic temperatures by means of a
threshold shift, was used to extrapolate the cryogenic linearity behavior after application
of FBB. A detailed analysis of the linearity of capacitively degenerated inverter amplifiers
can be found in [95].

The cascode-sampling scheme used here replaces an otherwise needed sampling switch
at the output, while also providing a small boosting of the inverter output impedance. The
limitation in boosting is caused by the cascodes’ operation close to triode due to the full-
swing Sa/p control signals. As the cascodes are not shared between slices A, B, mismatch in
them causes differences in impedance boosting. This in turn adds a small gain error that can
calibrated by the timing generator, see below. A downside of implementing interleaving
with the cascodes is the introduced inter-slide feed-through via Cps during S, /5 onto the
top-plate of slice B/A. This feed-through happens during the sensitive conversion phase
Teonv,8/4- To address this, different strategies can be employed: to cancel the feed-through,
an additional pair of cross-coupled always-off transistors could be employed as done for
the switches in [104] but at the cost of significant additional capacitive load and layout
complexity. In [105], the coupling capacitance was minimized by spacing the source and
drain contacts apart, thus minimizing the coupling capacitance. Here, we pursue a third
approach for isolation, by increasing the diffusion-contact-to-gate distance of the cascode
transistors to allow for metal shielding above the gate, see figure 4.8. RT simulations
shows negligible feed-through due to the residual coupling through Cps. In addition to
implementing the interleaving, also turning the amplifier off during supply-R is ensured by
the cascodes being open outside S4,p. This removes the need for additional switches at the
source of the input transistors M;-My used in [95, 96], which can cause additional source
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Figure 4.10: Body-bias DAC providing all 8 back-bias voltages used in the amplifier in figure 4.7.

degeneration.

The design uses back-biasing for all core transistors to enhance operation at cryogenic
temperatures. Most importantly, the input transistors M;-M4 need to be back-biased at
cryogenic temperatures if using DC coupling, as discussed in section 4.2.2. By biasing
the body of the input transistors separately (Vypn+/- and Vipp./-), we also allow for input
offset cancellation. We target an offset of 1LSB to avoid significant SNDR degradation,
which dictates the body-bias DAC resolution. For an expected gain of 7, an LSB of =5 mV
at the ADC input, a body-bias factor { = 0.25, and a total DAC range of 1.1V we require
approximately 8b resolution to cover the expected mismatch range when applying the
body-bias to one of the four input transistors M;-My. To get a reliable pass-gate operation,
the complementary transistors in SW,,. a;g need to be back-biased, as discussed in sec-
tion 4.2.1. And finally, back-bias can also be applied to the cascode transistors Ms a/s-s /B
for additional swing, avoiding the cascode transistors driving the input pairs towards triode.
According to RT simulation, we would be able to adjust for the expected increase in Vi at
cryogenic temperatures and recover the target driver linearity of >50 dB. In addition to
enabling cryogenic operation, the adjustable body-bias also allows for compensation of the
process spread affecting open-loop amplifiers, as the spread in the threshold can now be
compensated in the field.
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As discussed in section 4.2, FBB can cause leakage by forward-biasing the device diodes.
To identify possible sources of leakage, we show a sketch of the amplifiers’ well layout
in figure 4.9, which does not differ from the usual layout in a triple-well process. The
problematic diodes in this context are formed by the source/drain diffusion of transistors
(labeled Dgp in figure 4.9). All well-to-well diodes (DpNw,.1, Dpnw,z and Dyw) are never
forward biased for FBB within the supply rails. Among the Ds/p diodes, the worst-case for
leakage is found at the source of the cascodes M5 o/5-Msg a/g When a full nominal supply is
applied as FBB. During reset, M;-My are in triode and the supply is reset to the nominal
ground/Vyq rails. Hence, the forward voltage for the source-bulk diodes of the cascode
is a full V4. This leads to an estimated leakage of 58 nA from the PMOS cascode onto a
node in reset, see discussion of figure 4.19, causing only additional power dissipation at
a negligible magnitude in the context of our application. All other diodes carry less FBB,
specifically the ones connecting to the ADC top-plate, and are therefore not expected to
contribute measurable effects.

The static body-bias DAC uses a simple resistive ladder between ground and Vyq,
which is tapped by a set of switches addressed by binary decoders, see figure 4.10. For
compactness, the DAC uses the surrounding DNW to contain all PMOS circuitry, as
explained in section 4.2.3. As the DAC is fully passive, decoupling is added at the output to
isolate the resistive ladder from kickback. The small-size pass-gates implementing these
switches must be operational for switching mid-rail voltages at cryogenic temperatures.
To ensure that, in this prototype chip the switches themselves are also back-biased by
externally supplied voltages Vip n/pext- In a future iteration, these voltages can be generated
with a low-resolution and low accuracy DAC, as the necessary body-bias for guaranteeing
full functionality (around 0.4 V for NMOS, 0.7 V for PMOS) are easily switchable by switches
without body-bias and low-precision is acceptable for these biases. The DAC also allows
for using the external voltages Vi n/pext instead of the resistive ladder, as well as read-back
of the control voltages to detect abnormalities via Vgebug, connected to a pad.

4.3.2 TIMING GENERATION

The timing-generation block, see figure 4.5, produces all pulses shown in figure 4.6 from
the full-rate input clock. The output of the pseudo-differential clock receiver is divided and
aligned on the negative clock edge, while the primary pulse is initiated at each positive
edge. The entire timing calibration block, except for the clock divider, is implemented
with open-loop delays and combinational logic. This saves power compared to using
the high-frequency clock required to produce all the phases and fine-grain adjustments
necessary here. A DLL-based alternative would improve the robustness but at the cost of
increased power consumption and design complexity. Care was therefore taken to make
the delay-based logic robust to PVT variations by only using relative delays and carefully
matching driving capabilities of parallel paths, thus achieving reliable operation from RT
to 4.2K.

The primary pulse generator (figure 4.11) is shared between both slices to avoid the
additional calibration necessary to generate the control pulses via separate blocks. The
produced pulses are multiplexed in the timing generator, see figure 4.5. Both Tz and Ts are
ideally kept short to allow more conversion time for the ADC, and are adjustable from
120 ps to 400 ps. For applications requiring the FIA gain to be robust against extended



4.3 ARCHITECTURE AND CIRCUIT DESIGN 47

primarys
8

primarygs0 < O pri

400 500 600
Ts code

Figure 4.11: a) Master pulse generator b) RT simulation of pulse-width control.

3) o000 d)
= - 3 20 -
3b binary, \ z .
2b unary_/- -lé_l- ".& Tz 1075 o Tomer
= g
b) LY &0 Ts shorter
3b unary \ 3
\ —10
—40 G 5 b —20 i
o 5
3b unary L code code

Figure 4.12: a) Timing calibration, b) pulse-width calibration, c) RT simulation of timing calibration, d) RT
simulation of pulse-width calibration.

PVT variations, circuit techniques as proposed in [106] can be employed. To generate
this range, three functions are used: a full delay step (AT) defined by the combined delays
of two inverter delays and a pass-gate, a half step (ATjq ) corresponding to two inverter
delays, and a 5b binary weighed capacitor array for fine steps. While the main effect of
adjusting Ts is varying the amplifier gain, the duration of T also affects the inherent filtering
introduced by the windowed integration [94]. As the windowed integration corresponds to
a sinc response, this could allow, for example, adjustment of the notch to reject a spurious
out-of-band tone like mixer LO feed-through.

While most of the timing blocks are shared between the slices, the non-shared sections
cause inter-slice mismatch, among which, the relative pulse timing mismatch AT timing
and gain mismatch caused by pulse-width mismatch ATs pw . ATs timing is calibrated by a
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Figure 4.13: a) Micrograph of the test chip; b) Micrograph of core analog blocks, c) Layout details of the amplifier
core.
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Figure 4.14: Measured spectrum at 4.2K a) without FBB, b) with FBB on the input pair, c¢) with FBB on the input
pair and the reset switches, d) with FBB on the input pair, the reset switches and the cascodes. e) Spectrum at RT

capacitor array with a 3b binary and 2b unary control, see figure 4.12 a), which allows
for delay adjustments for each slice up to 40 ps in =1 ps steps. The ATspw calibration
allows for gain calibration by adjusting unary-coded inverter weights, see figure 4.12b),
allowing to calibrate up to +£20ps of mismatch per slice. The described calibration circuits
are sufficient to reduce the interleaving spurs below 60 dBc in RT simulations. The total
jitter contributed by the timing generation is about 0.5 ps/0.6 ps for the rising/falling edge
of S4/p in extracted simulation, and therefore not limiting the amplifiers SNR [94]. Typical
quantum computing systems require spectral purity significantly beyond this level [107],
resulting in no additional system constraints due to the amplifier.

4.4 MEASUREMENT RESULTS

A micrograph of the test chip, implemented in a 40 nm LP bulk technology, is shown in
figure 4.13 a), with more details of the analog core in b). In the amplifier layout (figure 4.13 c),
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we minimized the distance of the active devices to the body contacts, keeping it below 1 pm
for most of the circuit. The triple-well layout shown in figure 4.9 consumes more area than
minimally required (approximately 4x), but such an increase is insignificant compared to
the size of the floating capacitor Cgyppry or the ADC slice.

The chip was tested in a dip-stick setup with chip-on-board assembly, similar to the
test-setup in [98]. We concentrate on testing the ADC with the driver, as the stand-alone
ADC achieves performance similar to [83] thanks to the minor changes in slice design.
Both input and clock signals are provided by a single signal generator (SMA100B) and
converted to differential signals by on-board baluns (BAL-3SMG). The conversion result
is recorded at full rate in the on-chip SRAM and then read back via a low-speed opto-
coupled serial link to an RT FPGA for analysis. The timing and ADC slice calibrations are
performed in the foreground via loop-back through the RT equipment. The calibration
decks differ between RT and cryogenic temperature due to the drastic changes in transistor
characteristics. For applications requiring background calibration due to higher expected
PVT variations than in the target use case, calibration techniques as proposed in [108]
may be applied. All reported measurements have been performed under the following
conditions unless otherwise noted: all supplies are kept at the nominal value of 1.1V, the
amplifier input and output common mode are set to 550 mV, the gain is set to 6.6/8.9 at
RT/4.2K, corresponding to the same timing calibration setting (Ts code in Fig. 11b)). This
gain was chosen as a representative value in the mid-range of available gain settings, see
figure 4.17b). SFDR/SNDR values are always excluding the spurs at DC and Nyquist, as
these are outside the band of interest for the target application.

In figure 4.14, we activate the body-biasing for different parts of the circuit in succes-
sion to observe their influence on the amplifier performance. With no body-bias applied
(figure 4.14 a), the circuit is still operational at 4.2 K but shows numerous spurious tones,
with the 3rd harmonic dominating at 35.7 dB due to the input inverters entering weak
inversion in the middle of the amplifier input voltage range, as discussed in section 4.2.2.
In figure 4.14 b), turning on the FBB on the input pair (with 539/—669 mV for NMOS/PMOS
similar to the expectation from section 4.2.2) leaves the 2nd harmonic as the dominating
spur. This is attributed to the incomplete reset via SW.,. a/p leaving significant differences
in starting condition between the two slices. In figure 4.14 ¢), now activating a full Vi, of
FBB on the reset switches, the performance reaches the design target (SFDR > 50 dB), with
the 3rd harmonic dominating, This is expected to be caused by the input pair being com-
pressed by the cascodes towards the edge of triode for part of the swing. In figure 4.14d), a
full Vi, of FBB is also applied to the cascodes, achieving the optimal SFDR performance. It
is important to note that in the body-bias calibration, the 8b body-bias DAC is necessary
only for the input pair’s offset cancellation and threshold compensation, as the switches
and cascodes are operated at the inverted supply. The spectrum also demonstrates that the
timing calibration reduces the gain and timing mismatch spurs sufficiently not to limit the
amplifiers performance. figure 4.14 e) shows that RT performance is similar, but at slightly
lower sampling speed, as discussed next.

In figure 4.15 a), we show the flexibility of the proposed amplifier over a wide range
of sampling frequencies. The circuit has a speed advantage when operating at lower
temperature, thanks to the speedup of the ADC logic [72]. As required, the SFDR stays over
50 dB at maximum sampling speed over the entire bandwidth (figure 4.15b), in accordance
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Figure 4.17: a) Multi-tone power ratio, b) Measured gain at RT/4.2 K; the x-axis is the same as in Fig. 11b.

with RT simulation expectation.

In figure 4.16 a) we show the circuits DNL and INL that is on the order of half an LSB,
likely limited by the comparator calibration accuracy. In figure 4.16b), a two-tone test,
performed with two signal generators (both SMA100B) and a passive combiner, yields a
maximum IM3 spur at 57dB. If exciting the input with a comb of continuous wave (CW)
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Table 4.2: Gain setting overview

Ts setting min nominal max

Gain@RT 44 6.6 7.5
Ts@RT [ps] 172 256 317
Gain@4.2K 8.3 8.9 10.3

Ts@4.2K [ps] 192 225 323

tones produced by a VSG (SMW200A) and removing one tone, we observe a multi-tone
power ratio of 35.8dB (figure 4.17 a)), indicating sufficient isolation between the channels.

The VGA functionality is demonstrated in figure 4.17 b) by setting the gain (4.0-7.9/7.7-
10.4 at RT/4.2K) by using the pulse-width control (Ts) showcased in figure 4.11b). The
deviation from a linear scaling with Ts code is caused by the limited intrinsic gain of the
amplifying transistors. The lower bound in the gain range is due to the impossibility of
reliably triggering the ADC conversion with a very short Ts pulse. In a future redesign,
this could be easily solved by using the wider primarygs pulse, see figure 4.6, to trigger the
ADC. At RT, the maximum gain setting is limited by the time Ts reducing the conversion
time available to the ADC slice, while this is not a limitation at 4.2 K thanks to the ADC
slice being faster. The higher gain at cryogenic temperature can be traced to the increased
gm at cryogenic temperature [44].

In figure 4.18, we explore the circuit behavior beyond the first Nyquist zone for various
gain settings, while keeping a constant input signal amplitude and calibration. The ampli-
fiers’ output swing, normalized to the swing at low frequency, shows approximately the
expected sinc shape of equation (4.2) and allows for estimation of Ts in the circuit, shown in
table 4.2. The deviations from the ideal sinc shape are caused by the parasitic capacitance
at the cascode node [94]. We can observe sustained SFDR performance >50 dB in the 3rd
Nyquist zone, as SFDR tracks the driver output swing. The SNDR performance drops as
the swing reaching the ADC input is reduced due to the sinc shaped transfer characteristic
reducing the circuit gain beyond the 2nd Nyquist zone significantly, limiting sub-sampling
operation to this zone.
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Table 4.3: Comparison table

This work | Kiene, ESSCIRC|  Kiene, JSSC | Kull, ISSCC | D. Li, JSSC | Duan, JsSC | Malki, JSSC | Jiang, TCAS | Miki, JSSC
2022[21] 2023 [9] 2013 2020 | 2014[31] | 2014[14] | 2021[16] | 2017[11]
Temperature [K] RT [ 42 [ RT [42 [RT [ 42 RT RT RT RT RT RT
Architecture TISAR TISAR TISAR SAR SAR TISAR SAR TISAR TISAR
Max f,[MS/s] 900 | 1000 1000 900 [1000 1300 900 12800 80 2000 2000
Resolution [bit] 7 7 6-8 8 7 7 10 7 8
Technology [nm] 40 40 40 32 40 65 40 40 40
Supplies [V] 11 11 11,25 1 11 12 11 1.2/0.9
SNDR@Nyquist [dB] | 38.2 | 38.7 | 382 |41.1| 334 |362| 393 39.7 26.4 523 36.4 39.4
SFDR@Nyquist [dBc] | >50 | >50 | >50 | >50 | 484 | 485 | 49.6 54.8 324 553 47.8 55
Power [mW) 1.87'2 | 1.7912 1.941 103! [106'] 31 26 162 2.86 (7.162) 7.62 54.2
FoM, [fl/c.step] | 31.3'2 | 25.412 | 20.2' [20.91] 260! | 200 28 36.6 740 106 (2672) 70.8 355
Core area [mm?] 0.04212 0.0421 0.045' 00015 | 0014 0.23 0.065 0.0082 054
ADC driver v X X X X v v v v
1
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Figure 4.19: Back-bias leakage for the full DAC; the 4.8 K. The leakage on Vi, ext Was below the measurement
floor (=1x 1077 A) and therefore not plotted.
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Figure 4.20: Measured power: a) 4.2K for fs =1 GS/s, b) RT for fs =0.9 GS/s, b) simulated breakdown at RT.

To estimate the junction leakage due to FBB, figure 4.19 reports the back-bias leakage of
the full body-bias DAC, measured via Vyppnext/Vibpext in figure 4.10. For the measurement,
the biases are swept individually with the other terminal fixed to its nominal supply. The
measured leakage is produced by a total width of 4.7 mm contributed by each NMOS/PMOS
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transistor in the decoders and switches of the body-bias DAC. As mentioned in section 4.2.3,
this does include the DNW to PW diode leakage thus making the leakage in figure 4.19 an
upper bound for a layout avoiding these diodes as in figure 4.9. At RT we measure significant
leakage upon reaching the diode thresholds. At 4.2K, we observe no leakage above the
measurement noise floor of 100 nA for NMOS and up to 10 pA for the PMOS. Normalized
to the total transistor width, this corresponds to a leakage below 20 pA/pum (2 nA/pm) for
NMOS (PMOS) over the full FBB range, and below the measurement noise floor within the
bias ranges used for the DAC in cryogenic measurements, i.e., 0.7/0.4 V for NMOS/PMOS
in all measurements shown here. We did not find any signature possibly caused by diode
leakage in any measurement, also when observing the DAC output voltages via Vgepug.
This demonstrates that, except for extremely leakage-sensitive circuits, cryogenic-aware
FBB opens new design options for bulk-CMOS circuits.

Looking at the power breakdown in figure 4.20, the power is approximately equally
split between the ADC core and the FIA (including the timing generation for both the
FIA and the ADC). Simulations at RT in figure 4.20 ¢) show that the core ADC power is
dominated by the logic, while the FIA core and the timing generation use approximately
the same power, about half of the combined power. Despite the need for timing circuitry for
the dynamic amplifier, this performance results in a FOMyw of 31.3 and 25.4 pJ/conv.-step
at RT and 4.2 K, respectively, with the FIA core power (excluding the timing) degrading
the FOMw by only 6.6/5.5 pJ/conv.-step at RT/4.2 K, thus demonstrating the efficiency of
the proposed driver.

When compared to prior ADCs with similar sample rate and resolution at RT and 4.2K
in section 3.3.2, the proposed ADC achieves comparable FOMy while also including the
driving amplifier. Among the ADCs including a driver, we improve the FOMy by 2x over
the state-of-the-art at RT and report the first ADC with a dynamic driver at 4.2K.

4.5 CONCLUSION

In this chapter, we have presented an FIA amplifier driving a time-interleaved SAR ADC
at RT and 4.2K. The driver pioneers the extensive usage of FBB in bulk technologies in
cryo-CMOS analog circuit design, thus enabling cryo-CMOS designers to use techniques
and topologies that were usually confined to RT applications. The proposed driver uses
an effective combination of dynamic amplification, floating supply, cascode sampling and
cryogenic-aware FBB to efficiently drive interleaved SAR ADCs. The design also shows
the reliable performance of a dynamic amplifier under an extreme temperature variation,
irrespective of the drastic changes in all transistor parameters. To the authors’ knowledge,
this is the first reported dynamic ADC driver operating at cryogenic temperatures. Fur-
thermore, the proposed circuit achieves the best FOM among state-of-the-art RT ADC with
a driver and comparable FOM among cryogenic and RT ADC operating at similar sampling
speeds and resolution while also including the driver. As a result, the combination of
the dynamic driver introduced in this chapters and the SAR ADC presented in this and
the previous chapters represents a power-efficient compact solution for the mixed-signal
section of the cryo-CMOS SoC for the RF frequency-multiplexed readout of spin qubits.
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Low-FREQUENCY NOISE IN
CrYo-CMOS DEVICES

This chapter presents an extensive characterization of the low-frequency noise (LFN) at room
temperature (RT) and cryogenic temperature (4.2 K) of 40-nm bulk-CMOS transistors. The noise
is measured over a wide range of bias conditions and geometries to generate a comprehensive
overview of LEN in this technology. While the RT results are in line with the literature and the
foundry models, the cryogenic behavior diverges in many aspects. These deviations include
changes with respect to RT in magnitude and bias dependence that are conditional on transistor
type and geometry, and even an additional systematic Lorentzian feature that is common
among individual devices. Furthermore, we find the scaling of the average LFN with the area
and its variability to be similar between RT and 4.2 K, with the cryogenic scaling reported
systematically for the first time. The findings suggest that, as no consistent decrease of LFN
at lower temperatures is observed while the white noise is reduced, the impact of LEN for
precision analog design at cryogenic temperatures gains a more predominant role.

This chapter has been published as: Gerd Kiene, Sadik Ilik, Luigi Mastrodomenico, Masoud Babaie, and Fabio
Sebastiano, Cryogenic Characterization of Low-Frequency Noise in 40-nm CMOS, IEEE Journal of the Electron Devices
Society (2024) [109].
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5.1 INTRODUCTION

Ryo-CMOS design in general and the design of readout circuits considered in this

thesis in particular face significant challenges due to the incomplete understanding of
cryogenic transistor behavior, as discussed in e.g. chapter 2. These challenges frequently
cause over-design or even design failures. To address the situation, extensive characteri-
zation and modeling of DC and RF behavior of transistors have been performed, e.g. in
[51, 52].

Within the cryogenic behavior, noise is generally less explored as a topic, but prior
work on both broad-band noise and low-frequency noise has been reported. In broad-band
noise characterization, the noise is scaling less than expected from a purely thermal origin,
thus suggesting that shot noise dominates at cryogenic temperatures [53], also discussed
and explored in comparator noise measurements in chapter 3. For designing systems at
cryogenic temperature, LFN also plays a crucial role, e.g., for the phase noise of phase-
locked loops (PLL) [107] and the input-referred noise of transimpedance amplifiers (TIA)
[37]. As discussed in detail in chapter 6, LFN may represent the main limitation in the
performance of DC-readout circuits for spin qubits. Hence, this chapter experimentally
investigates the LFN of cryo-CMOS devices, so that fundamental limitations for spin-qubit
DC readout can be identified.

Early work on cryogenic LFN provided evidence pointing to both carrier number and
mobility fluctuations as possible origins of the noise at low temperatures [110, 111]. In
[112], measurements of a modern SOI process over a range of bias points are shown
to be compatible with the model including carrier number fluctuations and correlated
mobility fluctuations [113]. In [54], the lack of the expected decrease of LFN at cryogenic
temperatures is attributed to band-tail states acting as traps. This is corroborated by the
same band-tail states possibly causing the saturation of the MOSFET sub-threshold slope
at cryogenic temperatures [114, 115]. In [116], characterization and modeling of large-area
devices manufactured on different crystal orientations suggest carrier number fluctuation
caused by interface traps as an alternative explanation for cryogenic LNF. While these
characterizations, typically only of one or few devices, have added significantly to the
understanding of LEN at cryogenic temperature, they can only partially inform design
decisions.

Missing in current literature is a more extensive characterization that can both guide
the circuit designers with accurate predictions and help understand the physical origin
of LEN. To fill this gap, we measure several different geometries and characterize them
over a wide range of bias voltages, as commonly required for design space explorations.
Multiple individual devices with the same geometry are measured at the same bias, since
statistical characterization is crucial for accurate analysis due to the large variations between
individual devices, even for large-area devices [117], which are already present at RT and
hence expected also at cryogenic temperatures. Such an extensive characterization enables
us to also perform a systematic analysis of the scaling of LFN and its variability with device
area, for the first time at cryogenic temperature. Furthermore, the analysis of multiple
equal devices enabled the discrimination of a Lorentzian feature that is unexpectedly
systematic among different devices. This feature is dependent on device geometry, bias,
and temperature, and causes increased device noise that is detrimental to cryogenic circuits.

This chapter is organized as follows. We begin by introducing the experimental methods
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Figure 5.1: a) Micrograph of the test chip; b) Schematic of each NMOS; c) Schematic of each PMOS. The thick-oxide
selection transistors are shown with a thicker-gate symbol.

in section 5.2, then present the measurement results and analyze them in section 5.3, discuss
the results in the light of their impact on precision analog design in section 5.4 and draw
the conclusions in section 5.5.

5.2 METHODS

The measurement setup was designed to facilitate the characterization of many devices at
cryogenic temperature, as necessary to generate the statistics for LFN. For this, a chip was
fabricated in 40 nm LP CMOS bulk technology (figure 5.1 a), which carried 8 individual
transistors for each of the several geometries, for a total of 400 heavily multiplexed devices
under test (DUT) per chip. In the chip, the devices’ source and drain (Vy4, Vs) are connected
in parallel. Multiplexing between them is implemented, similar to [118], by connecting
a single device gate at a time to the gate bias (V;), see figure 5.1b) and c) for the NMOS
and PMOS schematic. For reliable rail-to-rail operation, multiplexing of V, is implemented
with thick-oxide transistors, supplied by 2.5 V. All deselected transistors are biased with
V=0, and the source is kept at ground/Vyq for all NMOS/PMOS measurements. Unless
otherwise noted, all measured transistors are of low-threshold-voltage (LVT) flavor.

Assembled in a DIP package, the chip is mounted on a PCB placed in a dipstick setup and
submerged in liquid helium with a temperature sensor mounted close to the sample. Such a
liquid cooling at 4.2 K results in a stable and accurate definition of the ambient temperature,
unlike prior characterization in the vacuum environment of the typical cryogenic probe
stations, which may suffer from thermalization issues. For the RT measurements, the
ambient temperature was controlled to within £2.5K around 295 K. This setup allows for
up to 5 days of continuous measurement at cryogenic temperatures using a single 100 L
helium dewar, without labor-intensive thermal cycles. The sample was kept mounted in
the same dipstick for both RT and cryogenic measurements. Measurements are performed
via a resistive bias-T followed by a transimpedance amplifier (TIA) and digitized by an
acquisition card. The resulting data is accurate over the frequency range from 1 Hz (or
5Hz, depending on settings of the bias-T) up to 50 kHz, limited by the TIA bandwidth. The
reported sweeps over Vs were performed in two bias configurations: one in the linear
region with fixed V4,=50 mV and one in an effective “diode” connection with V45=Vs. The
analyzed data is filtered with a rolling median filter for better visibility. Further details
about the measurement setup and the data processing can be found in appendix A.

All data and analysis code used for the figures in this paper is available in [119].
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Figure 5.2: Example N/PMOS (1pmx1pm) DC-characteristics at Vgs=50mV: a) drain current Iy,
b) transconductance g, ) output resistance r,. Source of NMOS/PMOS at 0/1.1 V.

5.3 CHARACTERIZATION RESULTS

An example DC characterization of an N/PMOS with WxL=1 pmx1 um is shown in figure 5.2.
The characterization shows the typical changes in behavior when moving to cryogenic
temperature: the increased threshold voltage (Vy,) and the increased transconductance
(gm) as well as the reduced output resistance (r,) in strong inversion [44].

Example noise spectra of eight 1 umx1pm devices at a single bias point Vys=Vg4,=1.1V
for both N/PMOS are shown in figure 5.3. The plots also include a conservative noise-floor
estimation based on the measured noise floor of the test equipment scaled by the expected
additional noise due to the transistor r,, further discussed in appendix A. Alongside the
individual spectra, a logarithmic mean curve is shown, around which individual devices
differ significantly at RT, as also reported in [117], due to the random distribution of single
traps. This effect is here, for the first time, shown to persist also at cryogenic temperatures.
The RT mean shows typical 1/f behavior and matches the foundry device model well. The
cryogenic results differ, with the NMOS devices showing increased output-referred noise
and the PMOS devices showing reduced noise. While the variability at lower frequencies
is qualitatively similar to the RT results, a systematic deviation from the 1/f shape appears
in the spectra at higher frequencies.

To substantiate this, we plot in figure 5.4 the mean spectra for WxL=1pmx1um and
WxL=1pumx40 nm NMOS and PMOS devices for 11 logarithmically spaced overdrive-
voltage biases (V,4=Vgs-Vin), which are color-coded in the plot. We concentrate on the
mean and do not show the individual devices for better visibility of the effect. The device
geometries were chosen to provide examples of typical devices preferred in analog (high
intrinsic gain, long channels) and RF (high speed, short channels) circuits. For the RT
results, we see again that the mean noise approximates a 1/f slope and matches well the
foundry device model over a wide range of bias conditions. The 1/f slope is also visible
in the cryogenic results, but a systematic Lorentzian feature appears in the mean curves
at higher frequencies. Signatures of this feature are visible in all the devices (NMOS and
PMOS, long and short channels) with the effect appearing at lower frequency in longer
devices. As this effect appears in all the individual devices, it does not average out to a 1/f
behavior as otherwise common for random traps. To understand its possible origin, we
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Figure 5.3: Noise spectra for NMOS (a, ¢) and PMOS (b, d) with WXL =1 pmx1 pum at Vgs=1.1V and Vgs=1.1V (a,b)
and Vg,=50 mV (c,d), respectively. 8 devices at the same bias points are shown.

analyze this Lorentzian in more detail in the following subsection.

5.3.1 SYSTEMATIC LORENTZIAN

The systematic Lorentzian feature common to multiple devices and mentioned above has
not been reported in prior works. To ensure that it is not an artifact of the measurements,
we performed additional verifications. As the equipment and the cabling adopted in the
cryogenic setup are identical to the RT setup, for which the Lorentzian does not appear, we
specifically investigate the components cooled to cryogenic temperature, including the chip
itself and the associated passive components (resistors, capacitors) on the measurement
board. Leakage currents from the deselected transistors are excluded by recording spectra
with all transistors deselected and sweeping the drain bias. The on-chip multiplexing was
tested by reducing the thick-oxide switch supply by 500 mV without measurable effects on
either the DUT’s DC behavior or its noise spectrum. The on-board tantalum capacitors
have been excluded by measuring the DUT on a board without populating those, resulting
in increased interference but the same effect visible. For testing the thin-film resistors, we
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Figure 5.4: Mean noise spectra for PMOS and NMOS devices with WxL=1pumx1pm and WxL=1 umx40 nm
with V5=V for logarithmically spaced overdrive-voltage (Voq=Vgs-Vi) at RT (a-d) and 4.2K (e-h). Each curve
represents the mean of 8 individual devices. The RT plots also show the corresponding simulations of the foundry
model with dashed lines.

replaced the chip with resistors and ran noise acquisitions under various bias conditions,
without observing measurable LFN contributed by the resistors. The additional verifications
are discussed in more detail in appendix A.

To gain a deeper understanding of the Lorentzian effect, we characterized large-area
(4 pm=4 pm) NMOS and PMOS devices (figure 5.5), since they show a relatively low mis-
match and the Lorentzian feature appears more distinctly compared to small devices, as
visible in figure 5.4. Figure 5.5 shows that the Lorentzian’s corner moves to higher frequen-
cies for higher overdrive. As we observe negligible individual differences in these large
devices concerning the Lorentzian, we performed, in the following, a more detailed series
of measurements on a single device, which is shown in figure 5.6.

Figure 5.6a) shows a fine sweep of Vg of a single device, from which the corner
frequency fc rorentzian s function of the overdrive voltage has been extracted and plotted in
figure 5.6 b). The strong dependence of the corner frequency with the bias can be attributed
to barrier lowering or barrier thinning effects [120, 121].

To further investigate the nature of the effect, the temperature dependence of the trap
at a given voltage bias has been measured by varying the position of the DUT mounted in
the dipstick with respect to the liquid-helium surface. It is important to note that, while the
temperature sensor was glued as close as possible to the sample on the ceramic package for
this sweep, the accuracy in the thermalization of the DUT cannot be precisely quantified
for the adopted setup above 4.2 K. When sweeping the temperature from 4.2K to 25K, the
Lorentzian moves to higher frequencies, see figure 5.6¢c). Above 12K, the corner frequency
exceeds the upper bandwidth limit of the setup.

Assuming the presence of a trap, the trap time-constant 7¢ rorentzian = 1/ (27 fe Lorentzian)
is extracted and plotted in figure 5.6 d) versus the inverse of the thermal energy. The
saturation of the time constant at low temperatures suggests the existence of a temperature-
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Figure 5.5: Mean noise spectra at 4.2 K. The output (a, c) and input-referred (b, d) of eight N/PMOS devices with
WxL=4 pmx4 um are shown, to demonstrate the bias dependence of the systematic Lorentzian.

independent contribution due to elastic tunneling. As in figure 5.6 b), a decrease in the
time-constant can be observed with increasing overdrive voltage. For thermally activated
inelastic tunneling, [122] suggests a temperature dependence of the trap time-constant:

)

Tthermal = To€"®" (5.1)

where 7y = ﬁ is depending on the cross-section pre-factor oy, the carrier velocity v and
channel carrier concentration n, Ej, is the energy barrier and k;, the Boltzmann constant.
Assuming a temperature-independent contribution of elastic tunneling, with time constant
71 [123], the combined effect can be described as [120]:

1 1

1
- +— (5.2)
TC,Lorentzian ~ Tthermal  Tel

Fitting equation (5.2) to the measured data in figure 5.6 d) we can determine the corre-
sponding energy barrier Ej. The extracted Ej, shifts from 5.9 meV to 2.3 meV for a V bias
from 600 mV to 1100 mV. By assuming a linear field dependence of Ej, [120, 121], E, can be
extrapolated to lie on the order of 10 meV when all terminals are at 0 V.
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Figure 5.6: Detailed measurements on a WxL=4 um=4 pm NMOS device: a) fine bias sweep at 4.2K, b) extracted
corner frequency of the Lorentzian at 4.2K, c) temperature sweep for Voq = Vg — V3, = 80mV, d) extracted time
constant of the Lorentzian.

As the observed effect is systematic over multiple individual devices of the same
geometry, randomly distributed oxide traps are an unlikely explanation for the results. A
possible physical cause for this phenomenon could be found in the band-tail: depending on
doping, the density of states (DoS) might not only show an exponential tail [115], but also
an additional distinct Gaussian peak below the conduction band at a doping-dependent
activation energy [124]. Normally, states in this tail would be thermally ionized, but at
cryogenic temperatures they might act as traps, possibly explaining the substantiation of
noise at these temperatures [54]. A doping density in the order of 10® cm™ to 10 cm™3,
which is a typical doping for the lightly doped drain regions of a 40 nm bulk CMOS
technology, would lead to a barrier energy in the order of 10 meV [124]. This hypothesis is
compatible with the observed behavior, including the commonality among different devices,
the extracted barrier potential, and the increased magnitude of the effect in saturation

compared to triode.

However, to gain a more comprehensive understanding of this phenomenon, further
research is required, for instance by testing devices with several different precisely known
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Figure 5.7: Output-referred (a-d) and input-referred (e-h) noise power spectral density at 10 Hz for N/PMOS at
Vgs=Vys over different bias. Each point represents the measurement from an individual device, while solid lines
indicate the mean over the device for each voltage bias.

doping levels and by characterizing other bulk technologies under well-controlled thermal
conditions, e.g. by employing liquid helium cooling, and over significant device statistics.

5.3.2 BIAS DEPENDENCE

At low frequencies, the noise behavior is largely unaffected by the systematic Lorenzian
feature and lends itself to a more traditional analysis. To this end, we sample the data in
figure 5.4 at 10 Hz and plot the current noise versus the bias drain current (figure 5.7 a-d))
and the input-referred noise over V4 ((figure 5.7 e-h) in figure 5.7. As expected, we observe
a significant variation in the noise of the individual devices around the mean and a drop in
the input-referred noise voltage with larger device size, which are analyzed in details in
the next subsection. The output current noise scales with current, with proportionalities
ranging from I; to I?. Generally, the NMOS results are found to scale roughly o I;, while
the PMOS results are better described with o I7. The input-referred data in figure 5.7 can
be qualitatively well-described by

I 2
Sug = <1+Qd> S (5.3)

8m

with Sy, the flat-band voltage spectral density and Q the coefficient of the correlated
mobility fluctuation [113]. This qualitative correspondence is in-line with the observations
in [112]. The extent of the correlated mobility fluctuations changes with device type and
geometry. For the large-area NMOS in e) there are little correlated mobility fluctuations
both at RT and cryogenic temperatures, while for the small-area PMOS in h) the effect of
correlated mobility is significant at both temperatures. Furthermore, it is interesting to
note the significant differences between the RT and cryogenic results for the large-area
PMOS in g): the RT results show a strong correlated mobility contribution, which decreases
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Figure 5.8: a,b) Normalized current noise versus device area for (a) NMOS and (b) PMOS at V45=Vg=1.1V for 15
different geometries. c,d) Variance of normalized drain current for NMOS (c) and PMOS (d) at same bias point as
in a,b.

significantly in the cryogenic results. The noise magnitude is similar at RT and 4.2K for
plots e), f) and h), with only the large-area PMOS in g) showing a significant drop in input-
referred noise at the same overdrive. The differences in scaling with bias between NMOS
and PMOS suggest that the noise is generated via different, possibly doping-dependent,
noise mechanisms. Explaining the generally small difference between the RT and the
cryogenic behavior with an increase in interface defect states would demand unlikely high
values for the defect density. This again suggests band-tail states as a possible cause of the
substantiated noise as discussed in [54]. A possible further explanation can be found in
[125], with the conclusion that Boltzmann statistics can not be applied, and therefore an
effective temperature needs to be introduced, that partially explains the reduced scaling
with temperature.

In subthreshold (for negative V,4), we would expect a constant characteristic in e)-h),
assuming the flat-band voltage spectral density is constant. Although we only probed
the edge of this regime, we can observe a tendency for increased input-referred noise
in the triode measurements, see appendix A. This diverging input-referred voltage in
subthreshold can be attributed to mobility fluctuations [113], which could be confirmed by
further characterization in the deep-subthreshold regime.

5.3.3 AREA DEPENDENCE
At RT, it was shown in [117] that significant variability is present even in larger devices
for the cases of a non-uniform channel. At cryogenic temperature, this area dependence
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of LFN noise has not been systematically explored before. Here we report measurements
over area from 8 devices per each of 15 different geometries for both PMOS and NMOS,
showing both the normalized current noise (figure 5.8 a)/b) and its variance (figure 5.8 c)/d)
as a function of device area. We observe that the noise scaling of NMOS devices shows
generally little behavior differences at RT and cryogenic temperature in both expected
value and the variance. While we do observe a less than proportional scaling with area for
the normalized noise at RT in figure 5.8 a), at 4.2K that scaling is closer to the expected
inverse proportionality. However, this difference is not highly significant in light of the
device variability. In contrast to this, the PMOS devices in figure 5.8 b) show significant
reduction in normalized noise and variance compared to RT. For PMOS, scaling of the
noise is very similar over temperature and close to 1/WL. For both NMOS and PMOS, the
variance scaling in saturation is comparatively weak compared to the cubic dependence
expected in the linear region, as explained in [117] with effects caused by the halo-implants.
The variance scaling exponent with area is larger for PMOS than for NMOS. At RT, the
measurements in the linear region, shown in appendix A, are closer to the expected scaling
of mean and variance with 1/(WL) and 1/(WL)? [117], but the cryogenic results differ
significantly due to influence of the systematic Lorentzian. As shown in appendix A,
different layout effects were also investigated, but neither metallization on top of the DUTs
nor the presence of dummy transistors affected the results shown here.

5.4 D1SCUSSION

The observations made here paint a rich picture of differences for transistor LFN between
RT and cryogenic temperatures. The differences in behavior are strongly dependent on
transistor type, geometry, and bias.

For analog designers adopting transistors in saturation, often in moderate inversion,
the changes are however smaller than expected given the radical change in temperature,
with the input-referred noise almost unaffected by the temperature for most geometries.
The expected scaling with temperature predicted in [113] is not observed. A minor increase
in input-referred noise can be observed for the NMOS devices, while the minimum-length
PMOS devices show a slight decrease. Only the long PMOS devices significantly benefit
from cooling to cryogenic temperatures. However, the significant advantage in lower LFN
for longer PMOS devices needs to be traded against the difficulties associated with a larger
increase in threshold voltage for PMOS devices, compared to their NMOS counterparts
[44], also visible in figure 5.2. As LFN is broadly invariant to temperature, the decrease
of the white noise [53] results in an expected large increase of the flicker noise corner.
This may require the adoption of techniques for LFN mitigation [126] for a wider range of
frequencies than at RT.

The systematic Lorentzian further complicates the picture. As we expect the effect to be
doping-dependent, it might differ significantly between technologies. Where it influences
the results, it constitutes a significant amount of additional noise, on top of the background
1/f noise. The different spectral shape of the noise may also be critical: the plateau caused
by the Lorentzian gives additional noise power at moderate frequency but falls off steeply
for higher frequencies.

Given the ample set of effects, it would be challenging to generate a unified compact
model, and a binned model that discriminates based on device size could be more suitable.
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5.5 CONCLUSION

The extensive study of LEN in MOS transistors presented in this chapter, comprising a
wide range of bias points and device geometries at both RT and 4.2 K, uncovers a diverse
set of effects and dependencies. Most prominently, we observed and described a systematic
Lorentzian spectrum appearing at cryogenic temperatures. Apart from this, we observed
remarkably constant behavior with temperature for the bias-dependence of the NMOS,
and reductions in input-referred noise for the PMOS. Furthermore, the area scaling was
shown to be intact at cryogenic temperature. Since the observed changes have a significant
impact on analog design at cryogenic temperatures, the reported characterization will aid
the designers of the next-generation cryogenic systems.

In particular, the data and the analysis presented in this chapter, in combination with
the design guidelines presented in chapter 6, can be the basis for the design of a scalable
power-efficient cryo-CMOS DC readout for spin qubit, which, as discussed in chapter 1
could be a valid alternative to the RF readout treated in 2, chapter 3, and chapter 4.
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SET DC READOUT:
OPPORTUNITIES AND LIMITS

This chapter presents extensive guidelines for the design of an integrated DC-readout interface
for semiconductor spin qubits. Since the focus is on the readout via a single electron transistor
(SET), the SET behavior and performance are first described and modeled, showing that the
signal-to-noise ratio (SNR) theoretically achievable by a SET-based DC-readout is significantly
beyond the state-of-the-art. Practical circuit architectures for implementing a DC-readout,
such as the voltage amplifier, the transimpedance amplifier, the charge sampling, and the
current pre-amplifier, are then analyzed by deriving their design equations and trade-offs. As
a result, the practical performances of those different solutions are evaluated and compared,
thus presenting clear selection criteria for the readout architecture and its design equations
given the specific parameters of the SET sensor.

This chapter is in preparation to be published as Gerd Kiene, et al., SET DC readout: opportunities and limits
(preliminary title).
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6.1 INTRODUCTION

c-readout, especially when compared to RF-readout that has been the focus of the
D ADC designs in chapters 2 to 4, follows a very simple concept. In it, the sensor is
directly interfaced, and a signal current or voltage is recorded and compared to a threshold
to detect the measured bit. In this chapter, we detail what is necessary to optimize a
DC-readout circuit for an SET and what limits exist for such a readout. To set the context,
we re-visit the discussion about the benefits and challenges of DC-readout compared to
RF-readout here to give a more detailed overview that sets the context for the following
derivations.

RF-readout provides the fastest single-shot readouts to date - a performance close to
the shot noise limit [127]. Additionally, it allows for potential frequency multiplexing [42],
which can reduce the number of lines needed to interface the quantum device. This reduc-
tion is especially beneficial when operating the readout circuit at a different temperature
stage. Further, the high frequencies used in the RF-readout allow for amplification far from
the low-frequency noise of amplifiers in the electronic interface.

But RF-readout also carries heavy disadvantages in the perspective of scaling: it relies on
bulky on-chip inductors for matching the sensor impedance [42], requires high-frequency
sources and amplifiers for stimulation and amplification, as well as often relying on big
off-chip passive components like directional couplers [18]. These factors contribute to a
large scaling-unfriendly footprint compared to the qubit dimensions and to a significant
power consumption for operating the RF interface. The same RF-readout strategy can also
be adopted for gate-based readout [34], which can avoid the use of the SET, still sharing
the same (dis)advantages of the SET-based RF-readout.

In contrast, DC-readout has offered a much slower speed, mostly constrained by the
large parasitic capacitance of the interconnect between the SET and the readout electronics.
By using cryogenic amplification, however, this capacitance can be reduced, resulting in
fast amplifiers being demonstrated using SiGe [48] and HEMT [49] transistors operating
close to the quantum sample. An inherent downside of the DC-readout is the necessity
of an individual electrical connection for each charge sensor to be read. If the sensor and
the readout reside on different chips, this requires a bond-pad per sensor, a large offset
to the otherwise compact readout. At the same time, no components are necessary for
DC-readout that can not be integrated on the chip. This allows for a potentially very dense
co-integration of a CMOS-based DC-readout.

Thanks to those appealing features, several implementations of an integrated DC-
readout circuit have been proposed: current comparators [45, 46], a trans-impedance
amplifier [37], and a charge-sampling integrator [47]. While these constitute significant
practical advances towards a scalable DC-readout, a systematic benchmarking of the
different possible architectures and their trade-offs is still missing. Also, it is still unclear
where the limits of DC-readout lie and how to approach them in practice. To aid the
development of scalable amplifiers for DC-readout, we fill this gap here by deriving the
limits and comparing practical readout interfaces. For such interfaces, we set the design
goal of reaching a readout fidelity above 99.9%, i.e., the quantum-error-correction threshold
[128], within a readout period of T, = 1ps, i.e., a time compatible with spin qubit coherence
time and gate duration [129], while minimizing the necessary power. This corresponds to
bit-error-rates (BER) of 0.01 and, therefore, requires a signal-to-noise ratio (SNR) of 10 dB,
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Figure 6.1: a) Layout sketch of a typical double quantum dot with SET readout, b) schematic representation of
setup.
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Figure 6.2: a) Elzermann readout, b) Pauli-Spin-blockade readout. Repeated here from the introduction, figure 1.3,
for the convenience of the reader.
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as shown in the appendix. We try to achieve this SNR within a readout period of T, = 1 s,
while minimizing the necessary power.

The chapter is organized as follows: First, we review the SET as a charge sensor in
section 6.2 to provide the understanding and modelling necessary to build the readout
interface. In section 6.3, a brief review of the CMOS and BiCMOS technologies available
for the implementation of cryogenic amplifiers is given. Then, the fundamental limits
for reading the SET in a DC-setup are derived in section 6.4, followed by an extensive
architecture exploration and comparison for practical amplifier topologies in section 6.5.
Finally, a conclusion is drawn in section 6.6.

6.2 SET MmODEL

Figure 6.1a) illustrates a typical planar layout of a double-quantum dot with an SET. The
data-dots denoted as Q; /, are electrostatically defined by the potential of metal gates and
can be filled with single electrons to form a two-qubit system. To measure the charge
arrangement of this double-dot system, we utilize an SET. The SET itself is, in fact, a
quantum dot with a high electron occupancy represented as Qs. In this section, we describe
how this example system is operated for the purpose of reading the spin information in
the data-dots.
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6.2.1 SPIN-TO-CHARGE CONVERSION

To read the spin state of the electrons in the data-dots Q; /», first, a spin-to-charge conversion
needs to be performed. This manuscript focuses on electronics for the charge-state detection
step. However, the choice of protocol for spin-to-charge conversion results in significant
differences in the generated signals, which we discuss here briefly.

The main two protocols for performing a spin-to-charge conversion are energy-selective
readout [27] and Pauli-spin-blockade readout [30, 31], each pictured in figure 6.2. Energy-
selective readout (or Elzerman readout) places the energy level of a neighbouring electron
reservoir in-between the energy levels of the qubit, such that only one (the higher energy
state, generally spin-up) of the spin-states can tunnel out of the quantum dot. This removal
of an electron in the spin-up state leaves a vacant energy level, that is subsequently filled
with a new electron in the ground state coming from the reservoir, leading to a transient
"blip" in quantum dot charge. On the other hand, if the spin is in the ground state the
electron will stay in the quantum dot and no exchange with the reservoir takes places,
thus the charge signal is expected to be flat. Since the processes of tunneling in and out
of the reservoir are probabilistic in nature, the duration of the "blip" can be statistically
modified by adjusting the tunneling rate, yet the exact duration and position remain
unpredictable. This method has been demonstrated to yield high fidelities [130], but it
presents technical difficulties for scaling to large quantum processors, as it requires sub-K
operating temperatures and complex interfacing electronics. First, this protocol is not
robust against temperature: the energy level of the electron reservoir smears out rapidly
with temperature, increasing the probability of tunneling of spin-down and thus increasing
false-positives detection, decreasing the fidelity of the spin-to-charge conversion. Second,
the uncertainty in the blip’s timing implies the need for both a high sampling rate of the
electrometer and performing detection algorithms on the resulting data.

Alternatively, in the PSB protocol, two electrons residing in two different quantum dots
are used. The spin-to-charge conversion is obtained thanks to the inability of electrons
to occupy the exact same energy level, i.e., the same spin-state in a single quantum dot.
Thus, when one tries to combine two electrons of different spin-state in the same quantum
dot, tunnelling happens and both electrons end up together. If the electrons are in same
spin states, however, they do not tunnel and remain in their own dots. The transition is
"blockaded," as there is no quantum level at which the electrons can coexist in the same
dot. Two flavors of PSB exist, known as Singlet-Triplet readout and Parity readout [131],
both leading to the same pattern of charge signal. As during PSB, no electrons need to be
exchanged with the reservoir, the process is more robust against temperature [132], which
is a crucial advantage. Moreover, because the tunnel rates between dots is generally faster
than to/from reservoirs, and the lifetime of the blockaded states is orders of magnitude
longer than readout times (a milliseconds to a few microseconds), this results in a much
more predictable signal with respect to the Elzerman readout: PSB generates a charge step
response at a known time for a known duration. A drawback is that, since no electrons are
removed from the system (only reconfigured), the effect on the electrometer is generally
weaker, and the detection, therefore, is more difficult.
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Ms

Figure 6.3: SET operating principle (adapted from [28]): a) Coulomb blockade, b) single-electron transport through
the dot.

6.2.2 SET DC CHARACTERISTICS
The quantum chip’s overall design is such that significant capacitive coupling between the
double-dot and the SET is present, depicted in the schematic of Figure 6.1b). The number
of trapped electrons on the SET and the conductance through it can be manipulated by
five control voltages: the plunger voltage (Ps) controlling the electrochemical potential of
the dot and, therefore, the electron occupation number; the two barrier voltages (B; ;/2)
controlling the tunnel-barrier resistance in and out of the island; and the reservoir voltages
(S, D). Due to close proximity, significant capacitive crosstalk exists between the different
control voltages and the barriers/dots. Relating the SET to an NFET, we refer to the reservoir
contact at lower/higher potential as source/drain, respectively, and to the plunger as a gate.
For a sufficiently small charge island Qgs, the available energy levels on the island are
spaced by the charging energy Ec = % /C, where C is the island’s capacitance [32]. When a
small bias window is opened between the source and drain terminals of the SET, if none of
the quantized energy levels is positioned between the lead potentials, no current can flow,
the SET is in "Coulomb blockade" [figure 6.3 a)] and the number of bound electrons remains
fixed. If there is a level available, however, single electrons can flow through the quantum
structure via the available energy state, resulting in a measurable current [figure 6.3 b)]. A
typical measurement to characterize the SET is shown in figure 6.4 a). Clearly visible are
the parallelograms with blockaded transport, termed "Coulomb diamonds" [28]. If the bias
window becomes large enough, such that more than one quantized energy level is available
for transport, the SET cannot be found in a blockaded state anymore. In figure 6.4 b), we
show a cut at fixed bias through the measured characteristic, that clearly presents Coulomb
blockades and peaks (figure 6.3 a) and b) respectively, as noted in the figure). To optimize
the performance of SETs as electrometers, they are usually operated at a low-bias regime
where bias-broadening effects are minimized and the steepness of the peaks maximized.
The SET is biased around the most responsive region of the Coulomb peak, indicated by
the bias current, Ig in Figure 6.4b). In this specific configuration, the movement of a single
electron between Q; /, is enough to cause a change in the SET’s current levels I; o /; = Ig + I,
that can be associated with the corresponding spin-states via the previously discussed
spin-to-charge conversion. For a detailed review of the SET operation and spins in quantum
dots, the reader is referred to [28, 32].

6.2.3 SET READOUT PULSE SEQUENCE
As briefly explained above, during PSB readout, the quantum dots are pulsed into a spin-
dependent electron configuration for a finite duration of readout time, T,. The SET current
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Figure 6.5: SET current evolution in the readout pulse sequence.

is measured during this time and registers the charge configuration change thanks to the
capacitive coupling to Cps g1/2 by assuming the value I /1, respectively. We assume the
ideal PSB in the following, which means no decay of the blockaded states occurs during
the SET acquisition time, such that the readout signal appears as a step.

Before and after the readout times, information processing in the quantum dots is
executed. This processing encompasses a combination of fast bias-pulses on the gates defin-
ing the qubits, combined with microwave pulses. The pulses used to perform operations
are generally not targeting single electrodes, but "virtual gates" combining the effect of
multiple electrodes [133]. The SET’s plunger is often included in this virtualization due
to its large capacitive coupling to the quantum dots. Due to the movement of electrons
in the vicinity of the sensor and due to transient bias changes, the sensor current can,
therefore, fluctuate prior to the readout phase, indicated by the grey areas in figure 6.5.
This is important for the interfacing read-out circuit as either the circuit needs to be able
to cope with these variations prior to readout, or the SET needs to be configured in the
blockaded regime during qubit operation, where it is relatively insensitive to changes in
its electrostatic surroundings. Depending on the choice of operation sequence, the sensor
might also put out a well-defined zero level before the pulse, indicated by a dotted zero line
before Tp in figure 6.5. While this increases the necessary measurement time, it provides
some rejection for the low-frequency noise discussed in the following section.
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6.2.4 No1sE IN SET DEVICES

The SET intrinsically generates shot noise as discussed in [134] and tested experimentally
[135]. In this work, we operate significantly below the transition frequency [134] (=2 GHz
for the lowest typical bias of interest for our target application Ig=100pA), such that a
white shot noise power spectral density (PSD) can be assumed:

SIZ\] = 2qFIsgr (6.1)

where q is the elementary charge, F is the Fano factor [136] and Isgr is the SET current. The
value of the Fano factor F, also called the shot-noise suppression factor, was measured to be
between 0.5 - 1 [135]; thus, for the rest of this work, we adopt a value of 1 as a conservative
estimate. The intrinsic, unavoidable shot noise sets the lower limit on the SET noise.

In addition to the broadband noise, SETs are also affected by low-frequency charge
noise with 1/f shape [137, 138]. This charge noise is dependent on temperature [139], with
higher temperatures corresponding to higher charge noise. The charge noise is converted
to a current by the SET IV characteristic. Furthermore, single traps, which can be described
as two-level systems, can be strongly coupled to the sensor and cause random telegraph
noise (RTN). Such strongly coupled traps cause Lorentzian shapes in the noise spectrum
to rise above the 1/f background. In the following analysis, we assume the noise to be
dominated by 1/f, but we comment on the possible effects of RTN in the design section.

Summarizing, the intrinsic SET single-sided power spectral density can be modeled as
a combination of shot and 1/f noise:

SLFN, f=1Hz
fa
with Sprn 11z the low-frequency noise at f = 1Hz and « = 1 the low-frequency noise

slope. Srpn 112 is typically measured at the maximum conductance point, and, assuming a
first-order model, can be scaled by the device transconductance in other operating points:

S& ser(f) = 2qFIspr + (6.2)

Stinanz(V) = SLFN,]Hz,maxgg:%- Typical values for S;pn 11, lie between 10723 A2Hz ™! to
10724 A2Hz 1.

6.2.5 SET MODEL FOR DESIGN
For verification of the proposed circuits, we develop a large-signal Verilog-A model that
fits the data presented in figure 6.4 over the target operating region of the SET.

For developing the electrical interface, we model the SET setup as shown in figure 6.6,
with typical values for the parameters reported in table 6.1. As detailed above, the SET
produces a qubit-state-dependent current swing I; around a bias Ig. The signal amplitude
I; is highly dependent on the coupling of the quantum dot to the sensor, the temperature
and the bias conditions. For a practical readout, we assume a typical value of 300 pA, as
commonly reached in experimental practice. In parallel with the qubit-dependent current,
the setup model includes the setup capacitance Cs and resistance Rs. Cs = C, + Csgr is
typically dominated by the parasitic capacitance C,, of the interconnect between the SET
and the electrical readout. The intrinsic Csgr is extremely small, and corresponds to a
diffusion capacitance in a MOSFET, setting a lower bound of Cs in the order of fF, which is
only achievable if co-integrating the qubits and the readout. If the SET and the amplifier
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Table 6.1: Model parameters

Parameter Typical Range

I 300pA 100 pA to 500 pA

Ip 1nA 0.3nA to 5nA

Rs 133kQ  30kQ to 1000 kO

Cs 2pF 10 fF to 100 pF

F 1 05to1

ILpN f=1H: - 1072 A2Hz ! to 1072 A?Hz !

- oD
_T. Cs=C,+Cser <Rs=Rp||Rser

SN SET
lser=lotls T =G, ~Rser !

Figure 6.6: Simplified SET electrical model.

are mounted on different temperature plates of a dilution refrigerator or even at room tem-
perature as in [140], the long (=1 m) coaxial interconnection can result in large capacitance
(=100 pF). The quoted typical Cs=2 pF is estimated based on a two-chip configuration with
ESD protection on both sides and direct chip-to-chip bonding. In some practical amplifier
structures, the amplifier input capacitance will also add significant additional capacitance
on the input node. The SET output resistance Rsgr typically dominates the setup resistance
Rg and can be extracted from the SET DC characterization.

6.3 CRYOGENIC ELECTRONICS

Figure 6.7 shows the measured device characteristics of a typical 40 nm CMOS process that
forms the basis of the numerical estimations in this paper. A higher threshold voltage, a
steeper sub-threshold slope, and a significantly increased g, /I; are observed, like reported
in [44]. Specifically, the increased g,,/I; in weak inversion offers significant benefits for
power-efficient low-noise design, however, limited by changes in the subthreshold slope
leading to large variability in this regime [141]. The threshold voltage can, also in bulk
technologies, be influenced by a wide range of body-bias voltages [99]. The gate-tunneling-
current is, to first order, unchanged [142]. The low-frequency noise (LFN) changes when
moving to cryogenic temperatures, as reported in [112], but the general amplitude of the
change is often small compared to the device-to-device variability of the LFN. White noise
in MOS transistors has been reported to not scale as thermal noise, but rather seems to
approach a lower limit set by shot noise [53]. Possible causes for the increased noise
might also be found in self-heating in CMOS [82]. As limited white noise modelling
and characterization are available, we here adopt an effective thermal temperature of the
MOSFET of 150K for the noise in active devices for the reference 40 nm technology, in line
with the improvement observed in comparator measurements done in the same technology
[83]. This reduced scaling, however, is so far only shown in devices in saturation. If the
transistors are operated in triode, the resistive channel noise is expected to scale with
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Figure 6.7: Measured DC characteristics at room temperature and 4.2K of W/L=6x1.2 pm/100 nm NMOS and
W/L=6x2.4 um/100 nm PMOS: a) I, b) g and c) gn/I;. All measured with V4=550 mV, NMOS/PMOS source
voltage at 0/1.1V.
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Figure 6.8: Sketch of the idealized readout sequence: upon an impulse input, the channel produces current pulses
based on the bit polarity alongside white noise with spectral density Sy. A matched-filter receiver integrates the
signal current plus noise and a slicer recovers the bitstream.

temperature. In the absence of current, also no shot noise is produced. As a result, sampling
kT /C is expected to scale with temperature, suppressing it sufficiently to make it negligible
for many of the architectures considered in the following.

Another promising technology for the implementation of cryogenic amplification is
the SiGe BiCMOS process, as the SiGe B]Ts show very high current gains at cryogenic

temperature [143], and the associated g,,/I; is much larger than achievable in CMOS.

Discrete SiGe BJTs have been used in readout designs [48], enabling a very low power
consumption, that is unlikely to be achievable with CMOS. While SiGe does offer superior
noise performance, it is also significantly more difficult to co-integrate technologically. For
this reason, this work focuses on a CMOS design.
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6.4 DC-READOUT AT THE SHOT NOISE LIMIT
In this section, we explore the intrinsic SNR limits when reading an SET used as a charge
sensor for the case of a PSB-type readout, see figure 6.8. The information about the qubit

spin states b; = +1 is modeled as a train of impulses Wj,(t) each separated by the bit period
Ty:

Wi(t) = Y b:d (t—iTy) (6.3)
i=0
This neglects the spacing of readout pulses due to operations, as shown in figure 6.5, but
without loss of generality in describing the readout itself. As discussed in section 6.2.3,
the sensor reacts to this information with current pulses for each bit, describable by a
communication channel with impulse response s():

s(t) = I (u(@®) —u(t —Tp)) (6.4)

with I; the SET signal current swing and u(t) the Heaviside step function. In an idealized
case of manufacturing SETs with little oxide defects, the low-frequency noise is negligible,
and only white noise needs to be considered. Under this assumption, the ideal filter for
extracting the information from this channel is a matched filter [144]. The matched filter
impulse response h(t) is obtained from the channel impulse s(t) by time-reversal and
shifting by the bit period T:

ht)=s(Tg—t) =u(Ty—t) —u(Tg —t —Tg) = u(t) —u(t —1Tp) (6.5)

This matched filter represents an ideal integrator with reset. Without loss of generality, we

can assume that the integration is done on a capacitor Cp. The output signal provided to
the bit slicer at the moment of making the ith decision can now be written as:

T 4] LT,

Vout(Ti) = dt =+ b

-1, Cp Cp

(6.6)

Noise analysis can now be performed with the methodology in [86], given the receiver
impulse response and the single-sided noise spectral density S, ¢z(f) = So. The integrated
noise at the time of slicing can then be calculated as:

Ty
R =T)= 5 A Ih(e)dt (6.7)
1S, [T
= ZC}%/O (u(t) —u(t—1Tp))dt (6.8)
— SO
= ﬁTb (6.9)

Without loss of generality, for a memory-less system, we assume i = 0 in the following, such
that evaluation happens at time ¢ = T;. The ideal white-noise limited SNR of DC-readout is

then:
I2T?

Sb
Vout (Tb)z _ Ch _ ZIssz
n?(Ty) % Ty So

SN Rjimir = (6.10)

2C
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Figure 6.9: Ideal receiver assuming a signal amplitude of Isgr = 300 pA and a range of noise densities Sp.
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Figure 6.10: SNR limit for T; = 1ys, slicing level for equal SNR on both bits.

Solving for the current-noise density, we gain a specification for a given SNR in the case
of an ideal receiver:

212T,
\JSo = s 6.11
SNR (6.11)

If, for example, assuming the typical values given in table 6.1, this results in a requirement
of better than 134fA/ vHz for the input-referred noise of the integrator if targeting an
SNR of 10 dB with T, = 1ps. For the values in table 6.1, we plot equation (6.10) in figure 6.9,
assuming a selection of noise densities.

A limiting case is reached if we consider that the only contribution to S is the shot
noise generated by the SET itself, assuming an otherwise noiseless readout. The signal
swing I is around bias point Ig, such that the total current Isgr . = Ig £+ L. For shot noise,
we now have Sy = 2qli,+, which would result in a symbol-dependent SNR, as Isgr 4 varies
with symbol. For the requirement of equal SNR for both symbols, the slicing level needs
to be closer to the signal level with lower noise. This results in the limit on the average
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equivalent SNR of:
4T,
2
q( V=L + VI +1)

For the typical bias case in table 6.1, this limit is equivalent to the /Sy = 18fA/ VHz case
plotted in figure 6.9, forming the fundamental limit under this signal level. To explore the
effect of bias on the SNR limit, we evaluate SN Ry, over Ip for various I in figure 6.10,
keeping T; = 1pus. A maximum occurs for a bias equal to the signal level, corresponding to
no current when transmitting one of the symbols. This has a physical interpretation: if for
one of the symbols the SET is in Coulomb blockade, only minimal second-order currents
flow. When minimal current flows, also the intrinsic noise is minimal, allowing a slicing
level very close to this bit value maximizing the overall SNR.

SNRor = (6.12)

d)

Slicer

D e 15| (DBIs
W+ |}
set () (D) Ve

Figure 6.11: Amplifiers considered here: a) voltage amplifier, b) transimpedance amplifier, c) charge-based
amplifier, d) current pre-amplifier. The SET symbol is for all following analyses replaced by the small-signal
model in figure 6.6.

6.5 PRACTICAL FRONT-END REQUIREMENTS

To approach the limits set in the previous section in practice, we analyze and benchmark
four readout strategies in the following sections: voltage-mode, current-mode with a TIA,
charge-sampling, and current pre-amplification. In voltage-mode readout (figure 6.11 a)),
the SET is biased with a current, in current-mode (figure 6.11b)) with a voltage, while
the other quantity is read, respectively. As a special case of current-mode readout, charge
sampling (figure 6.11 c)) is discussed separately, as it is functionally close to the matched
filter in section 6.4. Finally, the current pre-amplifier (figure 6.11 d)) grants a current gain
with low input and high output impedance, which in practice must be followed up by a
voltage- or current-mode detection circuit.

In the discussion of these readout methods, emphasis is placed on the challenges arising
in their practical implementation. Design examples are carried out with the target of the
first stage, limiting the output SNR to 10 dB for a 1 ps integration time. Of course, to get a
10-dB SNR for the overall detection chain, the noise of the first stage must be decreased, but
the same design equations can be adopted for the specific choice of follow-up stage without
loss of generality. Further, we assume negligible low-frequency noise, requiring either
sufficiently large sizing of the input transistors for this to hold, or cascading the readout
with a correlated double sampling (CDS) stage [126]. If a CDS stage is used, however, the
requirements on the broad-band noise become more stringent, as this noise is now sampled
twice. For the remainder of this work, we assume that the amplifier is operated at 4 K.
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Figure 6.12: SNR of the voltage amplifier in model calculations and spectre RF simulations, compared to the SNR
limit.

6.5.1 VOLTAGE AMPLIFIER

At the core of a voltage-mode readout, see figure 6.11 a), the SET is biased with a current,
the signal current integration is done on the setup capacitance Cs and is sliced after
amplification. This core setup deviates from the ideal case discussed above as now the
amplifier has a high input impedance. Therefore, all impedances connected to the SET
node, indicated in figure 6.6, need to be considered: both the lumped parasitic capacitance
Cs and resistance Rs.

For the purpose of this analysis, we also assume an inter-symbol reset or settling during
the operations, resulting in no channel memory. The input system constitutes a leaky
integrator, with impulse response:

1 _:
h(t) = —e % u(t) (6.13)
Cs
with the time constant 7; = RsCs. For the signal, we then get period T:
T
s % hli—1, = Rl <l—e fs) (6.14)

The noise power from the SET is now filtered by the leaky integrator, and can be calculated
with the same method as applied in the derivation of equation (6.9):

S o,
n2(t=Ty) = - iVC’SZET <1—e fsb> (6.15)
S
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Slicer

IRITMEIX Vg

Figure 6.13: Voltage-based amplifier small signal model

This noise needs to be combined with the RMS noise of the voltage amplifier V?

,a,rms*

(s * h(t =T;))*
2t =Ty) +VZ o rats

Ty 2
RAI? <1 —e‘u)
= (6.17)

2Ty
RsSN sET -°b 2
ice  \17e ™ ) +Viamprus

SNRy =

(6.16)

In figure 6.12, we plot the achievable SNR over 1/T;, for the typical parameters from
table 6.1 and compare two special cases: V2, ., = 0 and V72, = 1.5x 1071 V2, First,
without amplifier noise, the SNR saturates for low readout speeds as the resistive input
leakage limits the integrated signal, while for high speeds, the ideal limit is approached
(model, input-only). In the second case, the amplifier noise amplitude has been chosen such
that the SNR target of 10 dB can be reached for a 1 ps integration time (model, combined).
The calculation is benchmarked against a simulation using ideal components in Spectre
RF, demonstrating a close match (combined, spectre RF). In the following, we replace the
abstracted amplifier with a more realistic model.

The amplifiers current noise S;, , can be modeled by:
Spia = 4kTyNEFgy, (6.18)

where k is the Boltzmann constant, y a technology parameter, NEF the amplifiers noise
efficiency factor [145] and g, the amplifier transconductance. Assuming the small signal
noise model of figure 6.13, the output voltage noise density at DC due only to the amplifier
is:

V2, =4kTyNEFg,R} (6.19)

With the equivalent noise bandwith NBWy = é = ﬁ, the amplifier noise is the classic
kT/C result: Ty NEFe. R
Y L

Vitmso = o Em (6.20)

It is important to note that this expression only holds for the settling case in which T, > 7,/2,
with 7, = R;Cr, [86]. Referring this to the input by approximating the gain with Apc = g, Ry
and using equation (6.17) under the assumption that the SNR is dominated by the amplifier
noise, we gain a specification for the necessary capacitance:

kTyNEF
) = 14 —SNRy (6.21)

_Zb
ADcRglsz(l —e 75 )2




6.5 PRACTICAL FRONT-END REQUIREMENTS 81

R
E =

C
F Slicer

|S%>SH,SE§? chs %Rs\é_u(t) ?mVSJI-CéR%m >

Figure 6.14: Transimpedance amplifier small signal model

Now the g, is set by the gain requirements at the symbol rate:

A1+ CIR;

~ AwC 6.22
o oCy (6.22)

8m

With w = 27 /T,. For minimizing the necessary capacitance, the gain A needs to be maxi-
mized, while for minimizing the g,, in turn the output impedance needs to be maximized.

Assuming a target gain of Apc = 100, a noise efficiency factor of NEF = 2, a target
SNR of 10dB, a bit period of T, = 1us and a MOSFET noise temperature of 150K we
gain: Cp = 2721F, g, = 170uS. This design is then simulated alongside the ideal model in
figure 6.12 (design, Spectre RF), showing a slight overdesign caused by the simplifying
assumptions. The load resistance in the simulation Ry = 1 MQ is chosen to be implementable
with MOSFETs.

For a practical design also the input bias current needs to be generated. This bias current
generation could be implemented by a bias voltage supplying a polysilicon resistor, that is
expected to fully benefit from the noise scaling with temperature, making its contributions
negligible.

This discussion of the voltage amplifier further assumed that the signal current is
not majorly affected by the voltage signal build-up. In general, this can be violated: in
our measurement data, the SET would significantly change its output characteristics if
experiencing just a 50 LV swing (the numerical example above would correspond to a
settled swing of £40 V). An improved sensor design, demonstrated in [146], can increase
the sensor’s output impedance significantly and increase the voltage range over which a
stable current can be supplied to 3mV.

6.5.2 TRANSIMPEDANCE AMPLIFIER

The current-mode front-end in form of a TIA is shown in figure 6.11 b). If Rp — oo, Cp — 0,
the TIA model reduces to the voltage amplifier in figure 6.11 a). Here we concentrate on
cases far from this limit, where full treatment of the TIA transfer function is necessary.

In a settled TIA design, the low-frequency transconductance is set by the feedback
resistor Rr. The settling also implies that the signal is not integrated, deviating functionally
from the ideal receiver in section 6.4.

To quantitatively evaluate the TIA, we analyze the small-signal model shown in fig-
ure 6.14. If attempting a full direct solution, the corresponding equations are unsuitable for
analytical estimations. Therefore, we divide the problem into two separate parts: First, we
examine the effect of SET noise in the TIA; then we look at the noise of the amplifier itself.
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Figure 6.15: SNR of the TIA in model calculations and spectre RF simulations, compared to the SNR limit.

For analyzing the effect of SET noise, we replace the amplifier model in figure 6.14 with a
voltage amplifier with gain A. The impulse response of the TIA now becomes:

A _ Rp+(1+A)Rg ;
h(t) = — ¢ (@HACFFCPIRERS () (6.23)
(1+A)Cr+Cs
The signal amplitude at the time of slicing (¢t = T) is then:

_ Rp+(1+A)Rg
s * hlt:Tb — M 1 —e (O+ACF+CsRpRs T (6.24)
Rp+(1+ A)Rs

Following the approach previously detailed for the voltage amplifier, the output noise due
to the SET noise is:

A%RER
n’(t=T,) = oS
2((1+A)Cr+Cs)(Rp+(1+ A)Rs) 695
Rp+(1+A)Rg ( . )
. <1 — e (+AXCp+CoRpRs Tb) SN,SET
The SNR is therefore: ,
h(t =T,
SNRria = s*h(t=Tp) (6.26)

nz(t = Tb) + Vnz,rms,TIA

where V2, 174 is the RMS noise of the TIA structure. We conservatively assume that the

TIA is compensated for a flat response, with Cr = %Cs. The value of the feedback resistor
Rr is mostly defined by the swing requirements of the following stage, as the resistor
noise benefits fully from the temperature scaling. To reach for example an output peak-
to-peak swing of 1 mV, we require a resistance of at least 1.7 MQ, significantly exceeding
the minimum resistor necessary due to the resistor current noise (=49 kQ@4K for half
the noise). Evaluating equation (6.25) for the case of no amplifier noise in figure 6.15, we
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see that the TIA, if settled, drops significantly below the limiting ideal performance, but
approaches it in the high-frequency limit in which the input current is integrated on the
feedback capacitance (model, input-only). The influence of the amplifier gain A on SNR
performance is small, for evaluation it was assumed to be 100. Any practical amplifier,
however, shows noise of its own, we show the combined performance with an amplifier
noise of Vnz,rms,TIA =1.2x1077 V2, which would limit the SNR to the 10dB target at T, = 1ps
(model, combined). In the following we design an amplifier for the settled TIA case.

For tractable design equations, we again assume Cr = %Cs. For this case we have for
the noise bandwidth of the TIA:

8m

NBWyjs~ —2m
A= 41 +a)Cy

(6.27)

where o = % and we assumed 1;—“ > R+ Rs. The corresponding DC voltage noise density
is, with the same amplifier current noise model as in equation (6.18) for S, ;.:

1+a)’
Vo= () 4kTyNEFg, (6.28)
8m
Combining this with equation (6.27) results in:

(1+a)kTyNEF
Vnz,rms,TIA = CL (6.29)

Now assuming a settled output signal Vy;; = RrI;, the output SNR is:

V2 R2J2
SNRy = 7 — = (6:30)
Vn,rms,TIA Vn,rms,TIA
The necessary output capacitance is then derived as
1+ a)kTNEF
Cr= #SNRO (6.31)
RiI2
F's

To calculate the necessary bandwidth, we approximate the input transfer characteristic

with its dominant pole:
Vo Rr

In 14 CFCORTCLRE (6.32)
&mRs
The finite bandwidth causes a settling error E, setting a requirement on g,:
Cr+Cs)Rs+CLR 1
m%( L +Cs)Rs +Cy Pl L (6.33)

T,Rs E

This estimation slightly underestimates the necessary conductance, as it neglects the effects
of the input pole.

For a Rp = 1.7MQ and assuming a MOSFET noise temperature of T = 150K, a NEF =4
for the amplifier and a settling error of E = 2% to be acceptable, we obtain C; = 4.4 pF and
gm = 244pS. The simulated behavior with the typical parameters in table 6.1 is shown in
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Figure 6.16: Charge-based front-end.
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Figure 6.17: SNR of the charge-based amplifier in model calculations and spectre RF simulations, compared to the
SNR limit.

figure 6.15, demonstrating that a settling TIA falls just short of the design target, due to
the influence of the neglected second pole. However, if changing to a non-settling design
by increasing the feedback resistance to R = 10MQ and keeping the same g, and Cy,
parameters, the integrating design exceeds the target specifications as seen in figure 6.15.

There is an important caveat of the non-settling TIA design: if resetting the input
capacitance Cs = 2pF via Rp = 10 MQ, the reset time constant is 20 ps, leading to significant
inter-symbol interference. This issue could be addressed either via an adaptive time
constant for resetting or by replacing the resistor by a switch. The latter approach leads to
the charge-based amplification outlined in the following section.

6.5.3 CHARGE-BASED AMPLIFIER

To come close to the ideal matched-filter-based readout strategy, we can use a charge-
integration structure, as shown in figure 6.11 c). For the purpose of making this analysis
analytically tractable, we will for now assume both Ry, and Rs to be very large in the circuit
in figure 6.16. Under this assumption, the impulse response h(t) of the circuit in figure 6.16
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is:

hoy=( L - (Cr+C)(CF +Cs)
Cr CLCSCF+C}2;(CL+C5)

. (6.34)
_ F8m t
.e CCs+Cp(Cp+Cs) > u(t)
By convolution with the input step, we gain the output signal:
I Cr+Cr)(Cr+C
s*h(tsz)=C$<Tb—( F CL)( F+Cs)
F Fém (6.35)

(O
|l 1—e CLCS'*'CF{ZL'*'CS) = LTy
Cr

The approximation holds approximately for sufficient settling of the integration loop,
i.e., for a sufficiently large g,. The SET input noise integration can be computed from
the impulse response as done in the previous section, but in the interest of space, we
approximate it here by assuming full integration of the noise.

In this noise analysis, we follow the methodology described in [147] and divide the
operation into two phases: the reset phase (R) and the integration phase (INT). In the
reset phase we can simplify the circuit by assuming Cr to be shorted, assuming that the
switch conductance is sufficiently large. In this case, the noise transfer function during the

R-phase is:
1

H, —m 6.36
= T e (6:30

As equivalent noise bandwidth is NBW = m, the total noise during the R-phase is:
15 =SuNBW = —————— +I 6.37
n,R,RMS n 4gm(CS +C )( namp n,set) ( )

This noise is re-distributed to the feedback capacitor during the integration phase with the
ratio o = % During the INT-phase the switch in figure 6.16 is an open, resulting in the

noise transfer function: .
lta

H = Sm 6.38
mINT 1+S?7a( CF+CL) ( )

Therefore the settled noise in the INT-phase is:

1+a

1+a)I? mamp s2

% om0,
(1+aCF+CL)gm ZCF

nINT,RMS = (6.39)
where we use equation (6.9) for the SET noise integration. Using equation (6.35) for the

signal amplitude, the SNR becomes:

2

S
SNRcs = (s * h(t = T)) / (chZT”

— (%, +S)+
g (Co+Cp) e T (HacF+cL)
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Figure 6.18: Current pre-amplifier CMOS implementation

As a starting point for the design, we assume a MOSFET noise temperature of 150K, a
NEF = 4,Cr = 150fF, C, = 6 pF and g, = 500pS. This corresponds to a slight overdesign,
accounting for the neglected Rs. The resulting model and simulated characteristics are
plotted in figure 6.17, showing that the design meets the 10 dB SNR target.

6.5.4 CURRENT PRE-AMPLIFIER

All previously analyzed receiver topologies benefit significantly from an increase in signal
current. Here, we evaluate if preceding them with a continuous-time current amplifier, as
sketched in figure 6.11 d), could be used to relax their specifications. In such an amplifier,
we would prefer a large current gain f5, a low input-referred noise current as well as low
input impedance. Given the sensor output impedance of Rg, the input impedance needs to
be below this by R;,; < R?S, we set a target of { = 10, to avoid excessive signal loss at the
input.

To realize a low-power current-amplifier in a CMOS technology in practice, the current
mirror, see figure 6.18, is a natural choice. A current mirror with a current gain of Ip,; /I, =
&m.p1/&m.p2 has an input referred noise of:

12, = 4kTy gmp1 <1 4 EmP1 ) (6.41)
’ 8&m,P2
For an input-referred noise of 134fA/ VHz (equivalent to a 10-dB SNR for T, = 1us as
mentioned in section 6.4) and calculating the acceptable g, p; based on the above equation
and assuming a ratio of gy p2/gmp1 = 10 as well as a MOS noise temperature of 150K
results in an upper bound for the conductance of g, p; < 1.8uS. As the corresponding
bias current is significantly larger than the SET current, a current-bleeding path (Ipj.q in
figure 6.18) in parallel with the SET needs to be used. Following this, the input resistance
of the structure is Ry, > 540kQ, violating the input impedance specification. To avoid this
loss, a common-gate (CG) stage can be employed. Even if biased in weak inversion with
the same current, the input resistance of the CG-stage is still only =3x smaller than the one

of the current-mirror stage in strong inversion (assuming &” vt sl gl;"% = 3), thus requiring

a boosted CG stage, as shown in figure 6.18 and as used in the design in [45]. The noise
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Figure 6.19: SNR of current amplifier in spectre RF simulations.

contributed by the boosted CG stage is approximately:

gm,NlAVn,A + In,Nl

Lica = Re
1+ gmN1RsA+ = (1+ gmN1ToN1)?

(6.42)

To,N1

If assuming no boosting (A = 0), there is only weak suppression of the CG noise due
to the comparatively low sensor impedance, since Rsg, N1 = 133kQ-5.5uS = 0.7. Also,
the resulting R;, = 180kQ input impedance still leads to a = 2x signal loss. If employing
boosting, the amplifier noise appears across the input impedance as I?, ., = V2, /R§
(assuming a large gain A), resulting in a specification for the amplifier input stage gy poost

of:
4KTyNEF

RIZ

n,boost

8mboost = (6~43)
Budgeting half the maximum input-referred noise from equation (6.11) to the amplifier
and assuming NEF = 4 for a differential OTA leads to a requirement of g, = 440pS. The
gain requirements for the amplifier are relatively moderate if targeting R;, < %, leading to
a required gain A = 35 (also considering halving the current in P1 to make room for the
amplifier noise). The boosted CG-stage has the added advantage of a well-defined input
bias voltage, limited however by the pole formed by the amplifiers g, and Cs.

We evaluate this design in simulation for gn,, = gmy, = 1HS, Zmp, = 108mp,; A =35 and

budgeting half the available noise to the amplifier at a MOSFET noise temperature of 150 K.

For the purpose of this verification, we assume the circuit is followed by an ideal integrator
as the matched receiver. The result in figure 6.19 achieves sufficient performance. The drop
of SNR at higher frequencies corresponds to the signal current being lost in Cs, which can
be counteracted by a larger boosting via A.

An advantage of using the current pre-amplifier is the reduction of kickback from the
receiver circuit. The effects of sampling or resetting in the receiver circuit will be reduced
by the reverse-isolation. In figure 6.18 this isolation can be further increased by adding
cascodes at the output of the mirror.
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Figure 6.20: SNR comparison of voltage amplifier (Vamp), integrating TIA and, sampler (CS) and current amplifier
(IA) in response to a) symbol period, b) input capacitance, c) input resistance.

Table 6.2: Design comparison

Metric VA TIA CS 1A
Cy [pF] 027 44 6 X
&m [pS] 170 240 500 440

Power [pW] 19 26 55 48
Fixed input bias X v v v
Reset-free X ) X v

6.5.5 BENCHMARK

The four front-end architectures discussed above each have substantial benefits and chal-
lenges, summarized in table 6.2. The voltage amplifier provides the lowest-power solution,
but its input voltage definition relies on external resetting and is not stable during inte-
gration. The integrating transimpedance amplifier needs a significantly more complex
amplifier topology that results in a worse NEF and therefore more power. It however does
fix the sensor voltage at the input and can work without a dedicated reset if allowing
enough time for settling. The charge integration uses the most power and requires the
largest output capacitance, but includes both a practical input-voltage definition and a fast
reset. Finally, the current amplifier relies on one of the preceding front-ends before slicing
and uses considerable power, but at the same time isolates the sensor from any switching
and allows for fast settling of the input node.

In figure 6.20, we compare spectre-RF simulations of the designs presented in this
work. For this, we use the models derived in the previous sections and values reported in
table 6.2). In a), the input-signal settling observed for the voltage amplifier and TIA limits
their SNR at lower frequencies, while the charge sampling architecture and the current
amplifier continue to benefit due to integration. While the extent of this integration is
in theory limited by the dynamic range, this is likely not problematic given the minute
signal levels. For the case of the current amplifier, this improvement only holds if it is
followed up by an integrating stage as detector (like the charge sampler). In b), the charge
sampling again benefits most from reducing the input capacitance, as this reduces the
feedback factor a and leads to both a more complete signal integration and lower noise gain
during integration. If sweeping the input resistance up from the default value of 133 kQ,
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the voltage amplifier benefits dramatically, as this increases the signal amplitude that can
be integrated on the parasitic input capacitance. This benefit can only be taken advantage
of if the sensor can sustain the signal under the larger voltage swings.

We judge from this analysis that the charge-sampling amplifier is best-suited for a
potential co-integration. It requires no significant innovations on the sensor side, and
benefits significantly from reducing the parasitic capacitance, allowing to scale the power
of this architecture in a co-integration environment. The charge-sampler could be imple-
mented similarly to the one in [47], but a targeted co-integration design could save much
power. For a two-chip solution, on the other hand, without further sensor innovations,
the transimpedance amplifier or current pre-amplifier are well suited, due to the compara-
tively lower power and good SET bias definition. If however improving the sensor design
as suggested in [146], resulting in a significant increase in SET output impedance and
therefore Rg, the voltage amplifier promises to perform exceptionally well for a two-chip
setup, especially when implementing the g, with a high-mobility transistor, such as, for
example, a SiGe BJT. While the long-term prospects of co-integration of SiGe B]Ts are
more difficult, such a solution could offer very low power dissipation, significantly beyond
analyzed CMOS implementations.

6.6 CONCLUSION

In this chapter, we have modeled the electronic interface of a SET charge sensor for
spin-qubit readout and derived its intrinsic limit in signal-to-noise ratio. In order to
practically approach such limits, several circuit architectures are proposed and analyzed
analytically and numerically, showing the advantages and disadvantages in terms of their
power dissipation, kickback towards the sensor, and capability in accurately biasing the
SET. While the numerical results are representative of a typical case, the approach can
be adjusted for the specific SET sensors, as required given the significant spread of their
parameters over reported experiments. The design equations derived here represent the
foundation to build future low-frequency spin-readout interfaces with minimal footprint
and power dissipation, as required for large-scale quantum computers.
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7.1 RESEARCH OVERVIEW

vantum computers promise significant advantages for addressing problems of acute

societal relevance, like drug discovery [148]. However, today’s quantum computers,
while on the verge of the ability to produce useful results [149], lack significantly in scale
to be able to provide the full expected benefits. One bottleneck in scaling up quantum com-
puters is the interconnection between cryogenic quantum processors and the controlling
room-temperature electronics. To avoid this bottleneck, cryogenic electronic controllers
that operate closer to the qubits have been proposed [17, 19]. Broadly, these controllers
need to be able manipulate the quantum processor for executing the quantum algorithm
and then finally read the result of the computation.

The research presented in this thesis can be divided into three general areas, all rele-

vant to the development of cryogenic electronics performing this final read operation on
quantum computers:

1. Cryogenic high-speed analog-to-digital conversion
2. Low-frequency noise characterization at cryogenic temperatures
3. DC-readout specifications for silicon-spin-based quantum computers

In the following sections, these areas are revisited to provide an overview of the specific
contributions made in this thesis to each strand of research. In each area, we come back to
the research questions posed in the introduction in section 1.6.

7.1.1 CRYOGENIC ANALOG-TO-DIGITAL CONVERSION

The first research question in section 1.6 asked for an efficient ADC at cryogenic temper-
ature for RF-readout of spin qubits. In chapter 2, first the lack of suitable specifications
for designing an ADC targeted at frequency-multiplexed readout was addressed. For
implementing the high-speed ADC required by the found specifications, the absence of
dependable transistor models for simulation was a hurdle in the design process. This was
addressed by choosing the SAR topology, which is both power-efficient and comparatively
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robust against device-model changes. Additionally, the changes in device characteristics
were anticipated where important. For example, a variable common mode was adopted
to counteract the transistor threshold voltage increase, which otherwise would cause the
comparator to slow down. To reach the target sampling speed in the available 40 nm
technology, the SAR conversion loop was further unrolled. The resulting ADC was the
first reported high-speed ADC at cryogenic temperatures.

In moderate-resolution SAR ADC design, the comparator noise determines the con-
verter’s noise performance. This noise is caused by broadband transistor noise, which is
commonly associated with thermal noise. To direct future designs, the noise of a strong-
ARM comparator was characterized in chapter 3. The noise was found to improve by a
factor of approximately 2 when cooling from room temperature to 4.2 K, which constitutes
a relatively minor change compared to the dramatic reduction in temperature by a factor
of 70. This adds to the evidence that, in addition to thermal noise, other mechanisms like
shot noise may play an important role at cryogenic temperatures. These results can be
used to direct future cryogenic comparator designs. Additionally, significant enhancements
to the energy efficiency of the ADC have been made in chapter 3, especially by adopting
a low-voltage clock receiver. Related to question one in section 1.6, this converter is an
effective solution for RF readout of frequency multiplexed spin qubits.

In chapter 4, an efficient dynamic driver for the high-speed ADC was designed to
address the second research question from section 1.6. The integrating driver features
cascode sampling and also implements the time-interleaving. Its operation at cryogenic
temperatures was enabled by the extensive usage of forward body-biasing, which was
also evaluated with respect to its impact on analog design for cryogenic temperature in
general. Cryogenic-aware forward body bias was demonstrated to be an effective technique
for mitigating the increase in cryogenic thresholds. Thanks to this, body-biasing enables
a wide range of circuit techniques that were previously restricted to room temperature.
Combined with power-effective clock handling, this resulted in the best-reported figure-of-
merit that includes the driver at room temperature and the first-reported one at cryogenic
temperature.

7.1.2 LOW-FREQUENCY NOISE CHARACTERIZATION AT CRYOGENIC TEM-
PERATURES
To assess and understand the cryogenic behavior of low-frequency noise in CMOS de-
vices(question three in section 1.6), chapter 5 describes a specialized setup developed
to facilitate the comprehensive low-frequency noise characterization of a 40 nm CMOS
process at cryogenic temperature with the goal of enabling more directed analog design.
Specifically, for the first time at cryogenic temperature, the setup allowed for many devices
of the same size to be characterized, forming the statistics necessary to inform design
decisions. In this characterization, a diverse set of differences between noise behavior
at RT and 4.2K was found, broadly summarized by NMOS devices displaying a small
increased noise and PMOS devices a mild decrease. Also, a systematic Lorentzian feature
was found to be present in the devices. The Lorentzian was observed to be comparatively
stable between devices of the same geometry and flavor. The detection of this feature was
enabled by the statistics that were available in this work for the first time. Further detailed
characterization of the feature across temperature and bias suggested band-tail states that



7.2 MAIN CONTRIBUTIONS 93

act as traps at cryogenic temperature as a possible cause for this effect. An analysis of the
noise behavior over area revealed that noise scaling with area continues to be applicable
at cryogenic temperatures. The large open dataset associated with this study provides a
valuable resource for further modeling and analysis.

7.1.3 DC-READOUT SPECIFICATIONS

Finally, chapter 6 addresses the fourth and last research question posed in section 1.6, which
asks for investigating the limits for DC-readout of SETs and asks for design guidelines. A set
of specifications for the design of DC-readout for silicon spin qubits were developed. First,
the charge sensor under investigation, an SET, was described and modeled. Then, limits
in SNR for the operation of the sensor under ideal readout conditions were established,
forming an upper bound for any practical effort. These limits were found to be far from the
performance currently achieved in DC-readout interfaces, demonstrating that significant
gains in either SNR or speed are possible if an approximately ideal readout is implemented.
Furthermore, a number of practical integratable implementations for DC-readout were
evaluated by deriving design equations for a voltage amplifier, TIA, charge sampling, and
current amplification. The TIA seems most suitable for two-chip solutions, while the charge
sampling amplifier holds good scaling capabilities for a co-integration.

7.2 MAIN CONTRIBUTIONS
Here, a brief summary of the main contributions of this thesis is given:

« The first high-speed ADC at cryogenic temperature was demonstrated [55].

+ By pioneering the usage of back-biasing in bulk for many cryogenic analog circuits,
the limitations previously posed by the cryogenic threshold increase have been
overcome. As a result, analog design in bulk CMOS will change significantly, as
many previously employed techniques to work around the increase become obsolete
(chapter 4).

+ The first dynamic ADC driver at cryogenic temperature was shown. The driver’s
power consumption did not compromise the ADC power-efficiency, leading to a
competitive combined figure of merit (chapter 4).

+ The most extensive low-frequency noise characterization performed on cryogenic
CMOS devices to date was presented, providing valuable information to designers of
precision analog circuits (chapter 5).

« Fundamental limits for DC readout of SETs have been established and ways to
approach these limits in practice have been analyzed (chapter 6).

7.3 FUTURE WORK

This work contributed to the development of a scalable cryogenic readout interface for
spin-qubit quantum computers. Suggestions for further work include:

« To make use of the efficient ADC and driver developed here, they need to be integrated
with the rest of the readout chain and a digital backend. Developing this full system
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however while accounting for the highly variable sensor specifications carries the
risk of an ineffective design due to wide ranges, e.g. in operating frequency that
need to be covered. To arrive at a stable and precise specification for design, more
detailed design work on the direct interface of the RF readout chain with the target
sensor is necessary. While this is difficult due to the exploratory nature of the field,
narrowly targeted well-performing demonstrators will grant better reference points
for progress than developing replacements for general purpose instrumentation.

While sampling noise (kT/C) is not an important issue in the moderate-resolution
ADCs designed here, it is a central concern for many high-resolution architectures
with regard to driving the ADC and area consumption. While it is well established,
and also discussed in this thesis, that the wide-band current noise of CMOS transis-
tors does not scale with temperature, the sampling noise might, as it corresponds
to the noise produced by the resistive channel - opening opportunities for novel
approaches to high-resolution ADCs specific to cryogenic temperatures. In particular,
a high-resolution ADC with a much smaller input capacitance purely determined
by matching requirements could ease both driving and area considerations beyond
what is possible at RT.

If necessary, to improve the linearity of the presented dynamic amplifier further, a
direct option could be to significantly reduce the swing of the ADC. This, in turn,
would mean more difficult comparator noise specifications, but these are much easier
to manipulate than the linearity constraints of the amplifier. This concept potentially
integrates well with the suggested minimized input capacitance in the preceding
comment.

As back-biasing effectively allows for resolving the threshold increase at cryogenic
temperatures for bulk CMOS technologies, many previously discarded circuit tech-
niques become possible at cryogenic temperature. This includes e.g. the usage of
cascodes in amplifiers and pass-gate switches for analog voltages. Future designs
could go beyond this by using the threshold voltage control to enable novel circuits,
especially by incorporating the additional gate in a functional way. To validate
the usefulness of the body bias for such AC applications, the back-gate frequency
response should be characterized.

While an extensive low-frequency noise characterization has been performed as part
of this thesis, an associated compact model needs to be derived from the data to fully
harness the associated benefits in analog verification.

The systematic Lorentzian behavior found in the characterized bulk CMOS technol-
ogy lends itself to a much more detailed analysis of the devices. Possible directions
for this include: As the Fermi-Level at 4.2K is a very sharp probe into the device
dynamics, it might be possible to use noise as a detailed probe into the band-structure
of the device. Also, it could be worth investigating the possible connection of these
noise measurements with the sub-threshold slope changes at cryogenics.

While MOS technology has the far-future promise of co-integration, different tech-
nologies, like for example SiGe, offer various advantages, for example in the imple-
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mentation of LNAs or for DC-readout. For near-term projects, using these better-
performing technologies for several key building blocks (like, e.g., LNAs) enables
offering competitive cryogenic electronics to be actually adopted by users on a daily
basis, while CMOS is still used predominantly for demonstration purposes.

« DC-readout faces significant short-term challenges: especially the need for one
connection per device for a multi-chip implementation might negate the advantages
in terms of size and rejecting low-frequency noise becomes a necessity. However, if
it can meet the speed requirements by e.g. using SiGe transistors, the significantly
lower complexity compared to RF-readout might make it a highly beneficial solution,
even in the short term.

« For the long-term outlook, co-integration of DC-readout might provide a crucial
platform advantage of semiconductor spin qubits, especially given the potential of
DC readout to approximate the minuscule size of the spin-qubit devices physically.
A concrete example of an interesting demonstration in the context of DC-readout
could be the implementation of the charge sampler in a CMOS process. While not
the optimal solution for a two-chip setup, this could allow for testing possible caveats
of the concept, like e.g. kickback issues. Also, a demonstration of a design scaled
appropriately for the small parasitic capacitance in a co-integration scenario could
be an important demonstrator.
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ADDITIONAL LOW-FREQUENCY
NOISE CHARACTERIZATION
RESULTS

This appendix chapter has been published as the supplementary information for the following publication: Gerd
Kiene, Sadik Ilik, Luigi Mastrodomenico, Masoud Babaie, and Fabio Sebastiano, Cryogenic Characterization of
Low-Frequency Noise in 40-nm CMOS, IEEE Journal of the Electron Devices Society (2024) [109]..
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A.1 MEASUREMENT SETUP

Figure A.1 shows a detailed overview of the measurement setup for the NMOS DUTs. The
PMOS measurement is symmetric, but referenced to V4q. Switching between different
functions is implemented with latching relays, that are chosen as they do not dissipate any
static power at cryogenic temperature. The relays G6KU-2P-Y have proven to be reliable at
cryogenic temperature.

The setup uses resistive bias-T for biasing, with the resistor (Rpr) chosen to be 1kQ for
the short (high-current, HC) devices, and 10 kQ for the longer (low-current, LC) devices. The
capacitor (Cpr) in both cases is a 200 pF low-leakage foil capacitor. This RC combination also
defines the setup lower frequency corners at 800 mHz/80 mHz for the HC/LC configuration.
After passing the AC-coupling capacitor the signal is amplified by a 1 MV/A TIA and
digitized by an acquisition card (M2p.5911-x4). The resistor configuration also has an
influence on the setup noise floor: the amplifier used in the TIA has an input referred noise
of 1nV/ VHz, which is converted to a current by the resistance at its input. The upper limit
of this resistance is given by the resistor in the bias-T. In practice however the effective
resistance is lowered by the devices output resistance (r,). The effect of the parallel output
resistance is especially important for measurements in the linear region, where the device
output resistance is low. A simple model for the input-referred noise of the setup can be

written as: )

2 _ n,amp 2
In,in,setup - (RBT”ro)z + n,Rpr

with Vy, amp the input noise spectral density of the amplifier used in the setup, approximately

1nV/ JVHz, Rgr the bias-T resistor, r, the device output resistance and I g, = % the
thermal noise of the bias-T resistor. When measuring the setup noise floor without the
transistors turned on, we always measure the combined effect of V;, 4mp and Iygr,. A
conservative estimate for the noise that will be produced by the setup alone when the
DUT is turned on I estimate, is to scale the measured current noise floor I mean, fl0or by the

additional noise due to r,:

(A.1)

Rpr

2

2 2

In,estimate = (1+ r > In,meas,floor (AZ)
0

This overestimates the noise as it assumes all noise originates from the TIA, which is not
fully correct as the measured noise floor differs between RT and cryogenic temperature.

Each transistor is implemented, unless otherwise noted, without any metallization
directly placed above (excluding also dummy metals for metal-density filling) and with a
single dummy transistor on each side. Exception from this rule are the 4 pmx4 pm devices
that have no dummies due to layout constraints.
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Figure A.2: Data processing: effect on median filter on a) example diode-biased result and b) example triode-biased
result.

A.2 DATA PROCESSING

All plotted data was smoothed with a median filter for better visibility, with the resulting
effect on the data showcased in figure A.2. The filter changes the range of the median
in the center of the spectrum. Also, the lower frequency bound of the data in any plot
is between 5 Hz/1 Hz for HC/LC configurations, to avoid a noticeable effect of the bias-T
on the results. At the higher end of the frequency, the data is cut off at 50 kHz to avoid
artifacts caused by the setup bandwidth limitations.
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A.3 ADDITIONAL VERIFICATION

Due to the presence of the unusual systematic Lorentzian feature, we took additional care
in setup verification to exclude that any other components being cooled down to cryogenic
temperature could be responsible for such a Lorenzian. Here, we discuss these additional
verifications in more detail, starting with the one directly related to the chip carrying the
transistors and continuing to verify the absence of artifacts from the measurement board
components.

On the chip, we identified two possible causes that might influence the measured noise.
First, the leakage through the transistors and the ESD diodes on-chip that are nominally
"off"; secondly, any effect related to the thick-oxide selection switch. We have excluded the
leakage effects by the deselected transistors by recording the spectra with all transistors
deselected and sweeping the drain bias, as shown in figure A.3 a) and b). The on-chip
multiplexing was tested by reducing the thick-oxide switch supply by 500 mV, without
measurable effect on the transistor behavior in figure A.4.

Continuing with the on-board verification, we excluded effects stemming from the
resistors and capacitors. In literature, there are some reports of low-frequency noise in thin
metal films, e.g. in [150]. For testing if the used thin-film resistors contribute measurable
amounts of noise at 4.2 K, we replaced the chip with resistors equal to those in the bias-T
(to get realistic current densities) and ran noise acquisitions under various bias conditions,
without observing noise contributed by the resistors, see figure A.3c) and d). Similar
reports exist on low-frequency noise in tantalum capacitors, e.g. in [151], motivating the
same test for these. To test the possible influence of tantalum capacitors, we tested the
samples on a board without populating these capacitors. The resulting measurements show
no significant changes in the Lorentzian characteristic due to the removal of the capacitors,
see figure A.5.
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Figure A.4: 4x4u NMOS, a) nominal supply, b) thick-oxide supply decreased by 500 mV
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Figure A.5: 4x4u PMOS, a) with tantalum capacitors, b) board without tantalum capacitors (resulting in stronger
interference).
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Figure A.6: Input-referred noise spectra for NMOS (a, ¢) and PMOS (b, d) with WxL =1 pumx=1pm at Vg=1.1V and
Vis=1.1V (a,b) and V4,=50 mV (c,d), respectively. 8 devices at the same bias points are shown.

A.4 ADDITIONAL RESULTS

In this section, we show additional results from our characterization that can are also part
of the associated dataset. The main objective in doing this is to give an overview of the
dataset and thereby invite others to use this data for further modeling.

figure A.6 shows example noise spectra for 8 1 pmx1 pm devices for both NMOS and
PMOS. These are the same devices as in the main text, but now the input-referred spectra
are shown. The input-referring is done using the individual, characterized, g, of the
transistors.

In the main text the diode-spectra with Vys=V4s were discussed. Here we complement
this by showing the mean triode spectra with V=50 mV in figure A.8. The associated RT
results are again close to simulation, and cryogenic results show signs of the described
common Lorentzian, especially in the PMOS results. The influence of the additional
Lorentzian in the linear region is also appearing at lower frequency, even affecting the
results around 10 Hz, in contrast to the observations when biasing in saturation. However,
the effects of the common Lorentzian are comparatively less apparent overall in the linear
region.

figure A.9 shows the same mean spectra in triode, but now input-referred. At RT the
significantly larger bias-dependence of the PMOS input-referred noise appears, suggesting
a higher degree of correlated mobility fluctuations. Again also here the bias-dependence of
the common bump is preserved.
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Figure A.7: a,b) Normalized current noise versus device area for (a) NMOS and (b) PMOS at V4,=50 mV and
Vgs=1.1V for 15 different geometries. c,d) Variance of normalized drain current for NMOS (c) and PMOS (d) at
same bias point as in a,b.
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Figure A.8: Mean noise spectra for PMOS and NMOS devices with WxL=1 pmx1 pm and WxL=1 pmx=40 nm with
Vy5=50 mV for logarithmically spaced overdrive-voltage (Voq=Vgs-Vin) at RT (a-d) and 4.2K (e-h). Each curve
represents the mean of 8 individual devices. The RT plots also show the corresponding simulations of the foundry
model.

In figure A.10 the input-referred mean NMOS spectra show little bias dependence
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Figure A.9: Mean input-referred noise spectra for PMOS and NMOS devices with WxL=1pumx1pm and
WxL=1pmx40 nm with V4,=50 mV for logarithmically spaced overdrive-voltage (Voq=Vgs-Viy) at RT (a-d) and
4.2K (e-h). Each curve represents the mean of 8 individual devices. The RT plots also show the corresponding
simulations of the foundry model.
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Figure A.10: Mean input-referred noise spectra for PMOS and NMOS devices with WxL=1pmx1pm and
WxL=1pumx40 nm with Vg=Vy for logarithmically spaced overdrive-voltage (Voq=Vgs-Vin) at RT (a-d) and
4.2K (e-h). Each curve represents the mean of 8 individual devices. The RT plots also show the corresponding
simulations of the foundry model.

in diode measurements at RT, as discussed in the main text. The bias-dependent effects
are again stronger for PMOS devices. The cryogenic measurements show the strong
bias-dependence of input-referred Lorentzian, especially in the 1 pmx1 pm PMOS devices.

In figure A.11 the results from figure A.8 and figure A.9 are sliced at 10Hz. As in
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Figure A.12: Several threshold voltage flavors of PMOS 1x1 pm, mean of 8 devices each. All flavors show the
common Lorentzian.

the main text the individual dots represent individual devices. As expected, these show
significant deviations from the mean also at cryogenic temperatures. However, these
triode results are influenced by the common Lorenzian in part, as for triode this lies at
comparatively lower frequency. Towards lower bias, we observe an upward trend in the
input-referred noise, which would not be expected for number-fluctuations, but rather
could be a signature of possible mobility fluctuations [111]. Further investigations in the
deep-sub-threshold regime are necessary to substantiate this.

In figure A.12, we compare several threshold-voltage flavors, using the mean of 8 1x1 um
devices for each flavor. This showcases that the bump is present for different threshold-
voltage flavors, with all devices in exactly the same setup, but the effect manifests different
magnitudes / bias dependencies. This makes a doping-dependent explanation more likely.

In figure A.7, we show the RT results: these are generally closer to standard theory
[117], with expected value scaling close to 1/WL and variance to 1/(WL)3. While being



A.4 ADDITIONAL RESULTS 107

_ N NMOS, W=1000 nm, L=1000 nm NMOS, W=10001m, L=1000 nm NMOS, W=1000 pm, L=1000 nm

1071 ““Metal above, w/o dummy —_ w/o dummy S Metal above
- - R SN - = - "\\’
' 1071 ) \ T ;
N N S N
o= = = o>
il(] 2 Nﬁ : i
s & |b) F[0) A |d)

107%

10 10° 10 10° 10! 10* 10! 10°
f [Hz] f [Hz] f [Hz) f [Hz]

Figure A.13: a) nominal measurement of 8 1x1 um NMOS devices with metal exclude above and dummies on the
sides, b) metal lines placed as a grid on top in layout and dummies removed, ¢) dummies removed, d) metal lines
placed on top in layout.

also closer, the NMOS results continue to be a bit lower in both metrics. The cryogenic
results are influenced by the systematic Lorentzian and therefore not easily comparable to
room temperature data for the area sweep.

For 1 pmx1 um devices, we had the following additional devices available: ones with
metal fill on-top, ones without dummies and ones with both of these modifications. We
expected possible stress-dependent effects to show up in the spectra, but both interventions
had no measurable effects on the transistors noise performance, with individual device dif-
ferences dominating, as seen in figure A.13. Low-frequency noise performance is therefore,
within the accuracy of our measurement, stable over those layout variations, resulting in
no special layout precautions from the perspective of low-frequency noise.
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APPENDIX SET DC READOUT:
OPPORTUNITIES AND LIMITS

A.1 BER ForR PAM

In reading spin qubits, the task is generally to read out spins corresponding to a spin-up or
spin-down state, in the following denoted as 0 and 1. This is translated into an SET signal
that is a normally distributed with mean y p; and standard deviation op = 01 = 0. The
error in this case is given by:

11 x—
Pororo==——erf ( \/E'l:) (A1)

2 2
The optimal decision threshold for this case is the mid point, such that x = ”O;r—”l with this:

1 1 H1— Ho
P, =—-—= A2
error,0 2 zerf( 5 \/EO' ) (A.2)

Due to symmetry we have Peror0 = Perror.1 = Perror. Now the power of this signal is given
by:

1 Ho + [ 21 Ho + 11 2
P :,( _ ) +,( _7> A3
=3 Ho 2 2 H 2 (A3)
_ (po = )? (A.4)
0 .

And with the Q-function Q(x) = % - %erf (%) and SNR = %:

BER=Q( VSNR) (A.5)

This is plotted in figure A.1. Reversed we recover the SNR requirements for a given BER.
For example: for a readout fidelity of 99.9%, a common threshold for practical quantum
error correction, we require a BER = 0.001, so a SNR of better than about 10dB.
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Figure A.1: BER requirements

A.2 LARGE-SIGNAL VERILOG-A SET MODEL
We list a suggested verilog-A model for the SET in the following, in the interest of space
only the core of the model is shown:

‘define reps 10
module set_model(s, d, p);
electrical s, d, p;
genvar 1i;
analog begin
generate i (-‘reps, ‘reps) begin
I(d, s) <+ i_step
« (1 / pi = tanh ((V(d,s) - V(p,s)
» ls_p + i » v_charge « 2) / pw)
+ 1/pi » tanh ((V(d,s) + V(p,s)
» la_p - 1 + v_charge « 2) / pw));
end
I(d,s) <+ white_noise(2 * 1.6021e-19
» I(d, s), "shot")
+ flicker_noise (flicker_noise_1hz,
1, "flicker ");
end
endmodule

In the model s, d and p correspond to source drain and plunger of the SET, i, is the
conductance per level contributing to the transport, la, is the leverarm of the plunger, pw
the peak width, vcparge is the dot charging energy, flicker,oiseihz is the 1/f noise at 1 Hz
measured at the point of maximum dot conductance. Finally reps defines the number of
repetitions of the coulomb diamond pattern. A limitation of the model is the 1/f noise
representation: this is now constant over the entire range, and therefore only valid at the
point of maximum conductance. An extension of the model could scale the flicker,oiseihz
parameter with the g,.
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125

SUMMARY

Quantum computers promise large speedups compared to classical computers for specific
classes of problems by exploiting quantum phenomena for computation. Despite notable
progress towards larger systems, today’s quantum computers still lack the necessary size for
realizing many of the anticipated benefits. Scaling to these larger numbers is complicated by
the fragility of the qubits, which raises the necessity of operating the quantum computing
core at deep cryogenic temperatures to limit the influence of noise. However, in the present
experimental setups for quantum computing the electronic interfaces are often based on
equipment operated at room temperature. This arrangement creates a potential wiring
bottleneck towards cryogenic temperature, that is connected to reliability limitations.
A proposed solution to this challenge is moving the interfacing electronics close to the
qubits into the cryogenic environment. However, implementation of the electronics at
cryogenic temperature places a set of system constraints that prevents directly porting
the room-temperature electronics. The most prominent of these constraints is the limited
cooling power at deep cryogenic temperature, requiring the interfacing electronics to save
power wherever possible. To implement the necessary functions of the interface in practice,
CMOS technology is uniquely positioned due to its large scale integration capabilities,
low-power digital logic and sustained performance at cryogenic temperature.

In this work, contributions to the readout electronics of quantum computers are made,
with an emphasis on the readout of semiconductor spin quantum computers. Readout poses
a significant challenge for current spin-qubit systems, especially its scalable integration
into the electronic interface. This dissertation can be separated into contributions to the
readout of quantum computers in three main categories: cryogenic digitization, cryogenic
noise characterization and readout benchmarking.

The wide-band signals present in the frequency-multiplexed RF readout interface
require corresponding wide-band digitization capabilities of the associated data converters.
In this work, we present robust, power-efficient and high-speed time-interleaved SAR
ADC designs adopted to operation at cryogenic temperature to serve this application.
These include the first high-speed cryo-CMOS SAR ADC suitable for operation in the
RF readout interface, further efficiency improvements to this ADC and finally an ADC
tightly integrated with an efficient body-bias enabled dynamic pre-amplifier. The body-bias
enabled pre-amplifier also demonstrated excellent room-temperature performance, with
the best reported combined power efficiency of a high-speed SAR and driver circuit. All
designs have been realized in a 40nm CMOS technology and characterized at cryogenic
temperature.

For the directed design of many of the functions in the electronic interface, accurate
models for simulation are required. While significant work has been presented on DC char-
acterization at cryogenic temperatures, comparatively little work covering low-frequency
noise is available. To help further development, an extensive low-frequency noise charac-
terization is performed on a 40nm CMOS technology at cryogenic temperature. The results
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of this characterization allow a broad overview over the low frequency noise behavior of
the technology. Given the radical change in temperature between room-temperature and
cryogenic temperature, a surprisingly small overall change in the input-referred noise is
observed. The most prominent difference is the finding of a systematic Lorentzian feature
at cryogenic temperature that is for the first time described here.

Lastly, while promising designs have been suggested for the DC-readout of spin qubits,
guidelines for directing such designs have been lacking. In order to provide a set of such
guidelines, we first demonstrate that the limits of DC-readout lie significantly beyond
current state-of-the-art, with much room for improvement on the electronics. Then, we
analyze the voltage amplifier, the transimpedance amplifier, the charge sampling, and the
current pre-amplifier by deriving their design equations and trade-offs. Finally the various
architectures are compared with the fundamental limit and suggestions for specific use-
cases are give. The results suggest that DC-readout is a promising path for the development
of a scalable spin-qubit readout.
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Kwantumcomputers beloven grote snelheidsverbeteringen ten opzichte van klassieke
computers voor specifieke classificaties van problemen, door gebruik te maken van kwan-
tumeffecten in de berekeningen. Ondanks de noemenswaardige vooruitgang naar grotere
systemen, ontbreekt het hedendaagse kwantumcomputers nog steeds aan de benodigde
schaal om de verwachte voordelen te realiseren. Het groeien naar deze groottes wordt
bemoeilijkt door de kwetsbaarheid van de qubits, wat de noodzaak oproept om de kern
van de kwantumcomputer te laten opereren op extreem cryogene temperaturen, om zo de
invloed van ruis te drukken. Desondanks zijn in hedendaagse experimentele opstellingen
voor kwantumcomputers de elektronische interfaces vaak gebaseerd op apparatuur die
draait op kamertemperatuur. Deze configuratie cre€ert een potentieel bedradingsknelpunt
naar cryogene temperaturen, wat samenhangt met limitaties van de betrouwbaarheid. Een
voorgestelde oplossing voor deze uitdaging is het plaatsen van de elektronica dicht bij
de qubits in de cryogene omgeving. Het implementeren van de elektronica op cryogene
temperaturen zorgt echter voor een set aan systeembeperkingen die voorkomen dat de
kamertemperatuur-elektronica direct gebruikt kan worden. De belangrijkste beperking is
het gelimiteerde koelvermogen op extreem cryogene temperaturen, waardoor de elektro-
nica waar mogelijk energiebesparender moet zijn. Om de benodigde functies in de praktijk
te implementeren, is CMOS technologie uniek gepositioneerd; door zijn vermogen op grote
schaal geintegreerd te worden, het lage verbruik van digitale logica en de aanhoudende
prestaties op cryogene temperaturen.

In dit werk worden bijdragen geleverd aan de uitlees-elektronica van kwantumcompu-
ters, met de nadruk op het uitlezen van halfgeleider spin-qubit kwantumcomputers. Het
uitlezen vormt een belangrijke uitdaging voor huidige spin-qubit-systemen, voornamelijk
in het schaalbaar maken van de integratie met de elektronica. Dit proefschrift kan in zijn
bijdragen aan het uitlezen van kwantumcomputers worden verdeeld in drie hoofdcatego-
rieén: cryogene digitalisering, cryogene ruis-karakterisatie en het maken van maatstaven
voor uitlezingen.

De breedband signalen die aanwezig zijn in de frequentie-gemultiplexte RF uitlees-
interface vereisen overeenkomstige breedband-digitaliseringsvermogens van de geas-
socieerde dataomzetters. In dit werk presenteren we robuuste, vermogens efficiénte,
hogesnelheids- en time-interleaved SAR ADC ontwerpen, aangepast om op cryogene tempe-
raturen te opereren voor gebruik in deze applicatie. Deze bevatten de eerste hogesnelheids-
cryo-CMOS SAR ADC, geschikt om te opereren in de RF uitleesinterface, verdere efficien-
tieverbeteringen aan deze ADC en uiteindelijk een ADC die nauw geintegreerd is met een
efficiénte voorversterker mogelijk gemaakt door substraat-bias. De door substraat-bias
mogelijk gemaakte voorversterker demonstreerde ook uitstekende kamertemperatuur pres-
taties met de best vermelde vermogens efficiéntie van de combinatie van een hogesnelheids-
SAR en sturingscircuit. Alle ontwerpen zijn gerealiseerd in een 40nm CMOS technologie
en gekarakteriseerd op cryogene temperaturen.
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Voor het sturen van het ontwerp van veel van de functies in de elektronica-interface zijn
accurate modellen nodig voor simulaties. Hoewel reeds significant werk is gepresenteerd
over de DC karakterisatie op cryogene temperaturen, is relatief weinig werk beschikbaar
over laagfrequente ruis. Om verdere ontwikkeling te stimuleren, is een uitgebreide laag-
frequente ruis-karakterisatie uitgevoerd op een 40nm CMOS technologie op cryogene
temperaturen. De resultaten van deze karakterisatie geven een breed overzicht van het
gedrag van laagfrequente ruis in deze technologie. Ondanks de radicale verandering in
temperatuur tussen kamertemperatuur en cryogene temperaturen is er maar een verras-
send kleine verandering zichtbaar in de input-verwezen ruis. Het voornaamste verschil is
de ontdekking van een systematisch Lorentzian-kenmerk op cryogene temperaturen, die
hier voor het eerst is beschreven.

Tenslotte missen er ondanks veelbelovende ontwerpvoorstellen voor de DC uitlezing
van spin qubits richtlijnen voor het sturen van zulke ontwerpen. Om deze regelgeving te
kunnen verkrijgen demonstreren we eerst dat de limieten van de DC uitlezing ver voorbij
de huidige stand van de techniek zijn, met veel ruimte voor verbetering van de elektronica.
Daarna analyseren we de voltage-versterker, de transimpedantie-versterker, de ladings-
sampling, en de stroomvoorversterker, door middel van het afleiden van hun ontwerps-
vergelijkingen en afwegingen. Uiteindelijk vergelijken we de verscheidene architecturen
met de fundamentele limiet en geven we suggesties voor specifieke voorbeelden. De
resultaten suggereren dat DC uitlezing een veelbelovend pad is voor het ontwikkelen van
schaalbare spin-qubit uitlezing.
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